
150

EOS VOLUME 89  NUMBER 16  15 APRIL 2008

logarithms, we describe several introductory-

level activities that employ logarithms to 

estimate earthquake probability and recur-

rence interval, to develop a scale model of 

the solar system, and to understand fl oods. 

Critical to any teaching activity are the 

assessments that allow faculty to evaluate if 

the desired student learning is taking place. 

Quantitative learning can be assessed 

using strategies that range from evaluating 

quantitative arguments in writing assign-

ments [Lutsky and Bierman, 2006] to ana-

lyzing students’ problem-solving notes [Heller, 

2006], to using traditional problem sets and 

tests. A full discussion of assessment tech-

niques and their use in geoscience courses 

has been developed by the On the Cutting 

Edge professional development program 

(http://serc.carleton.edu/9142). Combining 

careful initial design of the activity prior to 

implementation with assessments to under-

stand its impact puts faculty members in a 

powerful position to improve activities and 

assignments so that they can help students 

develop quantitative reasoning abilities.

Working as a Department to Build a 

Quantitative Program

As members of a larger college or uni-

versity community, we are commonly con-

cerned that increasing the quantitative com-

ponent of geoscience courses will result 

in decreasing enrollments—that students 

will opt for less quantitative introductory 

electives. This concern can be partially 

addressed when members of a geoscience 

department work together to change fac-

ulty and student attitudes. Quantitative skills 

must be viewed not as optional, but as cen-

tral to our understanding of Earth processes. 

Beginning with introductory courses, quan-

titative approaches infused throughout the 

curriculum can lead to changes in student 

attitudes about quantitative skills, leading 

many students to develop the habit of using 

quantitative reasoning and strong quantita-

tive competency.

A department may wish to start with a 

conversation that defi nes the department’s 

goals for students’ quantitative learning. 

These goals can then be both used as a fac-

ulty planning tool and shared with students 

to help them understand the importance the 

department places on quantitative reason-

ing. Using these goals and the courses in the 

major, a matrix can be created to illuminate 

where students engage in experiences that 

address each goal [Macdonald and Bailey, 

2000]. This matrix can be used to articulate 

connections between courses for students 

or to identify holes in the cumulative student 

experience. It can also be helpful in iden-

tifying different places in which students 

are fi rst introduced to tools (such as Excel, 

STELLA™, or MatLab) that are used repeat-

edly in a curriculum.

Providing support for students who fi nd 

quantitative work diffi cult may be a major 

challenge for a department. In addition 

to thinking carefully about the design of 

quantitative activities and assignments, sev-

eral institutions have experimented with 

formal support structures. West Chester 

University of Pennsylvania offers a shadow 

course associated with calculus instruction 

where students solve geoscience problems 

using the calculus concepts being taught in 

the primary course [Lutz and Srogi, 2000]. 

A signifi cant outcome has been a positive 

shift in students’ attitudes toward math-

ematics. Highline Community College, in 

Des Moines, Wash., has used the inverse 

approach where a shadow course offer-

ing “just in time” help with math skills is 

offered in conjunction with an introduc-

tory geoscience course. Geoscience fac-

ulty at other colleges and universities have 

provided geoscience examples for use by 

mathematics or physics faculty. On-cam-

pus and online centers for math skills offer 

another source of support for students (e.g., 

http://serc.carleton.edu/9529). 

Working Together As a Community

Infusing quantitative skills into our courses 

is essential to improving the quantitative 

literacy of our citizens and to creating a geo-

science workforce with appropriate quanti-

tative skills. While not an easy task, we can 

better succeed if we act as a community, 

rather than as individuals in isolation. 

Workshop participants have suggested 

that as a community, we could do the 

following:

Share our successes in the classroom 

through informal discussions with our 

colleagues, formal workshops, and the 

Teaching Quantitative Skills in the Geosciences 

Web site (http://serc.carleton.edu/4242). 

Talking about our teaching and documenting 

successful teaching materials so that others 

can use them improves our individual teaching 

and raises the level of expertise across the 

community. 

Collaborate with the mathematics com-

munity, on campus or through workshops, 

to provide experiences for students that 

build on the expertise in the mathematics 

and geoscience communities and better 

integrate instruction in both subjects.

Value and reward efforts to develop 

curricula that are quantitatively rich.

Moving Forward

Geoscience is quantitative. For many of 

us, the excitement of applying quantitative 

techniques to understanding aspects of the 

Earth system was a major motivation for 

entering the geosciences. Bringing quan-

titative approaches into our teaching is an 

opportunity to share that excitement and to 

raise awareness of the power our science 

brings to addressing many of the major soci-

etal issues of our time. You can begin today 

by infusing just one more quantitative activity 

into your course or by initiating a conversation 

with your department. 

For more resources or to join the quantita-

tive skills online discussion, visit http://serc

.carleton.edu/quantskills. 
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The coincidence of rapid change in Arctic 

climate (the extreme 2007 decline in sea ice 

and recent unprecedented warming) and 

enhanced observational activities during the 

International Polar Year (IPY; 2007–2008) 

offers hope that these changes will be doc-

umented in great detail. However, in order 

to explain changes in the Arctic and pre-

dict its future dynamics, models of the Arc-

tic climatic system are needed to reproduce 

past and present states and to predict future 

transformations. Results from existing mod-

els are not always satisfactory [e.g., Stroeve 

et al., 2007] because there are signifi cant 

uncertainties in model forcing, parameter-

ization of physical processes, and internal 

model parameters.

How to reduce uncertainties in model 

results and how to provide the best linkages 

among model and observational needs were 

the major themes of a SEARCH for DAMOCLES 

(S4D) meeting held 29–31 October 2007 

in Paris with representatives from Canada, 

Denmark, Germany, Finland, France, Norway, 

Poland, Russia, Sweden, United Kingdom, 

and United States attending. 

The goal of the international S4D proj-

ect is to coordinate major European and 

U.S. Arctic research activities during the 

IPY that are aimed at understanding the 

nature, extent, and future development of 

Arctic change. The European component of 

the project is DAMOCLES (Developing Arc-

tic Modeling and Observing Capabilities 

for Long-term Environmental Studies), and 

the U.S. interagency component is SEARCH 

(Study of Environmental Arctic Change). 

Synchronization of these programs will 

enhance the acquisition of Arctic data 

and their distribution, storage, and analy-

sis by eliminating gaps and redundancies. 

SEARCH for DAMOCLES (S4D) participants 

aim to make the best use of modeling and 

observations by reducing uncertainties in 

model results and by providing the best 

linkages between model and observational 

needs across disciplines. S4D recommenda-

tions include the facilitation of information 

exchange among Arctic model intercompar-

ison projects; the establishment of a com-

prehensive Arctic observational network; 

thorough validation of atmospheric reanaly-

sis data; the extension of reanalysis efforts 

to sea ice, ocean, hydrology, and perma-

frost data; the implementation of rapid data 

exchange among data centers; the explora-

tion of model classifi cation based on objec-

tive characteristics that demonstrate lev-

els of model error and uncertainty; and the 

entrainment of young scientists in Arctic 

research and modeling.

The major S4D project recommendations 

are outlined below.

Model Intercomparison Projects

Three model intercomparison projects 

(MIPs) are working to improve Arctic models: 

the Arctic Climate MIP (ARCMIP), the Arctic 

Ocean MIP (AOMIP), and the Coupled ARCMIP 

(CARCMIP, which tests truly coupled atmos-

phere-ice-ocean-land models). The MIPs are 

optimal tools for system integration, espe-

cially when they are carefully and diligently 

validated against observations. MIPs provide 

the community with an opportunity for test-

ing models against one another and against 

observations in a coordinated manner that 

accelerates model improvement and evolu-

tion. One outcome of MIPs activity is a bet-

ter understanding of the strengths and weak-

nesses of different models, information that 

can then be used to assess future predictions 

and to guide fully coupled climate model 

development. The S4D program recommends 

facilitating interactions among Arctic MIPs 

and continuing their support and promotion 

via deeper collaboration between SEARCH 

and DAMOCLES.

Model-Observation Connections

It is diffi cult to construct, understand, and 

explain a global picture based on observa-

tions without including modeling. It is also 

problematic to use models for prediction of 

climate without knowing and understand-

ing model errors and their uncertainties. For 

example, small errors in ice parameters stem-

ming from errors in atmospheric forcing can 

translate into serious errors in ocean vari-

ables. That is why the MIPs are in demand—

the major challenge for them is to improve 

regional and global models based on results 

of model validations against observations. 

This work is expensive and requires signifi -

cant fi nancial and labor resources.

In order to develop a comprehensive 

Arctic model, it is necessary to involve the 

entire community of modelers and observ-

ers representing atmospheric, terrestrial, 

ice, and ocean disciplines. Discussions at 

the S4D meeting concluded that there are 

insuffi cient observational data available for 

model initialization, forcing, validation, and 

assimilation and that a comprehensive Arc-

tic observational network is urgently needed 

to satisfy the needs of both observational 

and modeling communities. Modeling must 

play a substantial role in Arctic observa-

tional network design and provide a scientif-

ically effective system for the temporal and 

spatial distribution of observational sites. 

This is especially important during times of 

rapid sea ice change when planning for tra-

ditional fi eldwork is at risk.

Model Validation

Model validation is the fi rst step in model 

improvement. Data coverage for model vali-

dation must be relatively dense in order to 

reproduce four-dimensional system variability. 

For the Arctic, where the observational net-

work is based on coastal stations and cen-

tral Arctic data are sparse, this condition 

is diffi cult to satisfy. However, considering 

model validation and model improvement as 

an iterative process, it is possible to enhance 

model accuracy via (1) data assimilation 

that provides gridded data sets that are phys-

ically consistent and constrained to match 

available observations and that can be used 

as fi rst-order data for model validation, and 

(2) model improvement based on the analy-

sis of errors in these gridded data sets and 

the introduction of better model physics and 

parameterization. 

The S4D program recommends (1) thor-

ough validation of atmospheric reanalysis 
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data used to force coupled ice-ocean and 

terrestrial models, (2) revealing terrestrial, 

ice, and ocean model errors that are due to 

forcing uncertainties, and (3) improving the 

atmospheric reanalysis models. The program 

also recommends the extension of reanaly-

sis efforts to sea ice, ocean, hydrology, per-

mafrost, and other disciplines; the continu-

ation of coupled-model data assimilation 

technique development; and the facilitation 

of immediate data exchange among data 

holders.

Model Improvements

The largest biases in all global models 

occur in the Arctic. Regional Arctic mod-

els exhibiting high spatial resolution and 

improved physics are more accurate but 

frequently show striking differences in MIP 

studies. The S4D program has identifi ed a 

set of urgent improvements needed for Arc-

tic models. Some of these recommenda-

tions are common for all Arctic models and 

may be termed trivial, but they neverthe-

less need serious attention, namely, increas-

ing model resolution, improving initial and 

boundary conditions, establishing initializa-

tion techniques for seasonal and decadal 

prediction systems, and enhancing forcing. 

These recommendations—except for the 

one to increase model resolution—could be 

implemented by increasing the quantity and 

quality of observations and improving data 

assimilation methods.  

The atmospheric models can be improved 

by better description and parameterization 

of cloud properties, surface turbulent fl uxes, 

and convective plumes associated with sea 

ice openings.

Climate effects representing tropospheric 

aerosols and clouds, stratospheric ozone, 

and Arctic haze require more studies. Sig-

nifi cant improvements are needed in the 

description of precipitation, humidity fl uxes, 

surface radiative fl uxes, and spatial and tem-

poral variability of snow and ice albedo. 

Thorough studies of inversions and the 

stable boundary layer are also important for 

model enhancement.

Coupled ice-ocean models have problems 

with restoring and fl ux correction proce-

dures, and this limits the models’ “natural” 

variability caused by forcing, the models’ 

physics, and the models’ errors due to the 

problems with numerical representation 

of model equations. It is important to over-

come these problems by improving model 

forcing and internal model parameters 

based on observations. Processes of verti-

cal and lateral mixing and the parameteriza-

tion of eddies, plumes, freshwater and heat 

fl uxes, the cold shallow halocline, and brine 

formation also require refi nement and vali-

dation. With the increase in model horizon-

tal resolution, sea ice dynamics and thermo-

dynamics must be improved toward (1) a 

better description of small-scale processes 

and deformations and (2) the introduction 

of forcing at inertial and tidal frequencies. 

Frazil ice (initial stage of sea ice) formation 

and land-fast ice (which forms and remains 

fast along the coast) development and decay 

have to be taken into account as well. 

The reduction of uncertainties in terres-

trial model results can be achieved via the 

improvement in information about evapotrans-

piration, soil characteristics, precipitation and 

moisture fl uxes, permafrost characteristics, 

and processes in wetlands and peatlands.

The use of a multiensemble approach 

based on different model realizations with 

standardized forcing can be valuable for the 

analysis of model uncertainties.

S4D Coordination

A coordinated community approach to the 

investigation of Arctic climate variability is 

the only way to assess the degree of uncer-

tainty in the results and conclusions of differ-

ent modelers, scientifi c groups, or institutions. 

Coordinated S4D activities will contribute to 

this assessment by establishing a set of bench-

marks characterizing state-of-the-art Arctic cli-

mate modeling and the most up-to-date anal-

ysis of the Arctic climate and its variability. 

The benchmarks will constitute basic charac-

teristics of polar processes that each model 

should reproduce with a given accuracy. These 

include, for example, patterns of atmosphere, 

ice, and ocean circulation and other parame-

ters that characterize major climate states. 

A model that cannot meet these benchmarks 

will be recommended for improvement before 

its application in Arctic studies.

One of the major impacts of S4D activ-

ity will be the engagement of young scien-

tists in Arctic studies. The program provides 

guidelines for a new generation of Arctic 

modelers on how to critically analyze and 

improve Arctic modeling. S4D will pay spe-

cial attention to educational outreach to 

young scientists through publications, Web 

sites, and workshops, to encourage them 

to learn about and participate in Arctic 

research and modeling.

For more information about DAMOCLES 

and SEARCH, visit the following Web sites: 

http://www.damocles-eu.org/index.shtml 

and http://www.arcus.org/search/index.php.
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MEETINGS
The Science of Global Soil Change: Networking 
for Our Future
Global Soil Change Workshop;
Duke University and Center for Environmental Farming Systems, 
Durham and Goldsboro, North Carolina, 10–13 December 2007

Some of the most important scientifi c 

questions today concern the future of Earth’s 

soil. Understanding the biological, eco-

logical, chemical, and physical processes 

governing soil functions is directly related 

to most if not all of the grand challenges 

in environmental science outlined by the 

National Academies (Grand Challenges in 

Environmental Sciences, National Research 

Council, 2001). Because of the inherently 

long-term nature of soil change, address-

ing these questions requires research over 

decadal timescales. This feature of soil sci-

ence presents signifi cant challenges to those 

designing and implementing research pro-

grams, and yet is critical to the understand-

ing of soil systems and the improvement of 

land management.

To promote and expand long-term soil 

research, a workshop was convened in 

December 2007 where participants from 

Africa, Asia, Australia, Europe, and the 

Americas formally established a global net-

work of long-term, soil research studies. The 

workshop highlighted the proposition that 

soil studies spanning decades are critical to 

answering some of the most signifi cant ques-

tions faced by humanity: (1) Can soils more 

than double food production in the next few 

decades? (2) How does soil interact with the 

global carbon cycle? (3) How can land man-

agement improve soil’s processing of car-

bon, nutrients, wastes, toxins, and water?

The long-term soil research network is sup-

ported by an advanced-format Web site that 

showcases more than 150 long-term studies 

and encourages scientists from around the 

world to collaborate in new ways (http://ltse

.env.duke.edu). At the workshop, researchers 

presented results from long-term studies of 

soil fertility and contamination, crop produc-

tion, greenhouse gas emissions, and water 

quality. All researchers emphasized the effi -

cacy of long-term soil experiments to quantify 

fundamental ecosystem changes over 

timescales of decades to centuries, changes 

that may be entirely undetectable without 

long-term monitoring and analysis.

Participants were challenged to engage in 

cross-site studies to advance the science of 

sustainability, and to promote new, long-term 

studies to learn how to best meet growing 

demands placed on soils. Henry Janzen (Agri-

culture and Agri-Food Canada, Lethbridge, 

Alberta,) made an impassioned plea for a 

new generation of Earth scientists to expand 

the vision of scientists who initiated long-term 

soil experiments, some in the nineteenth 

century. Participants expressed concerns 

about funding levels for long-term soil stud-

ies, many of which suffer from lack of stable 

institutional support. Many remain produc-

tive only through the dedication of individual 

scientists. According to workshop organizer 

Daniel Richter, professor of soils and ecology 

at Duke, “Long-term soil observatories need 

explicit and much greater support not only to 

improve our rapidly intensifying management 

of land and water, but also to better manage 

environmental change.” 

At the conclusion of the workshop, Ishaku 

Amapu (Ahmadu Bello University, Zaria, 
Nigeria) emphasized that “we need to make 

our long-term experiments work harder.” 

Such long-term research requires long-range 

planning coordinated across many disci-

plines, and workshop organizers invite inter-

ested scientists, students, and the public to 

join this international effort. Organizers have 

funding support from the U.S. National Sci-

ence Foundation’s Research Coordination 

Network Program and Critical Zone Explor-

atory Network, the U.S. Department of Agri-

culture, and Duke University for fi ve yearly 

meetings.

—SHARON A. BILLINGS, Kansas Biological Survey and 
Department of Ecology and Evolutionary Biology, Uni-
versity of Kansas, Lawrence; E-mail: sharonb@ku.edu; 
DANIEL DEB. RICHTER, Duke University, Durham, N. C.

Climate Over Landscapes
Workshop on Atmospheric Sciences and Surface Processes;
Boulder, Colorado, 1–3 October 2007 

Some of the most exciting advances in 

geomorphology over the past 20 years have 

come through exploring the links among 

the Earth’s atmosphere, surface, and inte-

rior. Through this integration, the scientifi c 

community is redefi ning paradigms for the 

growth and decay of mountain ranges, the 

response of landscapes to changing climate, 

and the coupling between atmospheric and 

land surface processes at spatial and tempo-

ral scales ranging from cloud microphysics 

to crustal deformation.

A workshop on the links between atmo-

spheric sciences and geomorphology was 

held at the National Center for Atmospheric 

Research (NCAR), in Boulder, Colo. The work-

shop was funded by the National Science Foun-

dation (NSF) as part of a series of workshops 

designed to inform a National Research Coun-

cil (NRC) study on the future of Earth surface 

processes research in the United States. 

The motivation for this workshop was the 

recognition that the linkages between atmo-

spheric processes and landscape evolution 

are still poorly established but that the evo-

lution of process-based geomorphic stud-

ies along with advances in atmospheric 

sciences theory, modeling, and observa-

tion have opened the door for collaborative 

research. The aim of the workshop was to 

bring together atmospheric scientists and 

geomorphologists to explore these linkages 

and identify key questions and research 

opportunities. The workshop consisted 

of keynote lectures on geomorphology, 

mesoscale meteorology, and global climate 

dynamics. More specialized talks focused 

on regional climate modeling, landscape 

evolution modeling, atmospheric moist con-

vection, landscape-ecosystem interactions, 

glaciology, and orogenesis.

While the importance of the land surface 

as a lower boundary condition has long been 

recognized within the atmospheric sciences, 

participants agreed that geomorphological 

research on the feedbacks between land-

scape evolution and climate on centennial 

and longer timescales raises interesting new 

research questions for atmospheric scientists. 

Equally, while geomorphologists have long 

assumed that atmospheric processes strongly 

infl uence landscape evolution, they have 

not, as yet, treated atmospheric processes 

with much sophistication or identifi ed dis-

tinct metrics that link atmospheric processes 

to landscape evolution. Workshop attendees 

concluded that greater two-way communica-

tion between these communities is essential, 

which can be accomplished through such 

activities as short courses at NCAR on atmo-

spheric sciences, Integrative Graduate Educa-

tion and Research Traineeship (IGERT) pro-

grams for interdisciplinary graduate training 

in geomorphology and atmospheric sciences, 

and Research Experiences for Undergraduates 

(REU) programs for Earth sciences students to 

participate in atmospheric sciences research. 

There is also a need to increase the visibil-

ity of geomorphology within the atmospheric 

sciences community. Very few atmospheric 

scientists are aware of the research challenges 

posed by geomorphic research, so it was 

suggested that a speaker program be devel-

oped to support the travel of geomorphology 

researchers to give seminars in atmospheric 

science departments, that there be joint ses-

sions at national meetings of the American 

Meteorological Society and AGU, and that the 

two communities develop joint fi eld programs 

on problems of mutual interest.

The outcome of the workshop is being 

summarized in a white paper for the NRC 

committee, and a longer article about the 

workshop and its implications for the two 

fi elds is in preparation.

—J. GALEWSKY, Department of Earth and Planetary 
Sciences, University of New Mexico, Albuquerque; 
E-mail: galewsky@unm.edu; GERARD ROE, Department 
of Earth and Space Sciences, University of Washington, 
Seattle; ROBERT ANDERSON, Department of Geological 
Sciences, and Institute of Arctic and Alpine Research, 
University of Colorado, Boulder; GRANT MEYER, Depart-
ment of Earth and Planetary Sciences, University 
of New Mexico; and GWENN FLOWERS, Department 
of Earth Sciences, Simon Fraser University, Burnaby, 
Canada

M E E T I N G
A N N O U N C E M E N T S

16–18 July 2008  ■ CUAHSI-HMF Hands-on 
Workshop: Distributed Sensing—Taking It 
to the Field, Boulder, Colorado, USA. Sponsors: 
Consortium of Universities for the Advancement 
of Hydrologic Science, Inc. (CUAHSI); Hydrologic 
Measurement Facility; U.S. National Science 
Foundation. (S. Dobbie, Oregon State University, 
Room 116, Gilmore Hall, Corvallis, OR 97331, 
USA; Tel.: +1-541-737-6292; Fax: +1-541-737-2082; 
E-mail: Susan.Dobbie@Oregonstate.edu; Web 
site: http://www.cuahsi.org/hmf/dsw/)

This workshop on wireless, autonomously 
powered environmental sensing immediately 
follows CUAHSI’s national biennial science 
meeting on 14–16 July. This hands-on workshop 
will explore the current state of the art of distrib-
uted sensing for environmental observation.

20–24 July 2008  ■ 2008 Australian Earth Sci-
ences Convention (AESC 2008): New Genera-
tion Advances in Geoscience, Perth, Australia. 
Sponsors: Geological Society of Australia; Aus-
tralian Institute of Geoscientists (AIG); Chevron. 
(Conference Secretariat, AESC 2008 Convention, 
C/- International Conferences and Events, Aust. 
Pty. Ltd., Suite 4, 73 Hay Street, Subiaco, Australia 
6008; Tel.: +61-8-9381-9281; Fax: +61-8-9381-9560; 
E-mail: aesc2008@iceaustralia.com; Web site: 
http://www.iceaustralia.com/aesc2008/)

This joint meeting of the 19th Australian Geo-
logical Convention and the AIG will highlight 
Australian geosciences in a global context. 
Themes include geoscience in the service of
 society; the evolution of life and the solar system; 
Earth’s environments, past, present, and future; 
and the dynamic Earth from crust to core.

6–10 October 2008  ■ Ocean Optics Conference 
2008, Castelvecchio Pascoli, Italy. Sponsor: The 
Oceanography Society. (T. Lewis, Lewis Confer-
ences International US LLP, 1087 Belmont on the 
Arm, Halifax, Nova Scotia, Canada B3H 1J2; Tel.: 
+1-902-422-6069; Fax: +1-902- 425-3064; E-mail: 
trudy.lewis@ns.sympatico.ca; Web site: http://
oceanopticsconference.org/) 

The conference will address numerous 
aspects of optical oceanography, including 
basic research, technological development, 
environmental management, and policy. Session 
topics include ocean and coastal optical prop-
erties, experimental optics, radiative transfer 
theory, optical remote sensing, and underwater 
imaging and photography. There will also be 
short courses offered on data visualization 
and GIS, observational approaches in ocean 
optics, and the use of artificial neural networks 
for coastal water remote sensing. Abstract dead-
line is 31 August.




