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Abstract. The effects of internal model variability on the
simulation of Arctic sea-ice extent and volume have been
examined with the aid of a seven-member ensemble with a
coupled regional climate model for the period 1948–2008.
Beyond general weaknesses related to insufficient represen-
tation of feedback processes, it is found that the model’s abil-
ity to reproduce observed summer sea-ice retreat depends
mainly on two factors: the correct simulation of the atmo-
spheric circulation during the summer months and the sea-
ice volume at the beginning of the melting period. Since
internal model variability shows its maximum during the
summer months, the ability to reproduce the observed atmo-
spheric summer circulation is limited. In addition, the atmo-
spheric circulation during summer also significantly affects
the sea-ice volume over the years leading to a limited abil-
ity to start with reasonable sea-ice volume into the melting
period. Furthermore, the sea-ice volume pathway shows no-
table decadal variability that varies in amplitude among the
ensemble members. The scatter is particularly large in peri-
ods when the ice volume increases, indicating limited skill in
reproducing high-ice years.

1 Introduction

The Arctic has been subjected to a variety of changes in at-
mospheric, oceanic, and sea-ice conditions in recent years.
The strongest and most evident climate change signal is the
shrinking sea-ice cover: the decrease of its thickness and spa-
tial extent since 1979 (e.g.Stroeve et al., 2006; Serreze et al.,
2007). This sea-ice loss can be best explained by a combina-
tion of strong natural variability in the coupled atmosphere-
ice-ocean system and increased radiative forcing due to ris-

ing concentrations of atmospheric greenhouse gases as sum-
marized bySerreze et al.(2007). The observed decline in
sea-ice extent reflects a combination of thermodynamic and
dynamic feedback processes, involving changes in surface
air temperature, radiative fluxes, and oceanic heat transport
as well as changes in the sea-ice circulation in response to
winds and ocean currents.

It is quite obvious that the variety of processes and their
interplay makes it difficult for coupled climate models to re-
produce the observed sea-ice distribution and its trend, lead-
ing to large model deviations in the simulation of present-
day Arctic sea ice (see e.g.Gerdes and K̈oberle, 2007; Hol-
land et al., 2010). Even though all coupled climate models
involved in the Intergovernmental Panel on Climate Change
Fourth Assessment Report (IPCC AR4) showed declining
Arctic sea ice over the last 50 yr, only very few individual
model simulations showed trends comparable to recent ob-
servations (Stroeve et al., 2007). This fact demonstrates that
there is still large uncertainty about the Arctic’s actual path
into the future.

Coupled climate models are traditionally a composite
from stand-alone models for the subsystems (primarily at-
mosphere and ocean-sea ice models). In stand-alone models,
however, feedback processes between the subsystems, such
as the ice-albedo feedback, can be disregarded, often result-
ing in oversimplified descriptions of the underlying physics.
As sea ice is highly sensitive to changes in atmospheric and
oceanic forcings (Hunke, 2010), such “simplified physics”
constitute general weaknesses for the performance of cou-
pled model systems in which feedbacks play a central role.
A basic limitation in reproducing the observed Arctic sea-
ice retreat with coupled climate models can therefore be at-
tributed to insufficient simulation of feedbacks between the
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model components. In recent years, there have already been
some efforts to improve model parameterizations involved
in feedback processes between atmosphere and sea ice (e.g.
Pedersen et al., 2009; Dorn et al., 2009; Andreas et al.,
2010a,b), but there is still need for further improvement.

A second limitation can be attributed to some kind of in-
trinsic random variability, arising mostly from model initial-
izations with more or less arbitrary ocean and sea-ice states
(see e.g.Sorteberg et al., 2005; Döscher et al., 2010). As a
consequence, the response of Arctic sea ice to an externally
forced climate change signal can vary strongly between dif-
ferent model realizations. It is therefore necessary to separate
externally forced variations from the intrinsic internal vari-
ability by means of analysis of ensemble simulations.

In the present paper, regional Arctic climate model ensem-
ble simulations will be analyzed. The model and the ensem-
ble simulation setup will be described in Sect.2. The regional
model approach allows to distinguish between external vari-
ability, entering the Arctic from outside the model domain in
terms of varying large-scale atmospheric circulation struc-
tures, and internal variability, emerging within the model
due to nonlinear responses to the external forcing. The mod-
eled sea-ice climatology and variability will be discussed in
Sect.3 followed by an analysis of the correlation between
sea ice and atmospheric circulation patterns in Sect.4 and
two example cases in Sect.5. The final section summarizes
the results and adds conclusions.

The aim of the study is the identification of limitations in
reproducing the observed Arctic sea-ice retreat having regard
to unknown initial conditions for ocean and sea ice, internal
variability of the atmospheric circulation, and general uncer-
tainties due to insufficient description of Arctic climate pro-
cesses.

2 Description of model and simulations

2.1 The coupled regional climate model

The coupled regional climate model HIRHAM-NAOSIM
used in this study consists of the regional atmospheric cli-
mate model HIRHAM (Christensen et al., 1996; Dethloff
et al., 1996) and the high-resolution version of the North At-
lantic/Arctic Ocean sea-ice model NAOSIM (Karcher et al.,
2003; Kauker et al., 2003). The two stand-alone models were
designed for Arctic climate simulations and already success-
fully applied for a wide range of Arctic climate studies.

The atmosphere component HIRHAM was set up on an in-
tegration domain that covers the whole Arctic north of about
60◦ N at a horizontal resolution of 0.5◦ (about 50 km) on a
rotated latitude-longitude grid with the North Pole on the ge-
ographical equator at 0◦ E. In the vertical, the model has 19
unevenly spaced levels in hybrid sigma-pressure coordinates
from the earth’s surface up to a height of 10 hPa, with the
lowest spacing in the lower troposphere.

The ocean-ice component NAOSIM is discretized on a ro-
tated spherical grid, where the model equator corresponds to
the geographical 30◦ W / 150◦ E meridian, with a horizontal
resolution of 0.25◦ (about 25 km) and 30 unevenly spaced z-
coordinate levels in the vertical. The southern model bound-
ary of NAOSIM is approximately located at 50◦ N in the
Atlantic. Here an open boundary condition has been imple-
mented following the method ofStevens(1991), while all
other boundaries, including the Bering Strait, are treated as
closed walls. The open boundary condition allows for the
outflow of tracers and the radiation of waves. At inflow
points, as determined by the model, temperature and salin-
ity are restored with a time constant of 180 days towards the
Levitus climatology (Levitus and Boyer, 1994; Levitus et al.,
1994).

The coupled HIRHAM-NAOSIM system was applied for
the first time byRinke et al.(2003) and subsequently by
Dorn et al.(2007), who also gave a detailed description of the
basic model setup. Over the last years, a few parameteriza-
tions in HIRHAM-NAOSIM were replaced by more sophisti-
cated schemes. The aim was to improve the onset of the sum-
mer sea-ice melt season and the simulation of the two-stage
snow-albedo/ice-albedo feedback which can be regarded as
one of the crucial factors for the magnitude of ice melt dur-
ing summer. It turned out that a harmonized combination of
improved parameterizations for ice growth, ice albedo, and
snow cover on sea ice results in a substantial improvement
in the simulation of the summer minimum in ice concentra-
tion. The improved schemes were described in great detail by
Dorn et al.(2009), who also documented the improved model
performance with respect to the summer sea-ice retreat.

2.2 Ensemble simulation setup

An ensemble of 7 hindcast simulations for the period 1948–
2008 were carried out using NCEP/NCAR reanalysis data
(Kalnay et al., 1996) as HIRHAM’s lateral boundary forcing
as well as HIRHAM’s lower and NAOSIM’s upper boundary
forcing outside the overlap area of the two model domains as
described byDorn et al.(2007). All ensemble members were
equally started on 1 January 1948 and run through 31 De-
cember 2008, but the initial ocean and sea-ice fields were
taken from different years of a preceding coupled spin-up run
(runA to runF) or from the final state of one of the ensem-
ble members (runG) as listed in Table1. The coupled spin-
up run itself was initialized with ocean and sea-ice fields of
25 February 1949 from a pre-existing stand-alone simulation
of NAOSIM.

Previous experiments with HIRHAM-NAOSIM showed
that the model needs about 6–10 yr to arrive at a quasi-
stationary cyclic state of equilibrium in sea-ice volume (Dorn
et al., 2007). This is why the ensemble members were ini-
tialized with restart fields taken after not less than 6 yr of
coupled simulation, assuming that sea ice and upper ocean
are then sufficiently adjusted. The restart field initialization
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Table 1.List of ensemble simulations with HIRHAM-NAOSIM for
the period 1948–2008.

Ensemble run Initialization of the ocean and ice fields

runA with state of 1 January 1955 from spin-up run
runB with state of 1 January 1956 from spin-up run
runC with state of 1 January 1957 from spin-up run
runD with state of 1 January 1958 from spin-up run
runE with state of 1 January 1959 from spin-up run
runF with state of 1 January 1960 from spin-up run
runG with state of 1 January 2009 from runF

applies only to NAOSIM; HIRHAM was always initialized
with atmospheric fields of 1 January 1948, 00:00 UTC from
the NCEP/NCAR reanalysis.

The method of creating an ensemble of model simulations
differs from the usual procedure in which the initial fields
are only slightly disturbed from one ensemble member to
the other (e.g.Döscher et al., 2010). Differences between the
ensemble members then arise solely due to nonlinear inter-
actions within the coupled system in response to the distur-
bance. In the present study, the initial state is already differ-
ent between the ensemble members, but can also be seen as
a large disturbance or initial uncertainty, since it is quite un-
known how the real state of the Arctic Ocean was in the late
1940s.

To give a rating of the differences in the initial state, Ta-
ble2 lists the initial sea-ice volume, sea-ice area, and sea-ice
extent of the ensemble runs as well as the resulting mean sea-
ice thickness. While the initial ice area and ice extent differ
by up to 1 million km2 among the runs (relative difference of
less than 10 %), the initial ice volume and the resulting ice
thickness even show relative differences of 20 % and 24 %,
respectively.

Since runG was initialized with modeled fields referring to
1 January 2009 (from a presumed low-ice period), it should
be noted that this run is indeed characterized by the lowest
initial mean ice thickness, but at the same time also by the
largest initial sea-ice area and extent of all runs, while the
initial sea-ice volume is still within the range of the other
runs.

3 Sea-ice climatology and variability

The focus in this section is the evaluation of the spatial dis-
tribution and temporal evolution of sea-ice in the ensemble
simulations. Since all ensemble members show an almost
identical spatial distribution of sea ice on the climatological
average, substantiated by monthly pattern correlation coef-
ficients between 0.995 and 1.0, only the ensemble mean is
discussed in terms of the climatology representative for the
model climate of all ensemble members.

Table 2.Initial sea-ice volume, sea-ice area, and sea-ice extent (area
with at least 15 % ice concentration) of the ensemble runs and the
resulting mean sea-ice thickness (ice volume divided by ice area).
All values apply to the model domain as shown in Fig.1.

Ice volume Ice area Ice extent Mean ice
[103 km3] [106 km2] [106 km2] thickness [m]

runA 17.08 10.00 10.84 1.71
runB 17.61 10.52 11.30 1.67
runC 16.09 10.68 11.66 1.51
runD 16.86 10.69 11.54 1.58
runE 15.83 10.63 11.46 1.49
runF 14.41 10.35 11.28 1.39
runG 14.54 10.80 11.89 1.35

3.1 Ice thickness climatology

The ensemble mean ice thickness climatology for March and
September of the period 1948–2008 is shown in Fig.1. In
March, the thickest ice with more than 3 m on average ap-
pears north of the Canadian Arctic Archipelago. Most of
the Arctic Ocean is covered with 2–3 m thick ice in March,
and thinner ice appears along the Eurasian side of the Arctic
Ocean.

In September, the ice thickness pattern is similar to that
in March, but the ice is generally thinner (in most cases be-
tween 0.5–1 m). More than 2 m thick ice now only occurs
north of the Canadian Arctic Archipelago. The Baffin Bay
and the Kara and Laptev Seas are only partly covered with ice
in September, leading to a mean thickness well below 0.5 m
in these regions. Both in March and in September, the differ-
ences between the ensemble mean and the ensemble mem-
bers with the lowest/greatest mean ice thickness (runC/runG)
only add up to a few centimeters (less than 8 cm on average).

The modeled spatial distribution of regions with thin and
thick ice is in qualitative agreement with ice thickness cli-
matologies derived from observations (e.g.Bourke and Gar-
rett, 1987). However, the model produces on average thinner
ice as compared with these climatologies. More recent esti-
mates of ice thickness from ICESat campaigns between 2003
and 2008 (Kwok et al., 2009) reveal somewhat better agree-
ment with the simulated ice thicknesses, when disregarding
regional details. An extensive quantitative evaluation of the
modeled ice thicknesses is beyond the scope of this paper and
actually not possible, because ice thickness measurements
are unavailable for the whole Arctic Ocean over the period
1948–2008.

3.2 Ice extent climatology

The mean ice extent, shown in Fig.1 as white lines (model)
and orange lines (reanalysis), is overestimated by the model
in the Greenland Sea, the Barents Sea, and, in particular, in
the Labrador Sea in March. The overestimate of sea ice in
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Fig. 1. Ensemble mean ice thickness climatology of the period 1948–2008 (in meters) for March (top) and
September (bottom). The white lines show the climatological ice extent of the ensemble mean and the orange
lines the climatological ice extent from NCEP/NCAR reanalysis data. Land areas are shown in gray, and the
always completely ice-free ocean is shown in black.
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Fig. 1. Ensemble mean ice thickness climatology of the period
1948–2008 (in meters) for March (top) and September (bottom).
The white lines show the climatological ice extent of the ensem-
ble mean and the orange lines the climatological ice extent from
NCEP/NCAR reanalysis data. Land areas are shown in gray, and
the always completely ice-free ocean is shown in black.

the Labrador Sea can be regarded as a specific shortcom-
ing of the coupled model, since it appears in all winters and
all ensemble members. The reason behind this model bias is
unknown. It is likely to result from an imbalanced interac-
tion between HIRHAM and NAOSIM which amplifies in the
course of the winter due to a positive feedback. This con-
jecture is supported by the fact that NAOSIM does not show
such a bias in stand-alone mode when NCEP/NCAR reanal-
ysis data are used as atmospheric forcing (seeKauker et al.,
2003).

In contrast to March, the modeled mean ice extent agrees
rather well with the reanalysis in September, except for the
northern Kara Sea, where the model underestimates the ice
extent, and the Chukchi Sea, where the model overestimates
the ice extent on the climatological average. The latter might

be a result of the closed Bering Strait in the model, whereby
the inflow of warmer waters from the Bering Sea into the
Chukchi Sea is disabled, leading to later onset and reduced
melting in this region (see e.g.Woodgate et al., 2010).

3.3 Temporal variability in ice volume

Despite almost identical climatological patterns of ice thick-
ness and extent, there are large deviations in the temporal
trend of these variables among the ensemble members.

Figure2 shows the temporal evolution of the ice volume
in March and September for the ensemble mean and the two
most extreme ensemble members (runC and runG). Overall,
there is large agreement between the ice volume trends in
March and September. In most cases, major changes in ice
volume appear first in September followed by corresponding
changes in March, indicating that the strength of summertime
ice loss plays a dominant role in the variability of the ice vol-
ume. The mean correlation coefficient (r) between the time
series of the ice volume in September and in the following
March is 0.96, compared tor = 0.90 between the ice volume
in March and in the following September. Both correlations
are statistically significant. The consequence is that thick ice
tends to remain thicker for some years and vice versa. The
year-to-year variability in ice volume is therefore relatively
low.

In contrast to the low interannual variability, all ensemble
members show pronounced multi-decadal variability in ice
volume. After a period of ice loss in the early 1950s, there is
a period with low ice volume in the late 1950s and an increase
in ice volume from 1960 to about 1984. Afterwards the ice
volume remains high for some years, followed by a rapid
decrease from approximately 2002 onwards. The increase in
ice volume in the early 1960s is likely to be triggered by
large-scale atmospheric circulation changes, especially since
it also appeared in stand-alone NAOSIM simulations driven
by NCEP/NCAR reanalysis data (seeKöberle and Gerdes,
2003, their Fig. 4) and other ocean-ice models (Holloway and
Sou, 2002; Rothrock and Zhang, 2005).

It is conspicuous that there is a large scatter among the en-
semble members in periods when the ice volume increases or
stays in a high state. The two-standard deviation range of the
ensemble spans up to 5000 km3, which is partly more than
50 % of the mean ice volume in September. In periods when
the ice volume decreases, the scatter among the ensemble
members is just half as large, indicating the dominant influ-
ence of the external forcing as driver for perennial ice loss.

To give a quantitative estimate of the relative importance
of the nonlinear interplay of internal processes and the ex-
ternal forcing for the overall variability of the ice volume,
the ratio of the mean standard deviation of the ensemble
member time series, as indication of the mean external vari-
ability, to the time average of the annual ensemble stan-
dard deviations, as indication of the mean internal variability,
was calculated in a similar way as the signal/noise ratio by
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Fig. 2. Temporal trend of sea-ice volume within the model domain
in March (top) and September (bottom) from 1948 to 2008. The
solid blue lines represent the ensemble mean and the blue shaded
areas the two-standard deviation range of the ensemble. The dashed
green lines represent runC and the dash-dotted purple lines runG.

Döscher et al.(2010), except for a different definition of ex-
ternal variability. This ratio is hereinafter simply referred to
as standard deviation ratio (SDR). Values of SDR larger than
one indicate a stronger influence of the large-scale external
forcing versus the internal variability. The overall dominat-
ing influence of the large-scale external forcing on the vari-
ability in ice volume is reflected in the values SDR= 2.10
for March and SDR= 2.21 for September. The internal pro-
cesses play a secondary but non-negligible role in the ice vol-
ume variability.

The strongest deviation from the ensemble mean shows
runG, which was initialized with the relatively thin ice state
of 1 January 2009. Despite the existence of a thin ice cover
at model start, runG shows by far the strongest increase in
ice volume in the early 1960s and the highest ice volume
of all ensemble members in the following 30 yr (see Fig.2).
This finding is in contradiction to the hypothesis that the Arc-
tic sea ice system (at least in the model) might already have
passed a tipping point as of which the sea ice will inevitably
continue to retreat due to positive feedbacks (see e.g.Lindsay
and Zhang, 2005). Favorable large-scale atmospheric con-
ditions for a net increase of sea ice, as they obviously oc-
curred in the 1960s and 1970s, are able to recover a state with
higher ice volume within a few years. The unlikelihood of the
existence of a tipping point is consistent with other studies
(Eisenman and Wettlaufer, 2009; Notz, 2009; Tietsche et al.,
2011).

It has been demonstrated bySchr̈oder and Connolley
(2007) as well asTietsche et al.(2011) that even total re-
moval of Arctic sea ice will almost completely recover back
to the appropriate climate state within a few years. This find-
ing is in accordance with previous HIRHAM-NAOSIM ex-
periments (Dorn et al., 2007) and basically means that uncer-
tainties in the initial sea-ice conditions are unimportant for
climate modeling on decadal or longer time scales (Schr̈oder
and Connolley, 2007). The large ensemble scatter can there-
fore be interpreted as a result of the nonlinear interplay of
internal atmospheric, oceanic, and sea-ice processes in re-
sponse to the initial uncertainty. Specific variations in the ini-
tial state should be a matter of no particular importance.

The large deviation of runG from the other ensemble mem-
bers, with ice volumes often close to the edge of the two-
standard deviation range of the ensemble mean, indicates
the existence of a bifurcation in terms of the sea-ice volume
pathway, which appears in the model in the year 1960. Even
though only one ensemble member takes the high-ice path, it
would agree better with the path of the real climate system,
given that observational data suggest that the Arctic ice cover
was thicker in the 1960s and 1970s than in the 1990s (e.g.
Rothrock et al., 1999; Wadhams and Davis, 2000; Kwok and
Rothrock, 2009). The model’s thin ice cover in the 1950s, in-
dicated by low ice volume, is not supported by observations
and could be due to a widespread warm bias over Eurasia in
the NCEP/NCAR reanalysis in the 1950s, as noted byGrant
et al.(2009). However, knowledge of the real ice thicknesses
is severely limited due to the lack of observations from that
time period.

3.4 Temporal variability in ice extent

The temporal trend of the ice extent in March and September
is shown in Fig.3 for the ensemble mean, the NCEP/NCAR
reanalysis data, and SSM/I satellite-derived data (Comiso,
1990, updated 2009). In contrast to the ice volumes, the
ice extents in March and September show a weak correla-
tion (correlation coefficients between 0.15 and 0.5). How-
ever, there is a significant correlation between the ice volume
in March and the ice extent in September (r = 0.65 between
March ice volume and September ice extent in the same year
and r = 0.76 between September ice extent and March ice
volume in the following year).

In March, the model systematically overestimates the ice
extent due to the overestimate of sea ice in the Labrador Sea
as noted before. Also, the model shows strong interannual
variability going far beyond the year-to-year variability of the
observations. The mean standard deviation of the ensemble
member time series is 0.53×106 km2 versus 0.29×106 km2

in the NCEP/NCAR reanalysis data. The reason for this be-
havior is that the position of the ice edge is not so heavily
constrained in the model as in the observations. However,
the scatter among the ensemble members is generally low in
March, indicated by a value of SDR= 3.08. This means that
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Fig. 3. Temporal trend of sea-ice extent within the model domain
in March (top) and September (bottom) from 1948 to 2008. The
solid blue lines represent the ensemble mean and the blue shaded
areas the two-standard deviation range of the ensemble. The solid
gray green lines represent SSM/I satellite-derived ice extent and the
dashed orange lines ice extent from NCEP/NCAR reanalysis data.
SSM/I and NCEP data were interpolated onto the model grid.

most of the variability in winter ice extent is caused by the
large-scale atmospheric forcing. Since the model responds
consistently but more strongly to this forcing than the obser-
vations, it indicates a systematic model error.

In September, the observational data show a pronounced
downward trend in ice extent over the period from 1948 to
2008 which is not reproduced by the model. All ensemble
members show lower ice extent during the 1950s, an increase
in September ice extent between 1961 and 1963, associated
with the increase in ice volume, but still lower ice extent un-
til the late 1970s, and different year-to-year variability un-
til the late 1980s. In part, there is agreement in the 1990s,
especially with the SSM/I data, but the strong decrease in
September ice extent observed during the last 10 yr is much
weaker in the model, even though the 2007 minimum is also
present in all ensemble members. In comparison to the ice
extent in March, the scatter among the ensemble members is
much greater (SDR= 1.79), indicating that internal variabil-
ity plays a more prominent role in summer.

It should be noted that in some years the two observational
datasets clearly differ in September sea-ice extent, although
SSM/I sea-ice data were incorporated into the NCEP/NCAR
reanalysis product (Kalnay et al., 1996). The discrepancy can
partly be attributed to different algorithms to retrieve sea-
ice concentration from microwave emission, different spa-

tial resolution of the datasets, and different methods of the
interpolation onto the model grid. A third sea-ice dataset
(HadISST1;Rayner et al., 2003) offers a third solution (not
shown), but it reveals better agreement with the SSM/I data
from 1997 onwards. For this reason, SSM/I data are used as
sea-ice observations for the example cases in Sect.5.

3.5 Seasonal cycle of the variability

The seasonal cycle of the domain-averaged SDR (as intro-
duced in Sect.3.3 as a measure for external versus internal
variability) is shown in Fig.4 for a sample of atmospheric
and sea-ice variables. The SDRs of the ice thicknesses and
concentrations are consistent with those of ice volume and
extent as discussed in the previous sections.

While the ice concentration (as well as the ice extent) show
a pronounced seasonal cycle of the SDRs with maximum in
February and March and minimum in August and September,
the SDRs of ice thickness (as well as of ice volume) feature
only marginal seasonal variations and generally lower val-
ues than all other variables. This might be an indication of
an internal memory effect that hampers any quick response
to external fluctuations. The existence of an internal mem-
ory effect of the sea-ice pack as a whole is supported by
ensemble mean lag-1 (lag-2) autocorrelation coefficients of
September sea-ice volume of 0.90 (0.81). Almost the same
mean lag-1 and lag-2 autocorrelation coefficients are found
for March sea-ice volume. Nevertheless, the external vari-
ability of the ensemble members is still greater than the mean
internal variability of the ensemble, which find expression in
SDRs greater than one. This indicates in turn that the general
pathway of the ice volume is finally a response to external
changes on interannual to decadal time scales.

Compared to the sea-ice variables, the SDR of the atmo-
spheric variables is generally higher and the seasonal cy-
cle of the SDRs, especially of 500-hPa geopotential height
and mean sea level pressure, is more pronounced with val-
ues in winter more than twice as high as in summer. Particu-
larly during the winter months, the ensemble standard devia-
tions are small in comparison with the temporal variability of
the large-scale atmospheric circulation from one year to the
other. This characteristic changes in April when solar radia-
tion begins to take full effect. During the polar day, especially
from June to September, local processes within the Arctic cli-
mate system increase in their importance for the variability as
large-scale processes decrease.

As the atmospheric circulation in winter is much stronger
constrained by the external boundary forcing, the model
has higher degree of freedom to develop internal circulation
structures in summer. The increasing internal atmospheric
variability from May to September (not explicitly shown)
might originate from higher effectiveness of inner-Arctic
feedback processes when solar radiation is available, for in-
stance due to lower static stability of the atmospheric bound-
ary layer (see e.g.Devasthale et al., 2010) and increased
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Fig. 4. Seasonal cycle of the standard deviation ratio (SDR), defined as ratio of the domain-averaged mean
standard deviation of the ensemble member time series to the domain and time average of the ensemble standard
deviations, for monthly means of 500-hPa geopotential height (Z500; cyan), 850-hPa temperature (T850; red),
mean sea level pressure (MSLP; blue), sea-ice concentration (AICE; orange), and sea-ice thickness (HICE;
green). Sea-ice concentration and thickness refer to the NAOSIM domain without land areas, while all other
variables refer to the HIRHAM domain without a 10-grid-point-wide boundary zone where internal variability
of the ensemble is negligible.
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Fig. 4. Seasonal cycle of the standard deviation ratio (SDR), de-
fined as ratio of the domain-averaged mean standard deviation of
the ensemble member time series to the domain and time average
of the ensemble standard deviations, for monthly means of 500-
hPa geopotential height (Z500; cyan), 850-hPa temperature (T850;
red), mean sea level pressure (MSLP; blue), sea-ice concentration
(AICE; orange), and sea-ice thickness (HICE; green). Sea-ice con-
centration and thickness refer to the NAOSIM domain without land
areas, while all other variables refer to the HIRHAM domain with-
out a 10-grid-point-wide boundary zone where internal variability
of the ensemble is negligible.

potential for baroclinic instability and cyclogenesis over the
Arctic Ocean (see e.g.Serreze and Barrett, 2008). It is hy-
pothesized that the more prominent role of internal variabil-
ity in late summer sea-ice extent and concentration is, to a
great extent, affected by the internal variability of the atmo-
spheric circulation a few months earlier due to modulations
of the ice drift and the ice melt rate.

4 Correlation between sea ice and atmospheric
circulation patterns

To investigate the role of the atmospheric circulation in sea-
ice changes, correlation coefficients between time series of
atmospheric variables at each grid point on the one hand
and time series of ice extent and ice volume changes on the
other hand have been calculated. Figure5 shows correlation
maps between mean sea level pressure, 500-hPa geopoten-
tial height, and 850-hPa temperature in summer (June to Au-
gust) and ice extent and ice volume changes from May to
September from NCEP/NCAR reanalysis data and the en-
semble mean. The ensemble mean is here representative for
all ensemble members.

Linear trends in the time series of the ice extent and ice
volume changes have been subtracted out to avoid spurious
correlations due to the memory effect of the sea-ice pack.
Further, decrease of sea ice from May to September, which
is the usual case, has been defined as negative change. This
means that positive correlations appear for high values of

the atmospheric variable and low sea-ice decrease and vice
versa.

The significant negative correlations that appear over most
of the Arctic Ocean in all maps of Fig.5 indicate that high
pressure at sea level, high geopotential at 500 hPa, and high
temperatures at 850 hPa over the Arctic Ocean during the
summer months are accompanied by strong sea-ice decrease,
both strong retreat of the sea-ice cover and strong loss of sea-
ice mass in total. The similarity of the correlations for the
three atmospheric variables further indicates that strong sea-
ice loss is either associated with higher frequency of occur-
rence of high-reaching warm anticyclones or lower cyclone
frequency over the Arctic Ocean.

Even though there are differences between the model re-
sults and the NCEP/NCAR reanalysis data with respect to
the geographic location of significant negative correlation co-
efficients, the importance of cyclonic or anticyclonic atmo-
spheric circulation in summer for the summer sea-ice decline
is a common feature. Considering that corresponding analy-
ses for the winter and spring circulation have resulted in no
consistently significant correlation with sea-ice changes in
both summer and winter, the atmospheric circulation in sum-
mer must consequently also play an important role in year-
to-year changes of sea ice.

Figure6 shows corresponding correlation maps between
mean sea level pressure, 500-hPa geopotential height, and
850-hPa temperature in summer (June to August) and year-
to-year changes of September sea-ice extent and volume
from NCEP/NCAR reanalysis data and the ensemble mean.
There is qualitative agreement between the correlation maps
relating to summer sea-ice changes and year-to-year changes.
Warm anticyclonic conditions over the Arctic Ocean during
summer mostly result in reduced September sea-ice extent
and volume compared to the previous year. In contrast, cold
cyclonic conditions over the Arctic during summer promote
an increase in September sea-ice extent and volume com-
pared to the previous year.

Despite the substantial similarity of the correlation maps in
the model and NCEP/NCAR reanalysis data, there is a sig-
nificant difference in the gradients of the correlation fields
between mean sea level pressure and sea-ice extent. The
NCEP/NCAR reanalysis data show a gradient in the corre-
lation fields indicating sea-ice change-related differences in
the pressure gradient and associated winds from the Pacific
region to the East Siberian and Laptev Seas and from the Arc-
tic Ocean to the Nordic Seas. In contrast, the model shows
strongly negative correlations over most of the Arctic Ocean
with only weak gradients over most sea areas. Because winds
are the primary driver of sea-ice drift, the atmospheric pres-
sure gradient impacts sea-ice motion and export (Perovich
and Richter-Menge, 2009). The importance of atmospheri-
cally driven sea-ice drift for sea-ice changes might therefore
be lower in the model than in reality.

It should be noted that the correlation coefficients very
rarely exceed a value of 0.6 (in the model) and 0.4 (in the
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Fig. 5. Spatial patterns of the correlation coefficients between the time series of mean sea level pressure
(MSLP), 500-hPa geopotential height (Z500), and 850-hPa temperature (T850) in summer (June to August)
and sea-ice extent (SIE) and sea-ice volume (SIV) changes from May to September for the period 1948–2008
from NCEP/NCAR reanalysis data (NCEP; only SIE available) and the ensemble mean (runA-G). The white
lines delimit the 99 % significance level. The time series of the ice extent and ice volume changes have been
detrended.
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Fig. 5.Spatial patterns of the correlation coefficients between the time series of mean sea level pressure (MSLP), 500-hPa geopotential height
(Z500), and 850-hPa temperature (T850) in summer (June to August), and sea-ice extent (SIE) and sea-ice volume (SIV) changes from May
to September for the period 1948–2008 from NCEP/NCAR reanalysis data (NCEP; only SIE available) and the ensemble mean (runA–G).
The white lines delimit the 99 % significance level. The time series of the ice extent and ice volume changes have been detrended.

NCEP data), respectively. The explained variance of the sea-
ice changes by the atmospheric circulation in summer is
therefore relatively low (< 36 %). In some cases, cyclonic
atmospheric circulation during the summer months has also
resulted in low sea-ice extent, as for instance in 2002 (see
Serreze et al., 2003). Serreze et al.(2003) explain the 2002
minimum with poleward ice advection due to anomalous
warm southerly winds in spring as well as ice divergence
and enhanced ice loss due to cyclonic wind stress and high
temperatures over the Arctic Ocean in summer. However,
the usual case is that low September sea-ice extent is asso-
ciated with anticyclonic atmospheric circulation anomalies
(Ogi and Wallace, 2007), which agrees with the presented
correlation analysis.

Statistically significant evidence that the atmospheric cir-
culation in summer is influenced, in turn, by the sea-ice con-
ditions in winter or spring has not been found. This is in par-
ticular of importance since the causes for the higher internal
model variability during the summer months can not defi-
nitely be attributed to different sea-ice conditions.

5 Example cases

To provide deeper insight into the variations of the ensemble
members during summer and potential reasons for the de-
viations from the observations, two example cases are dis-
cussed in this section: the summer 1995 and the summer
2007. The former was chosen because the September ice ex-
tent of the ensemble mean agrees well with SSM/I and NCEP
data in spite of large scatter among the ensemble members
(see Fig.3). The summer 2007 was chosen because all en-
semble members show the lowest values of September ice
extent for the last three decades, but still significantly higher
values than observed.

5.1 Summer 1995

September 1995 was characterized by relatively low ice ex-
tent in the Arctic. Most of the Kara, Laptev and East Siberian
Seas were ice free at the end of the summer (see Fig.7). From
all of the ensemble members, runB shows the best agreement
with the observed ice extent (pattern correlation coefficient of
0.91 between simulated and observed ice concentration). The
worst agreement appears in runA (pattern correlation coeffi-
cient of 0.81). The other ensemble members lie in between,
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Fig. 6. As in Fig. 5, but for year-to-year changes of September sea-ice extent and volume for the period 1949–
2008.
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Fig. 6.As in Fig.5, but for year-to-year changes of September sea-ice extent and volume for the period 1949–2008.

albeit runC and runF show almost equally high pattern cor-
relation coefficients as runB (0.90 in either case).

It is obvious that runA and runB also differ widely in the
simulated ice thickness distribution. While runB shows the
more usual pattern with thick ice north of Greenland and the
Canadian Arctic Archipelago, indicating a strong Transpolar
Drift Stream (TDS), runA shows a more polar symmetric ice
thickness distribution, which is characteristic for generally
weaker ice motion, particularly weaker TDS. Given that the
sea-ice motion is strongly affected by the atmospheric winds
(Thorndike and Colony, 1982), the mean sea level pressure
pattern of runA must be biased as well.

Figure 8 shows the mean sea level pressure in summer
1995 (June to August) from the 7 ensemble members and
NCEP/NCAR reanalysis data. The reanalysis shows high
pressure over the Beaufort Sea and low pressure over the
Labrador Sea and over the extended region from Siberia
across the Kara and Barents Seas to Svalbard, a sea level
pressure pattern referred to as the positive Arctic Dipole
Anomaly (DA) pattern (Wang et al., 2009). The positive DA
pattern implies strong geostrophic winds from the Laptev Sea
towards the Fram Strait and, taking account of compensat-
ing effects of Ekman spirals in atmosphere and ocean (see
Thorndike and Colony, 1982), leads to an accumulation of
sea ice north of Greenland and an outflow of sea ice from
the Arctic Ocean through the Fram Strait into the northern

Atlantic. A large part of the sea-ice retreat in summer 1995
may be attributed to atmospherically driven sea-ice drift as
discussed byOgi et al.(2008).

Similar atmospheric circulation patterns with similarly
strong geostrophic winds as in the reanalysis are only present
in runB, runC, and runF. While runD and runE overestimate
the high pressure area, runA and runG show different circula-
tion patterns over the Arctic Ocean. The highest pattern cor-
relation coefficients between simulated and observed mean
sea level pressure appear in runB (0.81), runC (0.79), and
runF (0.78), while runA shows the lowest pattern correlation
coefficient (0.57) analogously to the lowest correlation in ice
concentration.

The ensemble members, which rather failed in reproduc-
ing the observed mean sea level pressure pattern from June
to August, also failed in reproducing the observed September
sea-ice extent. A realistic simulation of the atmospheric cir-
culation during summer can therefore be regarded as a basic
prerequisite for a realistic simulation of the ice extent at the
end of the summer.

5.2 Summer 2007

September 2007 was the month with the lowest sea-ice extent
ever observed in the Arctic. A number of studies have been
conducted to explain the potential causes for this anomalous
ice retreat (Comiso et al., 2008; Stroeve et al., 2008; Kay
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Fig. 7. Mean ice thickness in September 1995 (in meters) from the 7 ensemble members (runA to runG) and
the ensemble mean (mean; bottom right). The white lines represent the simulated ice extent and the orange
lines the ice extent from SSM/I satellite data. Land areas are shown in gray, and the completely ice-free ocean
is shown in black.
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Fig. 7. Mean ice thickness in September 1995 (in meters) from the 7 ensemble members (runA to runG) and the ensemble mean (mean;
bottom right). The white lines represent the simulated ice extent and the orange lines the ice extent from SSM/I satellite data. Land areas are
shown in gray, and the completely ice-free ocean is shown in black.
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Fig. 8. Mean sea level pressure in summer 1995 (June to August; in hPa) from the 7 ensemble members (runA
to runG) and NCEP/NCAR reanalysis data (bottom right).
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Fig. 8. Mean sea level pressure in summer 1995 (June to August; in hPa) from the 7 ensemble members (runA to runG) and NCEP/NCAR
reanalysis data (bottom right).

et al., 2008; Schweiger et al., 2008; Perovich et al., 2008;
Zhang et al., 2008; Ogi et al., 2008; Kauker et al., 2009;
Woodgate et al., 2010). A comprehensive view of factors
that, taken together, may explain the September 2007 record
minimum ice extent is given byPerovich and Richter-Menge
(2009). The variety of anomalous atmospheric and oceanic
conditions that have probably contributed to the sea-ice loss
in 2007 suggests that the realistic reproduction of such events
in coupled models might represent a measure of quality for
the performance of the model.

Figure9 shows that none of the ensemble members repro-
duces the large ice-free area in the extended region of the
Beaufort, Chukchi, East Siberian, Laptev and Kara Seas. In
the Eurasian part of the Arctic, sea-ice was only observed at a
short shoreline of the Taymyr Peninsula, where, in turn, most
of the ensemble members do not show sea ice at all.

Differences in the ice thickness distribution of the ensem-
ble members are also present in September 2007, but they
are less pronounced than in September 1995. Despite these
differences, all ensemble members basically resemble the
ensemble mean (pattern correlation coefficients greater than
0.95 for both ice thickness and ice concentration). Compared
to the SSM/I ice concentration, the ensemble members show
pattern correlation coefficients no better than 0.71–0.77.

The observed and simulated mean sea level pressure pat-
terns in summer 2007, however, are in rather good agreement
(see Fig.10). All ensemble members reproduce the observed
pattern with low pressure over Eurasia and high pressure
over the Beaufort Sea and Greenland, although runF over-
estimates and runG underestimates the intensity of the Beau-
fort Sea high, and runE and runF feature a slight shift of the
Beaufort Sea high towards the central Arctic Ocean. The pat-
tern correlation coefficients between the ensemble members
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Fig. 9. As in Fig. 7, but for September 2007.
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Fig. 9.As in Fig.7, but for September 2007.
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Fig. 10. As in Fig. 8, but for June to August 2007.
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Fig. 10.As in Fig.8, but for June to August 2007.

and the NCEP/NCAR reanalysis show relatively high values
in the range between 0.81 (runF) and 0.95 (runC).

Despite the fact that all ensemble members reproduce the
observed mean sea level pressure patterns in summer 2007,
none reproduces the observed September sea-ice extent. A
realistic simulation of the atmospheric circulation during
summer appears to be an essential but not sufficient prereq-
uisite for a realistic simulation of the ice extent at the end
of the summer. In contrast to the still relatively moderate ice
retreat in 1995, atmospherically driven sea-ice drift can not
be regarded as the crucial factor for the massive retreat of sea
ice in 2007, in spite of a similarity to 1995 in the atmospheric
circulation (positive DA) and associated sea-ice drift (strong
TDS).

However, the low scatter of the ensemble members in sea-
ice thickness and concentration in September 2007 is asso-
ciated with a low scatter in the atmospheric circulation in
the preceding summer months. This correlation is not spe-
cific to the year 2007 but applies as well to other years. The

correlation coefficient between the time series of the domain-
averaged ensemble standard deviations of the mean sea level
pressure from June to August (September) and the sea-ice
cover fraction in September is 0.48 (0.56). This statistically
significant but moderate correlation indicates that the inter-
nal variability of the September sea-ice cover can in large
part but not completely be attributed to the internal variabil-
ity of the atmospheric circulation in the preceding months.

As demonstrated in Sect.3.3, there is a significant inter-
annual persistence of the ice volume, including correlation
with September ice extent. The state of the sea-ice cover
at the beginning of the melting period might thus be an-
other key factor for the strength of the ice retreat during the
melting period.Kauker et al.(2009) showed on the basis of
NAOSIM simulations that about 20 % of the sea-ice anomaly
in September 2007 was determined by the initial ice thick-
ness in March, whereas the wind stress in May and June
contributed to the ice anomaly with about 46 %. Only minor
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contributions were ascribed to the reduced cloud cover and
the enhanced warm water inflow through Bering Strait.

While the minor role of the reduced cloud cover agrees
with findings bySchweiger et al.(2008), the enhanced warm
water inflow through Bering Strait may act as a trigger for
the early onset of the ice melt and further amplification due
to the ice-albedo feedback effect as noted byWoodgate et al.
(2010). Since the ice-albedo feedback plays a major role
in the magnitude of ice melt during summer in the cou-
pled model (Dorn et al., 2009), it is supposed that the miss-
ing inflow of warm Pacific Waters through Bering Strait in
HIRHAM-NAOSIM as well as too thick ice in the Beaufort,
Chukchi, and East Siberian Seas in March 2007 (mean thick-
ness of 2–3 m; not shown) are responsible for the missing ice
retreat in the Pacific sector of the Arctic in 2007.

The reason that all ensemble members overestimate the
ice thickness in the Beaufort, Chukchi, and East Siberian
Seas could be due to the fact that the observed atmospheric
circulation in summer 2006 is not reproduced in any of the
ensemble members (pattern correlation coefficients between
0.23 and 0.70), accompanied by incorrect ice drift and conse-
quently incorrect ice thickness distribution at the end of the
summer 2006 and eventually wrong preconditioning of the
ice cover.

6 Summary and conclusions

The coupled regional climate model HIRHAM-NAOSIM has
been applied to identify limitations in reproducing the ob-
served Arctic sea-ice retreat from 1948–2008. The model
shows a reasonable spatial distribution of regions with thin
and thick ice, but also general weaknesses in terms of a sys-
tematic overestimation of winter sea-ice extent, particularly
in the Labrador Sea, and the absence of a long-term down-
ward trend in summer sea-ice extent. The reasons for these
specific weaknesses are not yet known, but they might be re-
lated to an insufficient representation of feedback processes
between atmosphere, ocean, and sea ice and represent a gen-
eral limitation for an exact reproduction of observed sea-ice
conditions.

Ensemble simulations with HIRHAM-NAOSIM show rel-
atively low interannual, but notable decadal variability in sea-
ice volume. Although the decadal variability is probably trig-
gered by long-lasting changes in the external atmospheric
forcing of the model, the model’s response is non-uniform
among the ensemble members, particularly in periods when
the ice volume increases, leading to a large scatter among the
ensemble members and limited skill in reproducing high-ice
years. The low interannual variability indicates a multi-year
memory effect of the sea-ice pack which hampers any quick
response to external fluctuations.

Variability in sea-ice extent shows a different behavior be-
tween winter and summer. Most of the variability in win-
ter sea-ice extent is externally forced, while internal model

variability plays a more prominent role during the summer.
The summer sea-ice retreat is correlated with the atmospheric
circulation over the Arctic Ocean. High (low) pressure over
the Arctic Ocean is associated with strong (weak) sea-ice re-
treat. The inner-Arctic baroclinicity that arise from differen-
tial atmospheric heating between the snow-free land surface
and the ice-covered Arctic Ocean during summer promotes
the development of regional atmospheric circulation systems
(Reed and Kunkel, 1960; Serreze and Barrett, 2008). The
regional atmospheric circulation, in turn, affects the sea-ice
motion and the potential for sea-ice decline and plays thus an
important role in regulating annual minimum Arctic sea-ice
extent (Maslanik et al., 2007; Inoue and Kikuchi, 2007; Ogi
et al., 2008; Wang et al., 2009). The atmospheric circulation
during the summer months might thus act as a precursor for
the sea-ice conditions at the end of the summer.

Also a large part of the year-to-year change in sea ice can
be attributed to the atmospheric summer circulation. This
finding indicates the prime importance of inner-Arctic cli-
mate processes during the warm season for the long-term
trend in sea ice. In particular the trend in sea-ice volume
plays a central role, since the sea-ice volume at the beginning
of the melting period represents a precondition for a realistic
response to the atmospheric summer circulation and may also
affect the atmospheric circulation itself, even though signifi-
cant correlations between the sea-ice conditions in spring and
the atmospheric circulation in summer have not been found,
possibly due to nonlinear atmospheric responses to variations
in the sea-ice conditions which can not be captured by means
of a linear correlation analysis.

Case studies for specific years show that the model’s abil-
ity to reproduce the observed summer minimum in ice extent
depends on both the realistic reproduction of the atmospheric
circulation during summer and the reasonable ice thickness
distribution in spring, which in turn depends on the precondi-
tioning during previous years. Given that the ratio of external
to internal variability of the atmospheric variables shows its
minimum value just during the summer months, when the at-
mospheric circulation is of particular importance, it becomes
clear that the coupled model’s ability to reproduce the ob-
served summer sea-ice retreat is limited due to the intrin-
sic variability of the atmosphere associated with inner-Arctic
feedback processes.

Despite the limited skill in reproducing realistic year-to-
year variability in sea ice, the ensemble simulations pro-
vide an opportunity to quantify the inherent uncertainties in
the coupled model. The impact of these model uncertainties,
however, is not constant over time but depends on the given
boundary conditions. There are a few years in which the Arc-
tic atmosphere is heavily constrained by the large-scale forc-
ing at the lateral model boundaries, as for instance in sum-
mer 2007, often accompanied by a low ensemble scatter in
sea ice. This gives rise to the assumption that the model has a
seasonal predictability skill only under particular large-scale
atmospheric conditions.
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warming: Evolution and spreading of the 1990s warm event in
the Nordic seas and the Arctic Ocean, J. Geophys. Res., 108,
3034,doi:10.1029/2001JC001265, 2003.

Kauker, F., Gerdes, R., Karcher, M., Köberle, C., and Lieser, J. L.:
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Köberle, C. and Gerdes, R.: Mechanisms determining the variability
of Arctic sea ice conditions and export, J. Climate, 16, 2843–
2858, 2003.

Kwok, R. and Rothrock, D. A.: Decline in Arctic sea ice thickness
from submarine and ICESat records: 1958–2008, Geophys. Res.
Lett., 36, L15501,doi:10.1029/2009GL039035, 2009.

Kwok, R., Cunningham, G. F., Wensnahan, M., Rigor, I., Zwally,
H. J., and Yi, D.: Thinning and volume loss of the Arctic
Ocean sea ice cover: 2003–2008, J. Geophys. Res., 114, C07005,
doi:10.1029/2009JC005312, 2009.

Levitus, S. and Boyer, T.: World Ocean Atlas 1994, Vol. 4: Temper-
ature, NOAA Atlas NESDIS 4, US Gov. Printing Office, Wash-
ington DC, USA, 117 pp., 1994.

Levitus, S., Burgett, R., and Boyer, T.: World Ocean Atlas 1994,
Vol. 3: Salinity, NOAA Atlas NESDIS 3, US Gov. Printing Of-
fice, Washington DC, USA, 99 pp., 1994.

www.the-cryosphere.net/6/985/2012/ The Cryosphere, 6, 985–998, 2012

http://www.esrl.noaa.gov/psd/
http://dx.doi.org/10.1002/qj.618
http://dx.doi.org/10.1175/2009JHM1102.1
http://dx.doi.org/10.1029/2007GL031972
http://dx.doi.org/10.5194/acp-10-5565-2010
http://dx.doi.org/10.1029/2006JD007814
http://dx.doi.org/10.1016/j.ocemod.2009.03.010
http://dx.doi.org/10.1007/s00382-009-0567-y
http://dx.doi.org/10.1073/pnas.0806887106
http://dx.doi.org/10.1029/2006JC003616
http://dx.doi.org/10.1175/2008JCLI2539.1
http://dx.doi.org/10.1007/s00382-008-0493-4
http://dx.doi.org/10.1016/j.ocemod.2010.05.004
http://dx.doi.org/10.2151/jmsj.85.881
http://dx.doi.org/10.1029/2001JC001265
http://dx.doi.org/10.1029/2002JC001573
http://dx.doi.org/10.1029/2008GL036323
http://dx.doi.org/10.1029/2008GL033451
http://dx.doi.org/10.1029/2009GL039035
http://dx.doi.org/10.1029/2009JC005312


998 W. Dorn et al.: Limitations in the model reproduction of Arctic sea ice

Lindsay, R. W. and Zhang, J.: The thinning of Arctic sea ice, 1988–
2003: Have we passed a tipping point?, J. Climate, 18, 4879–
4894,doi:10.1175/JCLI3587.1, 2005.

Maslanik, J., Drobot, S., Fowler, C., Emery, W., and Barry, R.:
On the Arctic climate paradox and the continuing role of atmo-
spheric circulation in affecting sea ice conditions, Geophys. Res.
Lett., 34, L03711,doi:10.1029/2006GL028269, 2007.

Notz, D.: The future of ice sheets and sea ice: Between reversible re-
treat and unstoppable loss, P. Natl. Acad. Sci. USA, 106, 20590–
20595,doi:10.1073/pnas.0902356106, 2009.

Ogi, M. and Wallace, J. M.: Summer minimum Arctic sea ice extent
and the associated summer atmospheric circulation, Geophys.
Res. Lett., 34, L12705,doi:10.1029/2007GL029897, 2007.

Ogi, M., Rigor, I. G., McPhee, M. G., and Wallace, J. M.: Summer
retreat of Arctic sea ice: Role of summer winds, Geophys. Res.
Lett., 35, L24701,doi:10.1029/2008GL035672, 2008.

Pedersen, C. A., Roeckner, E., Lüthje, M., and Winther, J.-G.: A
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