
Past Earth System Sensitivity:

Forcing and feedback mechanisms on
orbital timescales using regional and

global models

Dissertation zur Erlangung des akademischen Grades
Doktor der Naturwissenschaften (Dr. rer. nat.)

vorgelegt von Michael Stärz
geb. in Pegnitz

Fachbereich Physik und Elektrotechnik,
Universität Bremen.

Mai 2013





Abstract
Orbital parameters are assumed to drive glacial/interglacial cycles. However, pre-Quaternary
(>2.7 myr ago) glacial cycles do not exhibit distinctive glacial amplitudes in the geological
record. An atmosphere-ocean general circulation model (GCM) with dynamic vegetation is
used for an extensive suite of studies, comprising changes in obliquity and precession, differen-
tial atmospheric CO2 values and climate background states representative for Pre-industrial,
and Tortonian (11–7 myr), a relatively warm climate state prior Northern Hemisphere glacia-
tion, is set up to test the sensitivity of climate. The model results show that the magnitude of
impact of external insolation forcing is most dependent on atmospheric CO2 values and, to a
lesser degree, on the background climate. Depending on the actual state of the climate system,
sea-ice has been identified as a key regulator for mediating orbital forcing into a nonlinear
climate response at high latitudes. This high latitude feedback has potential implications for
Cenozoic hothouse climate as well as glacial inception.

GCMs are tested and challenged by the ability to reproduce paleoclimate key intervals.
In order to account for climate changes associated with soil dynamics, a soil scheme is
developed, which is asynchronously coupled to a state-of-the-art atmosphere-ocean GCM
with dynamic vegetation. The scheme is tested for conditions representative of a warmer
(mid-Holocene, 6 kyr before present, BP) and colder (Last Glacial Maximum, 21 kyr BP)
than pre-industrial climate. For these different climates the computed change in considered
physical soil properties (i.e. albedo, total water holding field capacity, and texture) leads
globally to an amplification of climate anomalies. Especially regions like the transition zones
between desert/savannah and taiga/tundra, exhibit an increased response as a result of the
modified soil treatment. In comparison to earlier studies, the inclusion of the soil feedback
pushes the model simulations towards the warmer end in the range of mid-Holocene studies
and beyond current model estimates of global cooling during the Last Glacial Maximum
(LGM). The main impact of the interactive soil scheme on the climate response is governed
via positive feedbacks, including vegetation dynamics, snow, sea-ice, local water recycling,
which might amplify forcing factors ranging from orbital to tectonic timescales.

Due to the lack of spatially and temporally sufficiently resolved reconstructions, the
extent, thickness and drift patterns of sea-ice and icebergs in the glacial Arctic remains
poorly constrained. Earlier studies are contradictory and propose either a cessation of the
marine cryosphere, or an ice drift system operating like present-day. Here, the marine Arctic
cryosphere during the LGM is examined using a high-resolution, regional ocean-sea-ice model.
Whereas in the modern western Arctic Basin sea-ice can circulate in the Beaufort Gyre for
decades, glacial model studies present an extreme shortcut of sea-ice drift. The results show a
clockwise sea-ice drift in the western Arctic Basin that merges into a direct trans-Arctic path
towards Fram Strait. This is consistent with dated ice plough marks on the seafloor which
show the orientation of iceberg drift in this direction. Also ice-transported iron-oxide grains
deposited in Fram Strait, can be matched by their chemical composition to similar grains
found in potential sources from the entire circum-Arctic. The model results indicate that the
pattern of Arctic sea-ice drift during the LGM is established by wind fields and seems to be a
general feature of the glacial ocean. Contradicting to former proxy reconstructions the model
results do not indicate a cessation in ice drift during the LGM.
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Chapter 1

Introduction

1.1 Motivation

The last 65 myr of Earth’s climate has undergone dramatic changes during the Cenozoic
(Zachos et al., 2001). The general evolution within the Cenozoic Era has been characterized
by hothouse to icehouse conditions via a long-term climate cooling paced by superimposed
fluctuations (orbital parameters), trends (greenhouse gases, plate tectonics) and impacts
(ocean gateway configurations, mountain uplift, ice sheet evolution) (Zachos et al., 2001;
Pagani et al., 2005). One feature of hothouse climate, also known as “equable climate”, is
the markingly attenuated meridional temperature gradient mostly due to a more temperate
polar climate (Jenkyns et al., 2004; Moran et al., 2006; Huber and Caballero, 2011; Salzmann
et al., in revision). Several proposals of solution have been submitted dealing with vegetation
dynamics (Otto-Bliesner and Upchurch, 1997), enhanced oceanic vertical mixing and polar
heat transport (Sloan et al., 1995), and raised methane levels as well as heightened polar
stratospheric clouds (Sloan and Pollard, 1998). As exemplified by the Pliocene Epoch,
Fedorov et al. (2013) point out that, by means of a numerical climate model, all combined
equable climate state characteristics cannot be simultaneously reproduced despite considering
these potential mechanisms. Neither is the multi-model ensemble able to reproduce the low
temperature gradient between low and high latitudes suggested by proxy data (Salzmann
et al., in revision). Alternatively, the proxy record of the mid-Pliocene warm Period (3.3–3 myr
before present, BP) can be interpreted as an integrated signal of multiple orbital cycles, since
orbital time frequencies in the order 10–100 kyr are within the geological dating error. Earth
system models of intermediate complexity show that the seasonal and latitudinal variation of
solar energy at orbital timescales can be transferred via ice-sheet and vegetation feedbacks
into an amplified annual temperature signal, thus fitting modelled temperatures of warm
orbits more closely to reconstructions (Willeit et al., 2013).

Orbital Parameters. As climate cooling crossed a critical threshold, gradual Northern
Hemisphere and therefore bipolar glaciation appeared (ca. 3 myr BP). The evolution of
the Greenland ice-sheet is traditionally hypothesized to amplify the orbital signal, which
leads to strengthened glacial/interglacial cycles of the Quaternary (Lisiecki and Raymo,
2005). In general, the orbital signal forces ice-sheet growth with a linear lag-phase of 5 kyr
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8 CHAPTER 1. INTRODUCTION

(Milankovitch, 1941). Further, the ice-driven feedback might result in an atmospheric CO2
response, amplifying the initial signal (Ruddiman, 2006a,b). However, prior to Greenland
ice-sheet growth, the impact of orbital parameters on high level CO2 climate sensitivity might
have been different relative to the Quaternary glacial/interglacial cycles (Ruddiman, 2006b).
Hypothetically, the interplay of orbital parameters under a warmer climate state (Sloan and
Morrill, 1998) effects nonlinear feedbacks in the Earth system, amplifying or dampening
synergies.

Soil evolution. Currently, the inability of state-of-the-art General Circulation Models
(GCMs) to reproduce an equable climate at hothouse conditions, or high amplitude glacial/in-
terglacial cycles within, versus low amplitudinal cycles prior the Quaternary raise the question
of potentially absent feedback mechanisms in the models (e.g. ice-sheet interactions, radiative
dust forcing, permafrost and wetland dynamics). For instance, now GCMs have the ability
to resolve land surface characteristics via the explicit simulation of dynamic vegetation,
while its importance has been recognized already 30–40 yr ago. As an alternative approach
reconstructed paleo vegetation maps serve as a tool for prescribing terrestrial vegetation as
land surface boundary conditions for the models. Nevertheless, another disregarded potential
feedback—though pointed out by multiple modeling studies—is soil gradation. Since soil
evolution occurring on timescales of years to kilo years (Jenny, 1941), it is not only essential
for deep past climate, but also for last glacial/interglacial alterations. Model sensitivity
experiments, set up for the warmer than present-day mid-Holocene (6 kyr BP) and Last
Glacial Maximum (21 kyr BP), have shown some response in transitional climate regimes like
the African Sahel boundary and the North Siberian taiga/tundra treeline.

Glacial Arctic Ocean. The Arctic Ocean is of special interest because it fosters amplified
climate changes for past, present and future projections and is known to be a driver of the
global climate system. North Siberia, embedded in the Arctic region, is interacting with the
Arctic Ocean through several feedback mechanisms. An initial warming perturbation causes
sea-ice decrease. This exposes ocean water and thus drastically decrease sea surface albedo
and subsequently causes ocean surface warming, which gives a rise to further ice melting.
Regional warming in the Arctic represses land snow cover resulting in low surface albedo,
transferring more solar energy into sensible heat. A third mechanism comes into play when
warming endures for several decades, i.e. the timescale of vegetation migration. A northward
shift of the forest treeline, caused by warming perturbations, can reduce planetary albedo via
canopy masking the snow on the ground. All three mechanisms have a positive feedback on
each other, amplifying polar climate. During the LGM, these three mechanisms (together
with ice-sheet dynamics) positively interacted with climate, and reinforced polar cooling,
isolating the Arctic region as a consequence. Due to isolation and severe conditions, marine
and terrestrial geological remnants of the glacial Arctic are quite sparse. As yet there is hardly
any knowledge of the glacial Arctic Ocean water characteristics, sea-ice dynamics, and its
influence on the North Atlantic and vice versa. Due to the lack of data and strongly reduced
sediment fluxes, the glacial Arctic Ocean is supposed to be blocked from the atmosphere by a
permanent ice lid. Nevertheless, several partly contradicting hypotheses about characteristics
and dynamics of the glacial Arctic ice-cover have been raised. So far, global climate models
tested for a much colder state of climate variability, like the Last Glacial Maximum, are
not reliable in reproducing the Arctic Ocean system and reveal a lack in capturing its full
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dynamics.

1.2 Research questions

Climate Sensitivity is defined by the equilibrium global temperature anomaly caused by
changes in radiative forcing (modulated by fast feedbacks, i.e. water-vapor, cloud, lapse-rate,
snow, sea-ice), more precisely by a doubling of CO2 concentrations in the atmosphere. The
term ’Earth system sensitivity’ encompasses climate sensitivity and further considers slow
feedbacks (e.g. vegetation migration, land ice-sheets, carbon cycle, plate tectonics,...) in
calculations of the global energy balance (PALEOSENS Project Members; Rohling et al.,
2012). Due to its uncertainty proxy data of the geological past usually show a time integrated
climate signal rather reflecting Earth system sensitivity than climate sensitivity (e.g. Lunt
et al., 2010). Present state-of-the-art climate models are tested and evaluated for these past
climate states (Braconnot et al., 2007, 2012; Haywood et al., 2013). This work targets, by
applying numerical climate models, for a better understanding of Earth system sensitivity by
focusing on potential regions of strong nonlinear behavior (Arctic region), regarding potential
feedback mechanisms (soil gradation), and testing the sensitivity of external orbital timescale
forcing.

The present work is structured chapter-wise, beginning with the formulation of research
questions in the introduction, followed by a methodological part and model description in
Chap. 2. Subsequently, Chap. 3, 4 and 5 address a specific research question, the results are
discussed and conclusions are drawn therein. The work finishes with main conclusions and an
outlook in Chap. 6. Here, the scientific questions will be specified in more detail.

• In Chapter 3, the interplay of orbital parameters within a warmer than pre-industrial
world is analyzed. As a null-hypothesis, the climate impact of orbital parameters in
a warmer world is indifferent to the Pre-industrial. If this hypothesis is rejected, how
strong can CO2 modulate the imprint of the orbital signal into climate? Can atmospheric
CO2 changes mimic a temperature anomaly, which is originally caused by changes of
orbital parameters? The Tortonian climate (11–7 myr ago) serves as an adequate test
ground, because background climate was about 3°C warmer than present-day with only
partial or ephemeral land ice on Greenland, excluding the potential ice-sheet feedback
in the Northern Hemisphere. The Tortonian Stage encompasses multiple cycles of
orbital harmonics in its time frame, allowing to vary orbital parameters within its
natural limits. Furthermore, CO2 levels can be modulated in sensitivity studies, in the
range of proxy uncertainty (278–450 parts per million volume in the atmosphere, ppmv)
(Tripati et al., 2009; van de Wal et al., 2011). The Miocene, including the Tortonian,
is characterized by relatively stable CO2 values in the atmosphere decoupled from
major climate reorganizations within this time period (Pagani et al., 2005). The orbital
signal (obliquity and precession) is supposed to be imprinted in geological data, though
prior to the Pliocene-Pleistocene transition the amplitudes, shown in the δ18O (ratio of
stable oxygen isotopes) signal of benthic foraminifera were strongly extenuated (Lisiecki
and Raymo, 2005). Traditionally, the orbital signals are thought to force ice-sheet
dynamics in a glacial world. A suite of sensitivity studies performed with a GCM
elaborate these effects by using end members of obliquity and precession at high values
of eccentricity versus pre-industrial and Tortonian background conditions. Further, the
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set of orbital parameter experiments at Tortonian background conditions is modulated
once by pre-industrial CO2 levels (278 ppmv) and once by elevated atmospheric CO2
content (450 ppmv) to disentangle the effect of CO2 forcing and climate background
conditions.

• Chapter 4 deals with dynamics of land surface characteristics in a GCM. State-of-
the-art GCMs encompass changes of land surface conditions with respect to vegetation
dynamics, but disregard possible feedbacks, i.e. evolving physical soil characteristics.
The Chapter addresses the question how soil impacts trend and intensity of climate
and due to this, how it feeds back to climate. Do soil characteristics evolve linearly
in a warmer and in a colder than pre-industrial scenario? Which regions are most
sensitive to soil changes and via which mechanisms of the climate system do they
interact with? In a first step, the author, in companion with colleagues, created a simple
soil scheme, which diagnoses physical soil characteristics based on terrestrial vegetation
dynamics and by the assumption of temperature thresholds. Secondly, the soil scheme
is asynchronously coupled with an atmosphere-ocean GCM with vegetation dynamics.
The fully integrated impact of soil dynamics is exemplified in time-slice experiments of
the mid-Holocene and the LGM (Stärz et al., 2013).

• In Chapter 5 the reader is introduced to hypotheses of the enigmatic glacial Arctic
Ocean (Stärz et al., 2012). Questions raised in this context are: How dynamic are the
marine and cryospheric components of the glacial Arctic Ocean? Is there interaction
via the single glacial Arctic Ocean gateway, the Fram Strait, for Northern North
Atlantic waters and vice versa? For the first time the author and colleagues apply
a well-established high-resolution Arctic ocean/sea-ice model to boundary conditions
of the Last Glacial Maximum and compare the results with proxy data. This model
is currently used for operational sea-ice cover predictions in the “integrated Arctic
observing system” as benefit for instance for ship routing (Kauker et al., 2009). The
author and colleagues propose a new hypothesis of glacial Arctic sea-ice dynamics based
on a collection of proxy records and regional modeling outcomes.

Within this work, hypotheses and research questions indicated above are tested by numerical
models. Whereas studies of the glacial Arctic Ocean require the usage of a regional model
(NAOSIM—North Atlantic/Arctic Ocean Sea-ice Model) to resolve detailed spatial aspects,
the analysis of (soil-) feedbacks and insolation sensitivity of the Earth’s climate is held by
studies with a GCM (COSMOS—Community of Earth System Models).



Chapter 2

Methods and model description

2.1 COSMOS

The Community of Earth System Models (COSMOS) used in this study consists of three
coupled model components (atmosphere, ocean, land surface). The atmospheric component
is the ECHAM5 model (Roeckner et al., 2003) with a spectral resolution of T31 (3.75°) and
L19 (19 layers in the vertical dimension) which is an adequate compromise between sufficient
resolution and CPU time for longer simulation length (Roeckner et al., 2006). The ocean
model MPI-OM uses an orthogonal curvelinear grid (size of a grid cell ca. 1.5°), characterized
by high grid resolution at deep water formation areas of the Labrador Sea and the Weddell
Sea near the grid poles (Greenland, Antarctica; see Stepanek and Lohmann, 2012). The
model comprises 40 layers in vertical space (Marsland et al., 2003). The transfer of fluxes
and momentum between atmosphere and ocean is handled by the coupler OASIS3 without
any flux corrections (Jungclaus et al., 2006). The modular land surface scheme JSBACH
(Raddatz et al., 2007) with a dynamic vegetation module (Brovkin et al., 2009) is embedded
in the ECHAM5 atmosphere model.

JSBACH is based on the semi-empirical terrestrial ecosystem model BETHY, which
incorporates an energy and water balance, photosynthesis, phenology (not used in our approach
because of the simulation of dynamic vegetation) and a carbon balance compartment (Knorr,
2000). JSBACH is using a tiling approach in which the actual cover fraction of each plant
functional type (PFT) is associated to a tile for each grid cell. If the grid cell is not fully
covered by the sum of all tiles, the residual is interpreted as bare soil. In our studies JSBACH
is using the standard model configuration of eight PFTs that can potentially cover each grid
cell. The land surface energy balance incorporates soil albedo, leaf area index of the actual
PFTs, the albedo of stems, snow fraction on the ground and on canopy, and the masking
effect of snow under canopy. Further background information of the COSMOS model suite
and its components can be found in Jungclaus et al. (2006). So far, COSMOS has been
applied to various paleo setups including the Holocene (Wei et al., 2012; Wei and Lohmann,
2012; Varma et al., 2012), the Last Glacial Maximum and MIS3 (Zhang et al., 2012; Gong
et al., 2013), the Last Interglacial (Lunt et al., 2013), the Pliocene (Stepanek and Lohmann,
2012) and the Tortonian (Knorr et al., 2011).
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2.1.1 Orbital sensitivity studies

Here, we use the COSMOS GCM (Chap. 2) for orbital sensitivity studies. Temporal and
spatially resolved solar radiation, based on the orbital configuration, is calculated following
Berger (1978). Earth’s orbital parameters are set to favor a “warm” (maximum obliquity and

Figure 2.1.1: Global anomaly of seasonal and latitudinal insolation forcing (Wm-2) of high
obliquity (upper left), perihelion in summer solstice (upper right), and the combination of
both orbital parameters with respect to a “cold orbit” setting (low obliquity and perihelion in
winter solstice). In all experiments eccentricity of the Earth’s orbit is set on high value (0.04).

minimum precession) versus a “cold orbit” (minimum obliquity and maximum precession),
while eccentricity is kept constant (Fig. 2.1.2; Table 2.1). The monocausal impact, and the
combination of precession and obliquity forcing, are disentangled from the synergy, using a
strategic suite of model studies (Table 2.1). Furthermore via orbital sensitivity studies are
performed for pre-industrial (Wei et al., 2012) and Tortonian (Knorr et al., 2011) boundary
conditions to test orbital impact on different climate states. The Tortonian setup differs from
the Pre-industrial with respect to gateway configurations (opened Central American Seaway,
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Figure 2.1.2: Earth’s parameter configuration for a “warm orbit” in the upper panel versus a
“cold orbit” in the lower panel. In both cases eccentricity of the orbital ellipse is set on high
value.

closed Hudson Bay), landmass distribution (southward shift of Australia), orogenesis (i.e.
lowered Tibetan Plateau, South American Andes, Alps, Rocky Mountains), and removal of
the Greenland Ice-Sheet (Knorr et al., 2011; Micheels et al., 2011). In order to isolate CO2
forcing from Tortonian boundary conditions, the orbital model studies are performed with
pre-industrial CO2 levels of (278 ppmv) and a high end member (450 ppmv) of reconstructed
CO2 for the Tortonian (Pagani et al., 2005; Hönisch et al., 2009; Tripati et al., 2009; van de Wal
et al., 2011; Table 2.1), following the approach of Stein and Alpert (1993). The starts starts
with equilibrated climate conditions for Tortonian (Knorr et al., 2011) and Pre-industrial
(Wei et al., 2012). In total 12 model studies are being performed. Each run 500 model years
whereof the last 100 yr are analyzed.

In order to test the sensitivity of climatic evolution on obliquity forcing at changing
atmospheric CO2 levels, we run another two model studies initialized with high atmospheric
CO2 levels (450 ppmv) steadily decreasing towards the pre-industrial CO2 level (Sect. 3.3.5).
The slope of the linear CO2 ramp is -1 ppmvyr-1. The two model studies differ by high and
low end members of obliquity (Table 2.1). The focus of this study is rather on a mechanistic
understanding of the forcing factors and the fast response of Northern Hemisphere sea-ice
evolution since slow components of the climate system (ocean and vegetation dynamics)
cannot adjust to the fast varying CO2 forcing.
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Table 2.1: Strategic suite of obliquity, precession, and atmospheric CO2 end members.
Eccentricity is fixed at high values (0.04) in order to reinforce the precession signal. The set
of model studies is annexed by two transient CO2 ramp studies.
simulation obliquity (°) precession

(° from vernal
equinox)

CO2 level (ppmv)

PI_wO_wP_278 24 113.5 278
PI_wO_cP_278 24 293.5 278
PI_cO_wP_278 22 113.5 278
PI_cO_cP_278 22 293.5 278
TO_wO_wP_278 24 113.5 278
TO_wO_cP_278 24 293.5 278
TO_cO_wP_278 22 113.5 278
TO_cO_cP_278 22 293.5 278
TO_wO_wP_450 24 113.5 450
TO_wO_cP_450 24 293.5 450
TO_cO_wP_450 22 113.5 450
TO_cO_cP_450 22 293.5 450
TO_wO_cP_450–278 24 293.5 450→278
TO_cO_cP_450–278 22 293.5 450→278

2.1.2 The soil scheme—Upgrading the vegetation module JSBACH

This part of the dissertation addresses the principles of a soil scheme and its coupling to
JSBACH. Subsequently, in Chap. 4 the scheme is tested and discussed.

Design of the soil scheme

Physical soil properties are dependent on the accumulation of organic matter and therefore of
the specific vegetation type above (e.g. Vamborg et al., 2011). Moreover, observational data to
total water holding field capacities of soils are limited and tuned to optimized rooting depths
in order to fit to vegetation demands (Hagemann et al., 1999). In our approach, pedogenetic
factors like climate and topography are indirectly captured by simulated vegetation distribution
whereas parent material is ignored. The soil parameters (soil albedo, maximum water holding
field capacities of soils) are determined from integrated PFTs of each grid cell using the
dynamic land surface model JSBACH (Fig. 2.1.3). For each grid cell the contribution of
all area-weighted soil tiles creates a mean of soil characteristics. All time-slice experiments
start from a quasi-equilibrium climate state. The 1st iteration is based on averaged 100 yr
of model output to calculate physical soil properties (soil albedo in the spectrum of visible
and near-infrared light, soil data flags FAO, maximum water holding field capacity of soils).
After the first iteration, the model is run for 600 yr in total with an asynchronous coupling
timestep of 200 yr, again taking the preceding 100 yr of model output as input for the soil
scheme (Fig. 2.1.3). The final 100 yr of model output and physical soil characteristics of the
3rd iteration are used for analysis.
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Model output (last 100 yr)

COSMOS-ASO

2nd & 3rd iteration

Input: Calculated vegetation /desert
and temperature of time slice

Calculation of soil parameters for land
surface module JSBACH

200 yr

PI/HOL/LGM ASO-run with dynamical 
vegetation

Figure 2.1.3: Flowchart of asynchronous coupling procedure between soil scheme and
COSMOS-ASO.

Look-up table of the soil scheme

The conventional soil parameters in JSBACH comprise the snow-free soil albedo in the visible
(0.3–0.7 µm) and near infrared (0.7–3 µm) light spectrum, the total water holding capacity of
soil (hcws), and soil data flags from the United Nations Food and Agriculture Organization
(FAO) soil classification (Hagemann et al., 1999; Rechid et al., 2009). The original data set of
snow-free soil albedo has been derived from modified satellite measurements of the Moderate
Resolution Imaging Spectroradiometer (MODIS) (Rechid et al., 2009). FAO soil data flags
are based on Gildea and Moore (Henderson-Sellers et al., 1986), and range from sand (1)
to loam (3) and clay (5). The assessment of hcws in global and regional modeling is quite
uncertain and is estimated from a data set of the permanent wilting point (hpwp) and the
maximum amount of water that plants may extract from the soil before they start to wilt
(hava), based on optimized rooting depths (Hagemann et al., 1999). In our model-consistent
approach, the association of soil properties to PFTs is developed using the last 100 yr output
of a 2000 yr pre-industrial equilibrium model run (Wei et al., 2012). The main properties of
defined soil tiles are displayed in its latitudinal distribution (Fig. 2.1.4). Only dominant cover
fractions of modeled PFTs (>50% cover per grid cell) are considered to create associated soil
tiles. This approach is extended by adding soil tiles for global desert fraction (defined as the
fraction within a grid cell, which is not covered by any vegetation for at least 50 yr) and a
parametrization for the Arabian Peninsula/Sahara desert region in order to consider extremes
of water holding field capacities and albedo of bare soils identified in Fig. 2.1.4 (yellow crosses).
Furthermore we subdivide globally distributed C3 grasses into "warm" (>0°C mean annual
temperature, MAT) and "cold" C3 grasses (<0°C MAT) to account for a more realistic climate
sensitivity. The PFT "cold shrubs" does not exceed cover fractions of 50% and therefore it is
ignored in the calculation. Since cold shrubs are always associated to grid cells dominated
by cold C3 grasses, both classes are combined to one soil tile. The adjusted classification
of physical soil characteristics is shown in Fig. 2.1.4. Calculated means of the data set are
summarized in Table 2.2. In general, desert soil tiles are characterized by low water holding
field capacities and high soil albedo. C4 perennial grasses also have relatively high soil albedo
and maximum field capacities of water due to high rooting depth. Soil tiles associated to



16 CHAPTER 2. METHODS AND MODEL DESCRIPTION

tropical broadleaved evergreen forest
tropical deciduous broadleaved forest
temperate/boreal evergreen forest
temperate/boreal deciduous forest
raingreen shrubs
C3 perennial grass >0°C MAT
C3 perennial grass/cold shrubs (tundra) <0°C MAT
C4 perennial grass
desert fraction global
desert fraction Arabian peninsula/Sahara
 

Figure 2.1.4: Standard physical soil properties (abscissa) associated with JSBACH plant
functional types along latitudes. Albedo values have been derived from modified satellite
measurements of the Moderate Resolution Imaging Spectroradiometer (MODIS) (Rechid
et al., 2009), water holding field capacity of soils are optimized to plant rooting depths
(Hagemann et al., 1999).
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tropical canopy have medium soil albedo and high total water holding field capacities. Soil
tiles of temperate/boreal forest, typically located at mid and high northern latitudes have
relatively low soil albedo (Fig. 2.1.4, Table 2.2), since at these locations land albedo increases
with leaf area index (LAI) during summer months (Rechid et al., 2009). The FAO soil data
flags according to Gildea and Moore (Henderson-Sellers et al., 1986) are a coarse classification
of soil texture and are not discriminable due to our soil tiles. The calculated mean in soil
texture is loam (3) for all soil tiles except for "tropical broadleaved evergreen forest", to
which a finer mixture of loam and clay (4) is associated to. By calculation of means, extremes
of physical soil properties vanish; therefore we conclude that the constructed lookup-table of
physical soil tiles is rather a conservative estimate.

Soil dynamics

The soil scheme computes the actual soil tiles n consistent to the procedure described in
Section 2.1.2. Then soil properties soln (hcws , fao, αs,vis , αs,nir ) referring to the lookup-table
(Table 2.2) are calculated by a vegetation index. The vegetation index weights the cumulative
cover fraction of soil tiles fi per grid cell:

soln =

∑11
i=1 (fisoli)∑11

i=1 fi
(2.1.1)

Grid cells affected by the Arabian Peninsula/Sahara desert parametrization (Sect. 2.1.2) are
not weighted by the procedure. The Arabian Peninsula/Sahara desert parametrization is
defined by grid cells of at least 50% desert coverage between a latitudinal belt (13–35.26°N). We
use a sill value of 50% desert fraction for a better representation of the Sahel (desert/savannah)
transition zone where vegetation cover is generally overestimated by JSBACH (Vamborg
et al., 2011).

Land surface processes

The following Sections describe physical model formulations in which soil characteristics (i.e.
soil albedo, total water holding field capacity of soils, soil texture) are involved.

Land surface albedo. The basic land surface albedo scheme in ECHAM5 considers
bare-soil albedo and albedo of snow that covers ground and forest canopy as a function of
temperature (Roeckner et al., 2003). Changes of soil albedo with respect to soil wetness can
impact climate (Levis et al., 2004), are included in some models (Wang, 2005) but are not
considered in ECHAM5/JSBACH. The fractional snow cover at the ground depends on snow
depth (in mm water equivalent) and slope of the terrain. The fractional snow cover of the
canopy is defined by snow depth at the canopy and interception capacity (Roeckner et al.,
2003). JSBACH expands this scheme by calculation of cover fraction of tiles n and leaf area
index LAI n . For tiles of grass and shrubs, snow cover on the ground fsn,s is also assumed to
shade leaves. Albedo in the visible and near infrared range is calculated likewise and therefore
is not discriminated:

αn =
(
fs (1− fs) e−LAIn/2

)
(1− fsn,s)αs+(1− fs)

(
1− e−LAIn/2

)
(1− fsn,s)αl+fsn,sαsn

(2.1.2)
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The shading effect of forest is split into snow cover on canopy fsn,c and bare soil fsn,s.
Furthermore, a stem area of 1 is introduced to all forest PFTs, which is of particular interest
in order to consider the seasonal change of deciduous forest.

αn =
(
fs (1− fs) e(−LAIn+stem)/2

)
((1− fsn,s)αs + fsn,sαsn)

+ (1− fs)
(
e−LAIn/2 − e(−LAIn+stem)/2

)
((1− fsn,c)αs + fsn,cαsn,c)

+ (1− fs)
(
1− e−LAIn/2

)
((1− fsn,c)αl + fsn,cαsn,c) (2.1.3)

The soil albedo αs in Eq. 2.1.2 and Eq. 2.1.3 is asynchronously updated (timestep 200 yr)
regarding the cover fraction of soil tiles in Eq. 2.1.1.

Soil water. The iterative calculation of total water holding field capacity of soils hcws
potentially affects surface runoff, drainage and infiltration of water in the ECHAM5 bucket
model and the uptake of plant available water in JSBACH (Roeckner et al., 2003). Also, the
carbon assimilation pathway of plants is directly coupled to transpiration via stomata and
therefore, it is dependent on the plant availability of soil-water content. At first, non-stressed
CO2 canopy conductance is determined by the photosynthetic demand (Knorr, 2000). If
transpiration is higher than the actual soil-water content, the stressed canopy conductance of
carbon through the stomata is scaled by a water stress factor fws. This factor is calculated from
the relationship of actual soil-water hws provided by the hydrological model, the soil-water at
the permanent wilting point hpwp (default hpwp = 0.35), and the maximum soil-water capacity
hcws:

fws =
hws − hpwp
hcws − hpwp

(2.1.4)

Quantities that change the soil-water content hws
1 are rainfall R (the part not intercepted

by canopy), bare-soil evaporation, evapotranspiration and dew deposition (summarized as
E ), snow melt on ground and canopy (M sn), surface runoff (Rs), and drainage (D). The
modulation of hcws can alter surface runoff and drainage. If the whole grid-cell becomes
saturated, surface runoff Rs will be calculated by the traditional bucket model:

Rs = Q− (hcws − hws) (2.1.5)

where the total water input (Q) sums up to

Q = R+ E +Msn (2.1.6)

If the soil is partly undersaturated, there will be still surface runoff due to the contribution of
sub-grid scale areas which are saturated. Therefore, Eq. 2.1.5 is extended by

Rs = Q− (hcws − hws) +

((
1− hws

hcws

)1/(1+b(σ))

− Q

(1 + b (σ))hcws

)1+b(σ)

(2.1.7)

1In order to account for the heterogeneous field capacities on a sub-grid scale, hws is defined by a probability
density function F(hws) (Dümenil and Todini, 1992; Roeckner et al., 2003).
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where the last term stands for the heterogeneous storage capacity controlled by the shape
factor b, which is a function using a sub-grid scale parametrization of the standard deviation
of height (σv) within the grid-cell. Infiltration (I ) is simply defined by

I = Q−Rs (2.1.8)

Infiltration into frozen soil is not allowed (Rs = Q). Three classes of drainage D are discrimi-
nated depending on the value of hcws,

D =


0 if {hws ≤ 0.05hcws}
dmin

(
hws

hcws

)
if {0.05hcws ≤ hws ≤ 0.90hcws}

dmin

(
hws

hcws

)
+ (dmax − dmin)

(
hws−0.09hcws

hcws−0.09hcws

)3/2
if {hws > 0.90hcws}

(2.1.9)
with dmin = 2.8 ∗ 10−7kgm−2 s−1 and dmax = 2.8 ∗ 10−5kgm−2 s−1. No drainage occurs
for soil-water content below 5% of the maximum field capacity. Drainage is assumed to
follow soil-water content according to a linear relationship within 5% and 90% of hcws ("slow
drainage"), and exponential increase when hws exceed 90% of the maximum field capacity
("fast drainage").

Soil temperature. The model soil temperature from the surface to the bottom (10 m)
is discretised by five unevenly spaced layers (thickness of the layer z ) in order to calculate
temperature propagation. Thermal conduction, soil density ρs , soil specific heat cs and
thermal diffusivity κs of snow-free soils are defined for ice sheets, glaciers and soils based on
the FAO soil map. The material properties describe the thermal conductivity

λs = ρscsκs (2.1.10)

which appears in the thermal diffusion equation

ρscs
δT

δt
= − δ

δz

(
−λs

δT

δz

)
(2.1.11)

Equation 2.1.11 describes the temperature propagation δT through a soil layer of distinct
thickness δz within a timestep δt. If snow is present on the soil, a mass-weighted function of
the first soil layer and snow is used to derive material properties (Roeckner et al., 2003).

Experimental design

In this study three reference runs are taken: A Pre-industrial PI_ctl (Wei et al., 2012), a
relatively warm mid-Holocene climate state (HOL, 6 kyr BP) HOL_ctl (Wei et al., 2012),
and a model run representing the Last Glacial Maximum (LGM ca. 19 kyr BP) colder than
present-day LGM_ctl (Zhang et al., 2012). All simulations have been performed using the
conventional COSMOS-ASO configuration (atmosphere-ocean coupled model with dynamic
vegetation) and the setup procedure of the Paleoclimate Modeling Intercomparison Project
PMIP2 (Braconnot et al., 2012). They are run into an equilibrium climate state. The setup
of HOL_ctl uses a different orbital parameter configuration and methane concentration in
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the atmosphere of 650 instead of 760 parts per billion compared to Pre-industrial (Wei et al.,
2012). Adjustments of boundary conditions for LGM include orbital parameters, sea-level
drop, ice-sheet extent, elevation and an initial salinity increase of the glacial ocean by 1.
A deviation from the PMIP2 protocol is a tuning of land-sea mask and ocean gateways,
and LGM_ctl is initialized from a glacial ocean which enables a more realistic glacial ocean
circulation (Zhang et al., 2012). The length of simulation PI_ctl and HOL_ctl is 3000 yr,
whereas LGM_ctl is integrated for 5400 yr in total. The last timestep of each reference
run is used for initialization of the soil experiments and run for another 600 yr in total (see
Sect. 2.1.2). The impact of the soil scheme on climate (HOL, LGM) is examined using a factor
separation technique that has been devised by Stein and Alpert (1993) for identifying synergies
in numerical models. The effect of soil and climate (HOL_sol-PI_sol and LGM_sol-PI_ctl,
respectively) are being disentangled by subtracting the single contribution of climate. Here,
the effect of soil under warmer/colder climate is indicated by f̂i,sol:

f̂i,sol = (soli − PI_sol)− (ctli − PI_ctl) (2.1.12)
soil feedback = (climate+ soil)− climate (2.1.13)

where the index i represents the respective climate state (LGM, HOL). This procedure cancels
out the error of routine (PI_sol-PI_ctl), which arises by inducting the soil scheme into
COSMOS-ASO. We have to assume that the magnitude of error of routine, calculated for
Pre-industrial, is the same as in our paleo simulations.

2.2 NAOSIM

The North Atlantic/Arctic Ocean Sea-Ice Model (NAOSIM) has been developed at the Alfred
Wegener Institute (Kauker et al., 2003; Köberle and Gerdes, 2003). The spatial domain of
the ocean/sea-ice model captures the Arctic Ocean, the Nordic Seas and the northern North
Atlantic (90°N–50°N). The model has a horizontal resolution of 0.25 × 0.25° per grid box
(ca. 27 × 27 km2, respectively) and 30 unevenly spaced levels in the vertical. A dynamic-
thermodynamic sea-ice model with a viscous plastic rheology (Hibler, 1979) is coupled to the
ocean model (Kauker et al., 2003).

2.2.1 Experimental design

Atmospheric forcing

The present model studies are forced by differing atmospheric boundary conditions including
the parameters 2 m air temperature above surface, dew point temperature, total cloud cover,
precipitation, zonal and meridional component of wind speed, and surface wind stress. The
modern control run (CTRL) is forced by atmospheric data fields provided by the NCEP/NCAR
reanalysis project (Kalnay et al., 1996), whereas glacial atmospheric data was generated
by simulations of an atmospheric general circulation model (Lohmann and Lorenz, 2000;
Romanova et al., 2004).

The atmospheric boundary forcing of model study LGMC is derived from a dataset of the
global atmospheric model ECHAM3/T42L19, which was adapted to the glacial boundary
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conditions by Lohmann and Lorenz (2000). In one sensitivity study that used sea surface
temperature, ice cover as well as albedo reconstruction as per CLIMAP (1981), Lohmann
and Lorenz (2000) decreased CLIMAP SSTs in the tropics (30°S–30°N) by 3°C. Compared to
the standard atmospheric LGM run, the sensitivity study with artificial cooling in the tropics
is in better agreement with marine and terrestrial proxy data (Lohmann and Lorenz, 2000)
and is used as present atmospheric boundary forcing for LGMC.

For another model study (LGMG), the atmospheric data fields are provided by the
same atmosphere model, ECHAM3/T42L19 with glacial setup but based on GLAMAP
(Romanova et al., 2004). LGMG atmospheric boundary conditions are forced by glacial SST,
albedo, and sea-ice reconstruction of the Atlantic region provided by GLAMAP 2000 (Glacial
Atlantic Ocean Mapping; Paul and Schäfer-Neth, 2003). In contrast to CLIMAP (1981),
reconstructions of GLAMAP 2000 exhibit year-round warmer SSTs in the North Atlantic and
summer ice free conditions in the central and eastern part of the Nordic Seas with winter
expansion south of Iceland and Faeroe (Pflaumann et al., 2003). The atmospheric data fields
force NAOSIM twice per day and are repeated over a 15-yr cycle.

Glacial Arctic freshwater budget

So far, knowledge of the glacial Arctic freshwater budget is sparse. In general, the glacial
circum-Arctic ice-sheets hindered the northward transport of latent heat (Stein, 2008). This
resulted in an isolated Arctic domain characterized by decreased temperatures and humidity
and in consequence with reduced meteoric precipitation and a weakened hydrological cycle
(Lohmann and Lorenz, 2000). The Pacific westerlies are split into a shifted branch southward
to the flank of the Laurentide ice sheet at 40–50°N latitude (Clark et al., 1999; Lambeck
et al., 2002) and a northward excursion across the Canadian Arctic as indicated by modeling
results (e.g. Lohmann and Lorenz, 2000). The Siberian sector is influenced by cold, dry
winds on the lee side of the Fenno-Scandinavian ice sheet (Hubberten et al., 2004; Siegert
and Marsiat, 2001; Siegert and Dowdeswell, 2004) as well as an anticyclonic regime over
Siberia that hinders the advection of Atlantic air masses (Arkhipov et al., 1986; Velichko
et al., 1997). Furthermore, the Bering Land Bridge connecting Asia and North America is
blocking the Pacific inflow of freshwater for the Arctic Ocean. As a consequence the total
freshwater budget for the Arctic Ocean is decreased (Martinson and Pitman, 2007). The
presumed glacial Arctic river inflow roughly corresponds to half (1800 km3 yr-1) of today’s
annual budget of 3300 km3 yr-1 (Aagaard and Carmack, 1989), which ranges between glacial
runoff in the AGCM (1082 km3 yr-1) and a modeling study using a more realistic river routing
(ca. 2000 km3 yr-1; Alkama et al. 2008). The model takes into account changes in salinity by
water transport, precipitation, snowmelt, sea-ice melting, freezing, and river runoff. Apart
from the salinity advection term in the ocean, salinity fluxes in the model are not associated
with momentum and volume. An additional salinity restoring term at the sea surface using the
present climatology of salinity fields (Levitus et al., 1994; Levitus and Boyer, 1994; National
Snow and Ice Data Center, 1997), prevents the model climate from broadly drifting in the
Arctic Ocean and is necessary to obtain a halocline (Steele et al., 2001). The restoring term
has a long time scale of 180 days and the additional freshwater flux adds ca. 17 mmyr-1 to
the Arctic Ocean. The salinity restoring term is applied to all model studies presented here.
In one sensitivity study (LGMC_sal), we applied glacial sea surface salinity from a climate
model output (Shin et al., 2003b,a) in order to discuss the impact on the results.
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Model setup

The control run (CTRL) uses the ocean/sea-ice model used by Kauker et al. (2003) and
Köberle and Gerdes (2003). The atmospheric forcing data consists of the NCEP/NCAR
reanalysis project (Kalnay et al., 1996) for the period 1948–2007. The last 30 yr (1977–2007)
of CTRL are used for comparison with the glacial sensitivity studies. For the change in
morphology of the glacial ocean, the present-day land-sea mask (NOAA, 1988) is adapted to
the ice sheets in the Northern Hemisphere (Ehlers and Gibbard, 2007) and sea level is lowered
by 120 m (Fairbanks, 1989). In order to depict thermodynamic processes on a sub-grid scale,
like open water areas between sea-ice, seven ice classes are defined following a Gaussian
distribution around the mean sea-ice thickness. Model studies without limitations show sea-ice
thickness >80 m after 120 modeled years along the northern Barents Sea shelf edge, north of
Greenland and Baffin Bay without reaching an equilibrated sea-ice thickness. In the glacial
model runs, the potential mean sea-ice thickness of each grid cell is limited to a maximum of
30 m in order to reach equilibrium. The upper limit of mean sea-ice thickness in the sea-ice
model was motivated by the maximum height of pressure ridges observed by present-day
observations of first-year ice as reported by Polyak et al. (2010). As a consequence of the
glacial water storage over land, an additional increase in salinity of 1 psu (practical salinity
unit) is prescribed for the open boundary condition of the northern North Atlantic inflow.
In order to account for a temperature decrease, the lateral temperature at the southern
boundary is reduced by 2°C, consistent with global ocean simulations (e.g. Butzin et al., 2005).
Experiments testing the prescribed southern boundary characteristics (barotropic stream
function) with a glacial model setup have only minor effects on the through flow of the Arctic
Ocean (cf. Fig. 5.3.9). The ocean model is initialized by an LGM simulation of a general
circulation model (NCAR-CCSM; Shin et al., 2003b,a) and the initial conditions of the sea-ice
model (zonal and meridional component of sea-ice drift velocities, snow-cover thickness, sea-ice
thickness) are set to zero to avoid any preconditioning. The total water mass of the upper
Arctic Ocean layer (0-1000 m) of the NAOSIM present-day setup is typically exchanged within
30 yr (Karcher and Oberhuber, 2002) in agreement with observations on tracer contaminants
(Macdonald and Bewers, 1996; MacDonald et al., 2004). The lengths of the model runs are
120 model years, only the last 30 yr are used for analysis. Major contribution of present
water mass exchange happens through western Fram Strait, where salty and warm Atlantic
waters enter the Arctic Ocean in the upper ca. 200 m (Fig. 5.3.8, p. 76). All of our glacial
model simulations exhibit a displaced inflow of bottom waters >2 m s-1 stronger than the
Atlantic Water Current in CTRL, which equals an increase of surface outflow of the Arctic
Ocean because of mass conservation (Fig. 5.3.8b-f, p. 76 and Fig. 5.3.9, p. 75). Changes in
the barotropic stream function (±50% psi compared to LGMC) at the southern boundary of
the prescribed northern North Atlantic inflow as already shown for present-day conditions
(Kauker et al., 2005) do not significantly impact rates of water exchange at Fram Strait
(Fig. 5.3.9, p. 75). In response experiments with present-day setup Kauker et al. (2005) state
that barotropic anomalies at 50°N latitude do not pass the Greenland-Scotland Ridge, but
an increase of 2°C for the upper 500 m of the southern boundary water column effectively
warms the West Spitsbergen Current by ca. 0.5°C (as shown in 300 m depth) within two
years. In order to analyze the importance of glacial wind fields with respect to the respective
SST reconstruction and the presence of glacial ice sheets, we performed another sensitivity
study. The sensitivity study (LGMC_PDw, LGMG_PDw) uses the glacial setup (LGMC,
LGMG) and is run with present-day wind fields (Lohmann and Lorenz, 2000).
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Chapter 3

Control of orbital parameters, CO2
and boundary conditions on
climate sensitivity

3.1 Milankovitch’s theory

The theoretical foundation of the astronomical theory of glacial cycles was developed by
Milankovitch (1941), who fundamentally broadened the former theory of Croll (1875) by
conflating Earth’s orbital parameters eccentricity (elliptical shape of Earth’s orbit) and
obliquity (tilt of Earth’s rotational axis) with precession (length of perihelion) into the
calculation of latitudinal and seasonal solar insolation (Fig. 3.2.1). In his linear model, low
boreal summer insolation is critical to maintain snowfields throughout the year to build
up ice-sheets. Since then the theory was enriched by additional conceptual models (e.g.
greenhouse gases, internal ice dynamics) that try to explain discrepancies between the climate
history as suggested by the theory, and proxy data (δ18O stack) by nonlinear effects in Earth’s
climate system (Paillard, 2001; Ruddiman, 2006a,b and references therein). However, the
amplitude of glacial/interglacial cycles in δ18O records is remarkably diminished prior to
Northern Hemisphere glaciation ca. 2.7 myr ago (Lisiecki and Raymo, 2005). Here, we use a
GCM to test a suite of orbital parameter configurations at their extremes in order to narrow
down orbital impact (Sloan and Morrill, 1998) on different climate states. The climate states
are characterized by an ice-free Greenland (Tortonian climate state, 11–7 myr ago) prior, and
a Greenland Ice-Sheet after (pre-industrial climate state) the Northern Hemisphere glaciation
during the late Pliocene. Additionally, we perform model studies of different atmospheric
CO2 values for the Tortonian. We elaborate the effect orbital parameter settings in context
of different atmospheric CO2 values.
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Figure 3.2.1: Earth’s orbital parameters: Obliquity (tilt of the Earth’s rotational axis, green),
precession (length of perihelion, red) and eccentricity (shape of the Earth’s orbit, blue).

3.2 Principles of orbital parameters

The dominant driver’s of insolation variations are obliquity and precession (Fig. 3.2.1). The
tilt of the Earth’s axis of rotation (obliquity) controls the latitudinal distribution of top of
the atmosphere incoming solar radiation. It gives a rise to a displacement of the ice-sheet
equilibrium line, which divides the ice sheet into net-accumulation and -ablation regions. For
instance, a relative decrease of high latitude insolation by bated obliquity cools polar regions
and hence results in ice-sheet growth by shifting the equilibrium line equatorwards.

The precession parameter, given in degrees, describes the length of perihelion of the Earth’s
ellipsoidal orbit from the vernal equinox. It expresses the amplitude of the seasonal cycle.
According to Milankovitch (1941), maximum precession (i.e. winter solstice in perihelion)
results in cold summers (and mild winters), which favors ice-sheet growth. Although the
insolation effect of the eccentricity of the Earth’s orbit (Fig. 3.2.1) and its climatic effect is
small, it strongly modulates the precession signal, dampening or reinforcing its climatic effect.

3.3 Results

The Section begins with the description of the monocausal influence of orbital parameters
under pre-industrial conditions with respect to “cold orbit” conditions (Sect. 3.3.1), followed
by a summary of results from experiments with identical orbital parameter configuration, for
Tortonian climate at pre-industrial (278 ppmv) and increased (450 ppmv) atmospheric CO2
concentrations (Sect. 3.3.2) (Pagani et al., 2005; Hönisch et al., 2009; Tripati et al., 2009;
van de Wal et al., 2011). Subsequently, the integrated results of obliquity and precession
forcing are shown with a focus on their synergy (Sect. 3.3.3). Finally, the seasonal cycle
of Arctic sea surface temperature (SST) and sea-ice is examined and complemented by an
analysis of the evolution of a perennial Arctic sea-ice cover under transient CO2 forcing.
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Figure 3.3.1: Surface air temperature anomaly (°C) of high obliquity ((PI_wO_cP_278)-
(PI_cO_cP_278), left), and strong precession ((PI_cO_wP_278)-(PI_cO_cP_278), right)
with respect to a “cold orbit” pre-industrial setting (PI_cO_cP_278).

3.3.1 Obliquity and precession forcing at pre-industrial conditions

In general, obliquity forcing does not cause a strong global average signal in surface air
temperature (SAT; -0,03°C), although warming in the polar regions is amplified by sea-ice
retreat especially around Greenland/Barents Sea via associated sea-ice albedo feedbacks
(Fig. 3.3.1). Interestingly the precession forcing creates similar, but stronger, SAT signal in
the North Polar Region alike obliquity (Fig. 3.3.1). Pronounced seasonality beyond the Polar
Region favors summer warming and ice melting within the polar circle, whereas the absence
of insolation during the polar night disables negative orbital forcing. This nonlinearity in
precession forcing causes global mean temperature anomalies of +0.24°C (Table 3.1). In
both cases, high latitude warming slows down the northward heat transport of the Atlantic
Meridional Overturning Circulation (AMOC), causing local cooling in the northern North
Atlantic as a consequence. In low latitudes the obliquity forcing indirectly amplifies the
seasonal amplitude: A strong tilt of the Earth’s rotational axis shifts the equator relative to the
celestial equator and thus the inclination angle of insolation, mimicking a pseudo-precession
signal in the seasonal cycle. Since the obliquity forcing is in phase at both Hemispheres,
an intensified seasonal cycle results in stronger boreal summer and winter monsoons at low
latitudes, which causes elevated inland moisture transport and reflects latent cooling over the
continents (Fig. 3.3.1). A similar, but higher magnitude temperature pattern is shown in the
intensification of North African and Indian/Chinese Monsoon caused by precession forcing,
whereas decreased continental precipitation by boreal winter monsoon causes latent warming
in the Southern Hemisphere.
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Table 3.1: Global mean surface air temperature anomalies (°C).
orbit PI (278 ppmv) TO (278 ppmv) TO (450 ppmv)
cO_cP 14.4 15.8 19.3
wO_cL-cO_cP -0.03 0.27 0.04
cO_wP-cO_cP 0.24 0.46 0.48
wO_wP-cO_cP 0.36 0.58 0.57
synergy 0.15 -0.14 0.05

3.3.2 Obliquity and precession forcing at Tortonian conditions and
differential CO2 levels

Similar to pre-industrial conditions, high obliquity forcing for the Tortonian causes bipolar
warming (Fig. 3.3.2) and intensified monsoons in both hemispheres, independent of CO2.
However, the Arctic warming anomaly at 450 ppmv CO2 is muted compared to 278 ppmv,
mainly due to the absence of seasonal sea-ice around Greenland and the Barents Sea. SAT at
Antarctica is not sensitive to orbital forcing. Precession forcing for the Tortonian (278 ppmv
CO2) causes a similar warming in the Arctic region like obliquity, which also extends to
North Siberia. In combination with less effective latent cooling at the Sahel zone and
Southwest Asia, this sums up to a global warming anomaly of +0.46°C. Precession forcing
under warm Tortonian conditions (450 ppmv CO2) shows a warming of similar magnitude
(+0.48°C), although sensitivity of precession forcing in the Arctic region is strongly attenuated
(Fig. 3.3.2d) compared to Tortonian conditions at pre-industrial CO2 levels (Fig. 3.3.2c).

3.3.3 Impact and synergy of the combined orbital forcing on pre-
industrial and Tortonian conditions at differential CO2 levels

The combined signal of obliquity and precession forcing applied to pre-industrial conditions
displays highest warming (>+9°C) at the sea-ice edge around Greenland and in the Barents Sea
(Fig. 3.3.3). The warming of the Arctic Ocean is >+3°C and extends towards North Siberia
and Norway. Obliquity forcing causes a moderate warming in Antarctica. The precession
forcing dominates the strong latent cooling at Sahel and South Asia and the relative warming,
caused by decreased continental precipitation, at the horse latitudes (30°N, S), similar to
the monocausal influence of precession forcing (Fig. 3.3.1). Parallel to Fig. 3.3.1, cooling
in the northern North Atlantic Ocean is associated to reduced northward heat advection
by the AMOC. Under Tortonian boundary conditions with moderate CO2 (278 ppmv), the
two orbital forcing factors show a similar SAT anomaly pattern as seen in the pre-industrial
model study. However, continental warming extends further equatorwards, impacting Europe
and the Sahara region. Monsoonal cooling is not as strong as shown in the pre-industrial
model study. At high levels of CO2, the Tortonian model climate shows differences at the
location of the sea-ice margin compared to low CO2 levels. Around the coast of Greenland and
Barents Sea, SAT anomalies are weaker than in the pre-industrial and Tortonian (278 ppmv
CO2) model studies. Instead, in the Southern Hemisphere the transformation from Antarctic
perennial to seasonal sea-ice (not shown) causes strong regional warming in the Ross Sea
(Fig. 3.3.3).

The synergistic effect, with respect to the temperature signal in Fig. 3.3.3, can be
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a b

c d

Figure 3.3.2: Tortonian surface air temperature anomaly (°C) of obliquity forcing at (a) low
((TO_wO_cP_278)-(TO_cO_cP_278)), (b) high ((TO_wO_cP_450)-(TO_cO_cP_450))
CO2 levels, and precession forcing at (c) low ((TO_cO_wP_278)-(TO_cO_cP_278)), (d)
high ((TO_cO_wP_450)-(TO_cO_cP_450)) CO2 levels.
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Figure 3.3.3: Surface air temperature anomaly (°C) of coupled precession and obliquity forcing
for (a) Pre-industrial and (b) its synergy, (c) Tortonian and (d) its synergy and (e) Tortonian
at high CO2 levels (450 ppmv) and (f) its synergy.
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interpreted as the surplus of warming caused by the combination of obliquity and precession
forcing. If the monocausal impact of each, obliquity and precession, sums up to the equal of
both combined factors, the synergy is zero. Positive synergy values denote a warmer, negative
values indicate a colder temperature signal than derived from the linear combination of both
forcings. Both pre-industrial and Tortonian simulations at 278 ppmv CO2 (Fig. 3.3.3) show a
strongly decreased synergistic effect at the Arctic sea-ice margin. This demonstrates a strong
nonlinear effect of sea-ice in the climate system. However, other regions like the Northern
North Atlantic in the pre-industrial model runs tend to warm due to the synergistic effect:
The Atlantic Meridional Overturning Circulation (AMOC) is less reduced, and thus more
heat is advected northwards than the linear combination of obliquity and precession forcing
suggests. For Tortonian climate, the AMOC, a potential nonlinear subsystem of the climate,
is strongly muted since pacific waters are imported through the open Central American
Seaway, which effectively diminishes the strength of the AMOC (Knorr et al., 2011). All
three climate states, Pre-industrial, Tortonian, and Tortonian at high CO2 levels (450 ppmv)
show all some reinforced synergistic cooling at the Sahel boundary (Fig. 3.3.3). The global
synergistic effect is a some warming for Pre-industrial (+0.15°C) and a cooling for the cold
Tortonian (278 ppmv CO2, -0.14°C). There is no effect for the warm Tortonian (450 ppmv
CO2, +0.05°C) setup (Table 3.1).

3.3.4 Orbital impact on the seasonal cycle of Arctic sea-ice at dif-
ferent climate states

In order to gain a mechanistic understanding of the modeled sea-ice dynamics, we analyze the
seasonal cycle of integrated sea-ice cover. Since the orbital parameter setting is optimized for
the Northern Hemisphere, the focal point is on the analysis of Arctic sea-ice cover and SST
(Fig. 3.3.4). In principle all diverging orbital studies (changes in obliquity and/or precession
with respect to a cold orbit) settings (see Fig. 3.3.4 black line) show a warming trend in Arctic
SST and a decline in sea-ice cover. For Pre-industrial, simulations with obliquity (green line)
and precession (yellow line) forcing exhibit a similar effect on integrated Arctic sea-ice cover.
The precession forced SST warming gradually diverge for warmer background climate states
(Fig. 3.3.4d, f) compared to obliquity forced studies. For the Pre-industrial, the effects of
obliquity and precession sum up to the combined effect of both factors (Fig. 3.3.4a), which
proofes a linear relationship. Since Arctic Ocean water is covered almost the whole year by
sea-ice, there is no strong impact on Arctic SST (Fig. 3.3.4b). The warmer Tortonian climate
at pre-industrial CO2 levels (+1.4°C compared to Pre-industrial, Table 3.1) is characterized
by reduced sea-ice cover compared to Pre-industrial, but no appreciable warming of SST is
observed (Fig. 3.3.4d). The Tortonian studies at 450 ppmv CO2 level are characterized by
summer ice-free conditions in the Arctic (except for the cold orbit). In these simulations
summer SSTs are strongly increased while winter SST is still at freezing temperature. The
surplus of insolation for the “warm orbit” configuration also prolongs summer ice-free conditions
by ca. 2–3 months, additionally warming ocean waters. One cause is the extra amount of
heat, stored in the Arctic Ocean, that delays sea-ice formation in autumn (Fig. 3.3.4e).
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Figure 3.3.4: Seasonal cycle of sea-ice cover in the Northern Hemisphere (NH) on the left
versus Arctic sea surface temperature (SST) on the right for orbital sensitivity studies at
diverse climate states. Displayed integrated Arctic sea-ice cover (m2) for (a) Pre-industrial,
(c) Tortonian (278 ppmv CO2), (e) Tortonian (450 ppmv CO2) and Arctic SST (°C) for (b)
Pre-industrial, (d) Tortonian (278 ppmv CO2), and (f) Tortonian (450 ppmv CO2).
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3.3.5 Changes of the impact of obliquity by transient CO2 forcing

In order to understand the high climate sensitivity of obliquity forcing at 278 ppmv CO2
levels versus low sensitivity of obliquity forcing at 450 ppmv for a Tortonian setup (+0.27°C
and +0.04°C global mean SAT, respectively; Table 3.1), we applied transient descending CO2
forcing (450–278 ppmv). In the analysis, we focus on the evolution of the marine cryosphere
in the Northern Hemisphere (Fig. 3.3.5). Fig. 3.3.5 shows the evolution of seasonal cycle of
NH sea-ice cover with ice free ocean conditions during late summer from the beginning of
the simulation with 450 ppmv CO2 in the atmosphere to the end of the experiment with
278 ppmv CO2.

Figure 3.3.5: Evolution of the seasonal cycle, abscissa, of integrated Northern Hemisphere
sea-ice cover (m2) under transient CO2 forcing (1 ppmv yr-1), ordinate. “Cold orbit” obliquity-
forcing (see TO_cO_cP_450–278, Table 2.1) is applied to the Tortonian model setup.

There is a threshold for the development of perennial ice of ca. 365–330 ppmv. At
CO2 values of about 330 ppmv a permanent ice cover establishes. Further CO2 reduction
continuously increases sea-ice cover during summer as well as winter. The cumulative volume
of northern hemispheric sea-ice shows a similar evolution like sea-ice cover. The anomaly
plot of “cold orbit” obliquity versus “warm orbit” settings (Fig. 3.3.6, lower panel) illustrates
the impact of obliquity on sea-ice volume depending on CO2 concentrations. At CO2 values
higher than 365 ppmv, obliquity forcing can shift the timing of ice-free conditions, and hence
the volume, at the transition from polar night to polar day of about two months (June–July).
The rapid transition towards permanent Arctic ice-cover is associated with an increase in
sea-ice volume especially from June to August. In this critical CO2 regime, the obliquity
forcing dominates changes in sea-ice volume at the transition from polar night to polar day.
Below 365 ppmv CO2, anomalous sea-ice volume, which endures throughout the summer, also
impacts the subsequent winter causing nonlinearities in the climate system. This increases
the sensitivity of climate to obliquity forcing characterized by seasonal Arctic sea-ice cover
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(see Fig. 3.3.2).

Figure 3.3.6: Evolution of the seasonal cycle, abscissa, of integrated Northern Hemisphere
sea-ice thickness (m3) under transient CO2 forcing (1 ppmvyr-1), ordinate. The upper panel
displays results of the transient simulation with “cold orbit” parameters (see TO_cO_cP_450–
278, Table 2.1) at Tortonian boundaries, the lower panel shows the anomaly of tran-
sient simulation with “cold orbit” parameters compared to high values of obliquity setting
(TO_wO_cP_450–278). The dashed line indicates the threshold from seasonal to permanent
Arctic sea-ice.

In order to analyze the nonlinear effect of obliquity on sea-ice in more detail, we compare
the linear trends of both CO2 ramp studies with modified obliquity parameters before and
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after the establishment of the permanent sea-ice cover at 365 ppmv CO2 (Fig. 3.3.7).

-3 -1
x10 °Cppmv 

-3 -1
x10 °Cppmv 

Figure 3.3.7: Both panels display the anomalous trend (linear regression) (°Cppmv-1) of
a “cold orbit” with respect to a “warm orbit” obliquity setting (TO_cO_cP_450–278)-
(TO_wO_cP_450–278), once for the transient CO2 forcing 450–365 ppmv (upper panel), and
once for the CO2 forcing interval 365–278 ppmv (lower panel). Positive values denote higher
climate sensitivity for a “warm orbit”, negative values indicate higher climate sensitivity for a
“cold orbit” obliquity setting.

For transient CO2 forcing, high obliquity (warm orbit) shows a stronger climate sensitivity
(60–90°N) for seasonal Arctic sea-ice cover, especially during winter months (Fig. 3.3.7, upper
panel). However, after crossing the threshold, the model study with low obliquity settings
(cold orbit) shows increased sensitivity to obliquity forcing (Fig. 3.3.7, lower panel). Towards
the equator the signal is strongly dampened.
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3.4 Discussion

3.4.1 Deconvolution of the synergy from the combined orbital im-
pact

The end members of obliquity and precession simulations show a strong amplification of SAT
especially in the Arctic region (Fig. 3.3.1). Obliquity modulates the latitudinal distribution
of insolation, preferentially affecting sea-ice in both hemispheres, whereas precession typically
alters the seasonality of the signal. Synchronous obliquity forcing at the poles can be seen
in the SAT anomaly, whereas precession forcing does not cause appreciable warming in the
Antarctic (Fig. 3.3.1). Yet, based on different forcing mechanisms (latitudinal change versus
seasonal change in insolation), precession forcing has the ability to mimic a mean SAT signal
in the Arctic as obliquity. Both, obliquity and precession exhibit a strong impact on sea-ice
changes and thus on climate (Gallimore and Kutzbach, 1995; Jackson and Broccoli, 2003;
Tuenter et al., 2005). Most of the orbital signal is imprinted in temperature anomalies at
the sea-ice border, whereas thick sea-ice in the Arctic interior remains almost unaffected,
consistent with former modeling studies (Tuenter et al., 2005). Additionally consistent with
our results, climate models do not show strong synergistic effects (e.g. Valdes, 2011; Willeit
et al., 2013). Still, Willeit et al. (2013) use a model of intermediate complexity with ice-sheet
dynamics and reproduce global temperatures comparable to the late Pliocene. This model
data conformance is fitted by tuning orbital parameters within a reasonable range, based on
the assumption that the proxy record is biased towards warm temperatures (Willeit et al.,
2013).

It appears that the monocausal impact of obliquity and precession almost equals the
combined effect (Fig. 3.3.3). The sea-ice component does not show a strong nonlinear response
to the applied orbital forcing. Jackson and Broccoli (2003) show that sea-ice thickness has the
strongest nonlinear response to orbital forcing (see also Fig. 3.3.6), but annual mean sea-ice
concentration is much less sensitive. Negative synergies are observed at the Arctic sea-ice
edge for Pre-industrial and Tortonian at 278 ppmv CO2. At higher levels of CO2, Arctic
summer sea-ice, and thus its synergy, is absent, pointing to decreased climate sensitivity
(Haywood et al., 2002; Colman and McAvaney, 2009). Available GCMs seem to underestimate
important feedback mechanisms including sea-ice and vegetation (Jackson and Broccoli, 2003;
Knorr et al., 2011), e.g. the warming and the sea-ice retreat in the Arctic (Boé et al., 2009),
or GCMs seem to lack important processes (ice-sheet dynamics, dust forcing, soil genesis; see
Chap. 4) (Valdes, 2011).

3.4.2 Orbital forcing at differential CO2 levels for the Tortonian
In general, Tortonian climate at 278 ppmv CO2 is similarly sensitive to orbital forcing
(Fig. 3.3.2) as the pre-industrial model runs (Fig. 3.3.1). Arctic warming due to sea-ice
feedback is not only limited to the Barents/Labrador Sea, but also expands into the Arctic
Ocean and the circum-Arctic continents. Tortonian boundary conditions (tectonic settings)
moderately increase global mean SAT by +0.7°C compared to Pre-industrial (Knorr et al.,
2011). This temperature offset enhances climate sensitivity to orbital forcing (obliquity and
precession) due to decreasing Arctic sea-ice cover especially during summer with additional
warming of Arctic surface waters (Fig. 3.3.4a, c and b, d). Knorr et al. (2011) argue, that
the anomaly of Tortonian and pre-industrial climate at pre-industrial CO2 levels (278 ppmv)



3.4. DISCUSSION 37

is more sensitive than the anomaly of Tortonian and pre-industrial climate at modern CO2
levels (360 ppmv) (Micheels et al., 2011). The reason is a larger potential for sea-ice changes
and associated feedbacks in a colder climate state. Holland and Bitz (2003) confirm that polar
amplification is largely depending on the sea-ice state in the reference model run. Further,
they relate strongest polar amplification to relative thin Arctic sea-ice in the control climate.

Nevertheless, if we compare the sensitivity of orbital forcing in the Arctic for a Tortonian
setup (278 ppmv CO2) to a simulation with elevated CO2 levels (450 ppmv CO2), the mean
SAT warming signal is strongly dampened (Fig. 3.3.2). This is consistent with a warmer, CO2
forced climate and weakened albedo feedback, which decreases climate sensitivity (Colman
and McAvaney, 2009). At high summer insolation the nonlinear effect of summer sea-ice
disappears, which effectively dampens the mean SAT anomaly for obliquity and precession
forcing in the Arctic. Since obliquity preferentially affects polar regions >60° latitude (Raymo
and Huybers, 2008), the imprint of obliquity on the global mean temperature rarely shows
nonlinearity (as for Pre-industrial) whereas precession still has some global temperature
imprint (Table 3.1). In Arctic marine sediments from the Eocene Pälike et al. (2008) and
Sangiorgi et al. (2008) confirm that obliquity and precession forcing is similar in magnitude
and dominates in the central Arctic Ocean. Sangiorgi et al. (2008) point out that, consistent
to our studies and others (Gallimore and Kutzbach, 1995; Jackson and Broccoli, 2003; Tuenter
et al., 2005), sea-ice mediates the effect of orbital forcing to climate.

In the study of Jackson and Broccoli (2003), who utilize an atmosphere-slab ocean model
with a dynamic/thermodynamic sea-ice component for Pre-industrial, sea-ice increases due
to a reduced tilt of the Earth‘s axis of rotation and the occurrence of the aphelion in late
spring, which increases snowfall.Dominantly the Arctic sea-ice increase in late autumn, which
enhances the meridional temperature gradient, and thus storm activity, which fosters increased
snowfall. At these orbital settings, potential snow ablation is reduced due to increased snowfall
and terrestrial ice-volume is primarily determined by local changes in insolation (Jackson and
Broccoli, 2003). Here, the model studies with combined obliquity and precession setting show
major SAT changes around Greenland caused by changes of sea-ice cover, especially for the
model studies with low atmospheric CO2 (278 ppmv).

3.4.3 The Arctic sea-ice as a mediator from obliquity forcing into a
climate signal

How does Arctic sea-ice (seasonal and perennial) mediate obliquity forcing into a climate
signal? In order to achieve a better mechanistic understanding, the results presented in
Sect. 3.3.5 are plotted in a simplified sketch (Fig. 3.4.1).

Even at high atmospheric CO2 values, winter Arctic sea-ice persists, regardless the strength
of obliquity forcing. However, high obliquity increases summer insolation, warms the upper
ocean layer and thus delays sea-ice formation through subsequent heat release during the
autumn and winter season (warm signal especially in the winter period at 60–90°N latitude,
Fig. 3.3.7). As a consequence, annual global SAT rises. At this stage, the direct influence
of obliquity forcing on sea-ice does not include the nonlinearity of sea-ice albedo feedbacks.
Hence, a high end member obliquity forcing experiment exhibits stronger than expected
SAT response. Consistently, global warming due to CO2 forcing generally decreases climate
sensitivity due to the decrease of the strong albedo feedback (Colman and McAvaney, 2009).
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Figure 3.4.1: Nonlinear surface air temperature (SAT) response to orbital forcing at different
CO2 levels. The simplified sketch is based on results of Sect. 3.3.5. Dashed lines indicate a
linear SAT response, solid lines represent the actual SAT response, and shaded areas indicate
the nonlinear effect in the SAT signal.

Along with declining CO2 values, low obliquity (cold orbit), rather than high obliquity
(warm orbit) favors the transition from seasonal to perennial sea-ice cover. The fraction of
sea-ice, that persists the summer season, expands and thickens in the subsequent winter period,
equivalent to glacier formation. Hence, ice volume accumulates until a thermodynamical
limit is reached (Fig. 3.3.6). The associated sea-ice albedo feedback causes additional cooling
of the polar region, especially by delaying early spring surface warming and accelerating
autumn cooling (Fig. 3.3.7, right panel). This finding is consistent with Jackson and Broccoli
(2003). At this CO2 regime, stronger summer insolation due to a high obliquity forcing is
still sufficient to prevent the appearance of perennial sea-ice, which limits the impact of the
albedo sea-ice feedback on SAT. Since sea-ice albedo directly influences summer insolation
and energy budget, it poses a strong positive feedback. Hence, a low end member of obliquity
exhibits a stronger than expected SAT response. In the context of our studies, the Tortonian
setup at 278 ppmv CO2 shows the strongest sensitivity to orbital forcing in a cold climate.

3.5 Conclusions

The model sensitivity studies presented here point out that the imprint of orbital forcing is
highly depending on the actual background climate state which sets the climate sensitivity.
At high levels of CO2, the absence of summer sea-ice mainly cancels out the sea-ice albedo
feedback and the associated synergy. Inversely, model studies with pre-industrial CO2 values
show a stronger sensitivity towards a colder climate.

Lisiecki and Raymo (2005) compiled a global δ18O stack of benthic foraminifera comprising
the last 5.3 myr. This proxy mainly records glacial/interglacial cycles via global ice volume.
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During the initiation of Northern Hemisphere glaciation about 3 myr ago, glacial cycles had
a 41-kyr periodicity (3.0–0.8 myr). This time period of the geological history is therefore
referred to as the “41-kyr world”, congruent with the obliquity period (Tiedemann et al.,
1994).

The amplitude of pre-Pleistocene glacial cycles, recorded in the global δ18O stack is about
half compared to late Pleistocene glaciations, implying the presence of smaller ice-sheets. At
orbital settings characterized by high summer insolation, the small ice-sheets melt before the
succeeding glacial cycle incepts. Thus Northern Hemisphere glaciation was a rather gradual
process (Mudelsee and Raymo, 2005), influenced by other climate parameters, like greenhouse
gases.

Ganopolski and Calov (2011) perform climate simulations of varying CO2 concentrations
(200–260 ppmv CO2) in an Earth system model of intermediate complexity (EMIC) with
ice-sheet dynamics. They find that the glacial cycles of the last 1 myr (100 kyr period) can be
reproduced. A higher atmospheric CO2 concentration (280 ppmv CO2) lowers the amplitude of
glacial periods, and shifts the power in the frequency domain toward obliquity and precession.
Studies with an ice-sheet model applied for the late Pliocene (3.3–3.0 myr) support the idea
of milder and wetter orbital forced glacial cycles at 400 ppmv CO2 (Dolan et al., 2011). Prior
the onset of Northern Hemisphere glaciation, CO2 levels were around 400 ppmv CO2 (Raymo
et al., 1996; Jansen et al., 2007), and dropped to less than 300 ppmv CO2 until 2.1 myr ago
(Hönisch et al., 2009). In the context of our transient CO2 forcing (450→278 ppmv CO2)
without ice-sheet dynamics, climate shows a stronger sensitivity towards obliquity (Fig. 3.3.2,
Table 3.1). This happens after crossing a critical threshold at ca. 365 ppmv CO2, when a
perennial sea-ice cover evolves (at settings of a “cold orbit”, Fig. 3.3.6). In comparison with
ice-sheet dynamics, the fast response of sea-ice (PALEOSENS Project Members; Rohling
et al., 2012) might serve as a precursor for sustaining snow-fields in Greenland for ice-sheet
build-up (Dong and Valdes, 1995; Jackson and Broccoli, 2003; Koenig et al., 2011). Ravelo
et al. (2004) elucidate a rising impact of solar forcing on the benthic foraminifera δ18O record
between 4.0-2.0 myr ago. However, they relate stronger climate sensitivity within this period
to an increase in the thermocline depth and upwelling in tropical and/or subtropical ocean
regions, that established/enhanced the Walker circulation (Ravelo et al., 2004).

A remarkable sediment borehole record, retrieved from the central Arctic Ocean (ACEX),
strongly indicates a permanent Arctic sea-ice cover for the last ca. 14 myr (Moran et al.,
2006; Darby and Zimmerman, 2008; Haley et al., 2008; Krylov et al., 2008; St. John, 2008)
consistent with prevalent cool climate conditions during this period (Shevenell et al., 2004).
However, within the Neogene, warm climate excursions potentially favored the establishment
of a seasonally ice-free Arctic ocean, as indicated by SST reconstructions of the late Pliocene
(Dowsett et al., 2009).
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Chapter 4

Dynamic soil feedbacks on the
climate of the mid-Holocene and
the Last Glacial Maximum

4.1 Soil interaction—A missing feedback in climate mod-
els?

As yet, climate sensitivity on long timescales is still underestimated by GCMs (e.g. Pagani
et al., 2010; Valdes, 2011). Proxy records from the “hothouse” tectonic past (late Cretaceous,
Cenozoic) indicate a decreased meridional global temperature gradient with amplified warming
in polar regions, known as “equable climate” (Jenkyns et al., 2004; Moran et al., 2006; Huber
and Caballero, 2011; Salzmann et al., in revision). Additionally to elevated atmospheric
CO2 levels, plausible mechanisms that reconcile modeling results and proxy data have been
proposed (polar stratospheric clouds, vegetation dynamics, oceanic heat transport, orbital
parameters; Sloan et al., 1995; Otto-Bliesner and Upchurch, 1997; Sloan and Morrill, 1998;
Sloan and Pollard, 1998; Kump and Pollard, 2008; Willeit et al., 2013). Another potential
mechanism, which has not yet been accounted for in Earth system models with land surface
dynamics, is pedogenesis. In general, soil genesis is controlled by time, parent material,
topography, climate, vegetation (and humankind) (Jenny, 1941). So far general circulation
models (GCMs), trained to simulate present and thus future climate scenarios for the next
ca. 100–300 yr (Meinshausen et al., 2011), do not account for soil development. The typical
timescale of pedogenesis is in the order of 100–1000 yr and more (Jenny, 1941), but degradation
of soils by erosion due to land cover change, e.g. deforestation, can occur on much shorter
timescales. It has been speculated for instance, that intensive land use, and thus the exposure
of bright underlying soils in the Sahel zone triggered the inter-decadal drought event ca. 1969
(Nicholson et al., 1998). In analogy to modern climate, the Sahel also has undergone dramatic
desertification during the mid-Holocene about 5500 yr ago (Foley et al., 2003). A rather
immediate change from humid mid-Holocene conditions to desertification of the Sahel due to
a gradual change of orbital parameters suggests the presence of strong nonlinearities in the
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climate system of that region. Many modeling studies have investigated the intensification of
Holocene wind systems in North Africa (e.g. Kutzbach and Otto-Bliesner, 1982; Kutzbach
and Street-Perrott, 1985; Kutzbach and Guetter, 1986; deMenocal and Rind, 1993) resulting
in decreased Sahara desert area and a northward shift of the Sahel. Such evidence has
been retrieved from various proxy records, e.g. abundant pollen data in marine (Dupont,
2011) and terrestrial archives (Prentice et al., 2000; Bartlein et al., 2011), the presence of
paleolakes (Petit-Maire and Riser, 1981; Hoelzmann et al., 1998, 2000), traces of human
migration and inhabitation (Petit-Maire, 1989), skeletal remnants of herbivores (Petit-Maire
and Riser, 1981; Petit-Maire, 1989) and rock engravings (McIntosh and McIntosh, 1983).
The cause of intensified Holocene wind systems in North Africa is supposed to be increased
seasonal contrast of solar radiation (and higher insolation in the northern high latitudes,
Berger, 1978), since atmospheric greenhouse gases at that time were close to pre-industrial
values (Petit et al., 1999). Basically the concept of fast land surface heating, compared
to the inertia of ocean heating during the spring to summer transition, results in inland
moisture convergence and strong precipitation events. Based on the theory of land to ocean
temperature contrast (Charney, 1975; Charney et al., 1977), model studies with modifications
in the Earth’s orbital parameters gradually investigated the impact of increased Atlantic SSTs
(e.g. Kutzbach et al., 1996; Texier et al., 2000; Zhao et al., 2005), feedbacks by vegetation
migration (Kutzbach et al., 1996; Texier et al., 1997; Claussen and Gayler, 1997; Claussen,
1997; Braconnot et al., 1999; Texier et al., 2000; Braconnot et al., 2007), enhanced land
evapotranspiration through higher abundance of lakes and wetlands (Coe and Bonan, 1997;
Broström et al., 1998; Carrington et al., 2001; Krinner et al., 2012), and increased water
holding field capacities in soils (Levis et al., 2004) and a decrease in land surface albedo
(Bonfils et al., 2001; Levis et al., 2004; Knorr and Schnitzler, 2006; Schurgers et al., 2007;
Vamborg et al., 2011) on the moisture content transported with the African wind system.
Actually, numerical models that take into account integrated atmosphere-ocean-vegetation
feedbacks are evaluated to represent the mid-Holocene African monsoon more realistically
(Braconnot et al., 2007). Several studies highlight the role of pedogenesis in influencing the
land surface energy balance, water recycling and thus vegetation impact, which might be
crucial for Holocene climate simulations, future climate scenarios, or the investigation of
climate on tectonic timescales (Kutzbach et al., 1996; Doherty et al., 2000; Levis et al., 2004;
Knorr and Schnitzler, 2006; Shellito and Sloan, 2006; Wanner et al., 2008; Brovkin et al.,
2009; Micheels et al., 2009; Knorr et al., 2011; Krapp and Jungclaus, 2011; Vamborg et al.,
2011). Furthermore, model studies that test the sensitivity of land surface albedo highlight
the importance to achieve for a realistic representation of background albedo (Kutzbach
et al., 1996; Levis et al., 2004; Knorr and Schnitzler, 2006; Jiang, 2008). Recently, Vamborg
et al. (2011) dynamically computed foliage litter in a GCM with dynamical vegetation. The
result is a reduction of land surface albedo due to soil darkening that leads to a strengthening
of the mid-Holocene African wind system. Apart from that, present-day studies highlight
the importance of soil moisture as a feedback on precipitation (e.g. Bergengren et al., 2001;
Douville et al., 2001, 2007) and for modulating local seasonal precipitation (e.g. Seneviratne
et al., 2006, 2010). In an atmospheric GCM study, Wang (1999) associated the adjuncts
of finer soil texture and darker soils with vegetation reconstructions of the mid-Holocene.
This results in intensified East Asian rainfall and improved quantitative agreement to proxy
records. As another important mechanism, Levis et al. (2004) isolate the effect of modified
soil texture from desert sand to loam which increases soil water retention. They find a weak
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but widespread increase of evapotranspiration at the Sahara, but the North African rain belt
is dominated by modified land albedo. Continuatively Jiang (2008) investigated the role of
physical soil characteristics (soil color, soil texture) for the LGM by using an atmospheric
GCM that has been asynchronously coupled to a terrestrial biosphere model. Jiang (2008)
iteratively adapted soil characteristics where the absolute simulated vegetation in a grid cell
has changed. The integrated vegetation-soil feedback reinforced glacial cooling to some extent
(Jiang, 2008).

The advent of coupling vegetation with climate models was initiated by Henderson-Sellers
(1993) and Claussen (1994). As a starting point, Henderson-Sellers (1993) used a version of the
Holdridge (1947) life zone classification, condensed into ten different continental vegetation
classes. This approximation was necessary to translate the classification to ecotypes of
the Biosphere-Atmosphere Transfer Scheme, that was coupled to the atmospheric model
CCM1 (Williamson et al., 1987). In a parallel approach Claussen (1994) used the equilibrium
vegetation model BIOME1 by Prentice et al. (1992) and applied an asynchronous coupling
technique with the AGCM ECHAM3 (Roeckner et al., 1992). Therein, ECHAM3 computes
climate data fields in a first step, that are passed in a second step to BIOME1 to calculate an
equilibrium plant distribution. Subsequently the physical parameters of simulated vegetation
types are used to reinitialize the boundary conditions of the atmosphere model. This procedure
is iteratively repeated until vegetation and climate model are equilibrated (Claussen, 1994).
After recognizing their importance, dynamical vegetation models became fully integrated
into GCMs (e.g. Foley et al., 1994, 2000). Here, we introduce a simple equilibrium soil
scheme, asynchronously coupled to COSMOS-ASO, that has been inspired by the procedure of
Claussen (1994). The purpose of this scheme (COSMOS-ASOsol) is to capture biogeophysical
feedbacks between soil genesis/degradation and climate as proposed by Levis et al. (2004).
The effect of the soil feedback is tested in climate simulations that represent a warm (mid-
Holocene) and cold (LGM) climate relative to Pre-industrial, and the results are compared to
geological data in order to set a range of potential soil impact on global climate for glacial
and interglacial periods of the Quaternary.

4.2 Results

4.2.1 Pre-industrial simulation

In Fig. 4.2.1 global surface air temperature, precipitation and evaporation anomalies of
PI_sol-PI_ctl are shown. At high northern latitudes surface air temperatures are locally
increased by about 1°C at the Canadian Archipelago and Baffin Bay affected by reduced
sea-ice cover in consequence of a change in soil characteristics. In general reduced sea-ice cover
is observed in areas around the coasts encapsulating the Arctic Ocean and Barents Sea as well
as the Antarctic continent. The Arabian Peninsula/Sahara desert parametrization exhibits
anomalies in the surface radiation balance which are related to deviations in land albedo
compared to the original input-file of PI_ctl. The soil albedo directly reflects a temperature
signal because of the absence of vegetation cover in this area. Regional temperature anomalies
vary from -3.2°C (desert regions in South Asia) to +2.3°C (Sahara desert) where the land
albedo is over- (+0.14) or underestimated (-0.08), respectively. The surface of the Southern
Ocean is warming due to reduced sea-ice cover and a decrease in strength of the Atlantic
Meridional Overturning Circulation (AMOC) which is accompanied by a lesser heat advection
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Figure 4.2.1: Differences in 100 yr mean of the pre-industrial climate state with included soil
dynamics and fixed soil characteristics (PI_sol-PI_ctl) for (a) surface air temperature in °C,
(b) total precipitation in mmday-1, (c) evaporation in kgm-2 day-1, (d) forest fraction, (e)
grass fraction and (f) desert fraction.
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from the South. Here the AMOC is reduced by 1 Sv (1 Sv = 1×106m3 s-1) compared
to the pre-industrial run (16 Sv). In Fig. 4.2.1b total precipitation shows some regional
anomaly patterns in lower latitudes, i.e. an anomalous northward shift of the Indonesian
rainfall, and increased precipitation in tropical rainforests. A similar pattern is observed
in the evaporation anomaly (Fig. 4.2.1c). In general the global pattern of water holding
field capacities is reasonably captured by our simulation (not shown), thus underestimating
maximum values in the tropics and east of China by our soil lookup-table (Table 2.2). The
soil scheme overestimates field water capacities in North Europe and North America where
soil progression is lagged by deglacial ice sheet retreat. Since there is no time-dependent
function of soil evolution in our soil scheme, our model exhibits an equilibrated final state of
the physical soil characteristics in these regions. Globally the water holding field capacity of
soil becomes higher (+0.06 m) than PI_ctl (0.63 m) but the global inventory of soil water is
slightly reduced (-0.008 m). Further, evaporative processes over land increase (0.012 mmday-1)
and land surface runoff and drainage is increased (+0.014 mmday-1) but compensated by
the atmospheric exchange of fluxes via total precipitation over land (+0.027 mmday-1). The
global mean of surface air temperature is increased by +0.27°C. In PI_sol the simulated
forest cover slightly increases in high latitudes and decreases in subtropical regions where
it is replaced by grass cover (Fig. 4.2.1d, e). The inclusion of the soil scheme particularly
favors the expansion of forests by reduced temperatures of the coldest month especially in
the northeast of Canada, the Canadian Archipelago (2-5°C) and North Siberia (ca. 1°C). In
the subtropical areas grass cover increases to the expense of forest cover mainly due to an
underestimation of the calculated water field capacity of soils in the soil scheme.

4.2.2 Mid-Holocene climate

The mid-Holocene simulation HOL_sol is characterized by a redistribution of solar radiation
caused by modified settings of the orbital parameters and a reduced level of methane content
in the atmosphere (650 parts per billion) compared to CTL_sol which leads to an overall
warming of +0.34°C. Most of the warming anomaly can be found in high northern latitudes
especially in the Barents Sea (>7°C), where sea-ice retreats (Fig. 4.2.2). A moderate warming
of ca. 1°C is observed in the tropics as well as some local areas of the Sahara and the
Arabian Peninsula. Regional cooling from -1 to -3°C is located in typical monsoon regions
like Sahel and India. The precipitation anomaly (Fig. 4.2.3) confirms that land surface
cooling occurs in areas of high precipitation and evaporation (Fig. 4.2.4) consistent with
increased latent heat fluxes. The northward shift of the precipitation anomaly causes
reduced rainout above Brazil, South Africa and Australia, thus causes decreasing tropical
forest cover there (Fig. 4.2.5). Therefore reduced evapotranspiration in the tropics results in a
warming anomaly in consequence of less latent heat transfer. The mid-Holocene land surface
is described by higher occurrence of forests (+2.6%) in expense of grassland and a decline in
the desert fraction (-4.4%). In more detail trees are more abundant in North Canada and
North Siberia as well as the Sahara/Sahel boundary, but reduced in some other regions, in
Europe for instance. Nevertheless grass cover increases in total (+0.8%) especially in the
Sahara, whereas desert reduces at the southern boundary of the Sahara and in high northern
latitudes. Since terrestrial vegetation beyond Sahara/Sahel does not exceed 50%, adaption of
soil characteristics is not applied (see Sect. 2.1.2).
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Figure 4.2.2: Surface air temperature (°C) anomalies of a 100 yr mean climate state with
respect to Pre-industrial for (a) mid-Holocene (HOL_sol-PI_sol), (b) mid-Holocene soil
feedback ( ), (c) Last Glacial Maximum (LGM_sol-PI_sol), (d) Last Glacial Maximum soil
feedback (f̂LGM,sol).
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Figure 4.2.3: Total precipitation (mmday-1) anomalies of a 100 yr mean climate state
with respect to Pre-industrial for (a) mid-Holocene (HOL_sol-PI_sol), (b) mid-Holocene
soil feedback (f̂HOL,sol), (c) Last Glacial Maximum (LGM_sol-PI_sol), (d) Last Glacial
Maximum soil feedback (f̂LGM,sol).
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Figure 4.2.4: Evaporation (kgm-2 day-1) anomalies of a 100 yr mean climate state with respect
to Pre-industrial for (a) mid-Holocene (HOL_sol-PI_sol), (b) mid-Holocene soil feedback
(f̂HOL,sol), (c) Last Glacial Maximum (LGM_sol-PI_sol), (d) Last Glacial Maximum soil
feedback (f̂LGM,sol).
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Figure 4.2.5: Vegetation differences in 100 yr mean of the mid-Holocene and pre-industrial
climate state with included soil dynamics (HOL_sol-PI_sol) and enclosed soil feedback
(f̂HOL,sol), for (a) forest fraction and (b) soil impact on forest fraction, (c) grass fraction and
(d) soil impact on grass fraction, (e) desert fraction and (f) soil impact on desert fraction.



50 CHAPTER 4. DYNAMIC SOIL FEEDBACKS

4.2.3 LGM climate

A modified configuration of the Earth orbit, adapted greenhouse gas concentrations in the
atmosphere, expansion of the LGM ice sheets in height and surface area as well as a sea level
drop, following the protocol of PMIP3, lead to a subsequent global surface cooling of -7.03°C.
The strongest cooling is located at the peak of ice sheets and Nordic Seas, where a perennial
sea-ice cover evolves (Fig. 4.2.2). The impact of the introduced soil scheme results in an
additional cooling of -1.07°C with highest anomalies in high northern latitudes and some
regional cooling anomalies at subtropical land surface spots. In the atmosphere the absolute
air humidity is strongly reduced which dampens precipitation (Fig. 4.2.3) and evaporation
(Fig. 4.2.4) in a glacial climate. The total precipitation decreases at the equator in the
inner tropical convergence zone and latitudes >40° in global mean by -0.42 mmday-1. The
expansion of sea-ice cover towards the equator reduces water vapor transport to the poles,
forcing a rainout along the horse latitudes (ca. 30°N, S) where total precipitation is increased
(Fig. 4.2.3). The terrestrial vegetation shows a decrease of forest cover (-14.9%) compensated
by grass cover (+10%) and expansion of polar and Sahara desert area (+12.7%). Taken into
account the additional area of exposed shelf seas, trees (+6% in global mean) and grasses
(+7%) can evolve there. A major retreat in boreal forest cover arises in Eurasia in a zonal
belt between 50-65°N and at the proximity of the Scandinavian and Laurentide ice-sheets
(Fig. 4.2.6). Interestingly, the forest cover slightly increases along the horse latitudes in
response to higher precipitation there. The tropical forest cover is dramatically reduced
by -59% compared to PI_sol. In most areas grass cover compensates for forest regression.
Nevertheless, in areas affected by desert expansion, e.g. Arabian Peninsula, Sahara/Sahel
borderline and North Siberia, grassland disappears and bare soil remains.

4.2.4 Dynamic physical soil characteristics and their impact on mid-
Holocene and LGM climate

Computed changes of soil albedo and water holding field capacities by the soil scheme under
different climate states are shown in Fig. 4.2.7. The soil scheme discriminates soil texture
(five types, ranging from clay to sand) only into two types, loam-and-clay under prevailing
tropical broadleaved evergreen forest and loam for the residual land surface. For a warmer
than pre-industrial climate the global mean field capacity of soil increases by +0.024 m
over land surfaces (without ice sheet) especially at the Sahel, transition zone of desert and
savannah. Consequently, the global soil water body increases by +0.019 m compared to
PI_sol (Fig. 4.2.8). The synergistic term of soils and mid-Holocene climate exhibits an
increase of soil wetness of +0.013 m in global mean (Table 4.1).
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Figure 4.2.6: Vegetation differences in 100 yr mean of the Last Glacial Maximum and pre-
industrial climate state with included soil dynamics (LGM_sol-PI_sol) and enclosed soil
feedback (f̂LGM,sol), for (a) forest fraction and (b) soil impact on forest fraction, (c) grass
fraction and (d) soil impact on grass fraction, (e) desert fraction and (f) soil impact on desert
fraction.
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Figure 4.2.7: Changes in water holding field capacities (m) in soils and zonally integrated
land surface and soil albedo for (a) mid-Holocene (HOL_sol-PI_sol) and (b) Last Glacial
Maximum (LGM_sol-PI_sol).
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Figure 4.2.8: Soil wetness (m) anomalies of a 100 yr mean climate state with respect to
Pre-industrial for (a) mid-Holocene (HOL_sol-PI_sol), (b) and Last Glacial Maximum
(LGM_sol-PI_sol) and changes in surface albedo for (c) mid-Holocene and (d) Last Glacial
Maximum.
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Table 4.1: Global anomalies of land surface characteristics and the contribution of soil feedback
for mid-Holocene and Last Glacial Maximum model studies.

HOL_sol-
CTL_sol
(syn)

LGM_sol-
CTL_sol
(syn)

LGM_sol-
CTL_sol without
exposed shelves

(syn)
soil wetness (cm) 1.85 (+1.26) 3.03 (-4.5) -3.66 (-5.69)
snow depth (in mm
water equivalent)

-0.21 (-0.36) 31.6 (-39.3) 9.08 (+8.28)

snow fall
(kgm-2 yr-1)

-1.03 (-1.25) -16.9 (+4.26) 16.37 (+3.85)

surface runoff and
drainage
(kgm-2 yr-1)

6.72 (+3.35) -23.8 (+2.62) -4.89 (+3.69)

land evaporation
(kgm-2 yr-1)

26.04 (+5.78) -139 (-17.3) -44.2 (-12.8)

skin reservoir
content (mm)

0.008 (+0.001) 0.005 (-0.002) -0.016 (-0.003)

snow accumulation
over land
(kgm-2 yr-1)

0.053 (+0.013) 0.192 (+0.255) 0.027 (+0.13)

maximum field
capacity of soil
(cm)

2.38 (+2.38) 1.89 (-7.05) -8.76 (-8.34)

total precipitation
over land
(kgm-2 yr-1)

32.5 (+6.9) 142 (-15) -46.7 (-9.47)

Po-Eo
(kgm-2 yr-1)

-2.28 (-1.29) 1.03 (-0.12) 0.68 (-0.35)

Further, an increase of landward water transport (1.29 kgm-2 yr-1) from the ocean, land
surface runoff and drainage (3.35 kgm-2 yr-1) is affected by changes of physical soil properties.
The global mean of land surface albedo decreases by -0.011, with maximum anomalies >0.19
at the Sahel region caused by vegetation migration towards the Sahara where it shades the
modified soil albedo (Fig. 4.2.2). The integrated zonal mean of high northern latitude land
albedo decreases due to a darkening of the soil (Fig. 4.2.7) accompanied by an increased forest
cover (Fig. 4.2.5) and less snow cover (Fig. 4.2.9). The forest cover replaces C3 grass cover
and thus modifies the soil characteristics: A higher abundance of boreal evergreen forest in
the high latitudes leads to a lowering of the soil albedo and higher maximum water holding
field capacities compared to soils associated to C3 grasses. Darker soils are generated leading
to a change in the local energy budget and higher surface air temperatures adjust which in
turn lead to an amplified decrease of polar desert cover, again reinforcing soil genesis (see
Sect. 4.2.4). The computed soil characteristics of the LGM model simulation show a global
decrease in water holding field capacities (Fig. 4.2.7b), which is overcompensated by soil
formation at exposed shelf seas, added to land surface grid cells (Table 4.1). This variable
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Figure 4.2.9: Snow depth (water equivalent in mm) anomalies of a 100 yr mean climate state
with respect to Pre-industrial for (a) mid-Holocene (HOL_sol-PI_sol), (b) mid-Holocene
soil feedback (f̂HOL,sol), (c) Last Glacial Maximum (LGM_sol-PI_sol), (d) Last Glacial
Maximum soil feedback (f̂LGM,sol).
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strongly modulates soil wetness (Fig. 4.2.8b). Along a zonal mean the soil albedo increases,
especially in high latitudes (Fig. 4.2.7b). In consequence, calculated land surface albedo also
increases, especially in Asia and in the vicinity of expanding desert areas (Fig. 4.2.8d) due to
the expense of grass and forest cover there (Fig. 4.2.6).

Hydrological cycle

A change in physical soil characteristics like water field capacity in soils potentially impacts
the hydrological cycle over land. The mid-Holocene model simulation with dynamic geophysi-
cal soil characteristics shows increased evaporation over land surface areas contributed by
additional moisture flux from the ocean towards land (Table 4.1). Higher land evaporation
is supported by an increase in temperature and transpiration of forest (+2.6%) and grass
cover (+0.8%) change. Consequently, elevated land precipitation and soil moisture result in
increased drainage and land surface runoff. The soil scheme amplifies each of the described
processes in the water cycle, but favors forest cover (+0.9%) instead of grassland (-0.6%)
(Fig. 4.2.5). For the mid-Holocene, the configuration of orbital parameters results in stronger
seasonal amplitudes of solar radiation. After winter periods, when solar radiation increases, a
land to ocean temperature contrast evolves, caused by the thermal inertia of the ocean relative
to the land surface. The land/ocean temperature gradient favors moisture transport towards
inland, as seen in the African monsoon for instance. This mechanism is intensified by the
setting of mid-Holocene orbital parameters, i.e. when summer solstice was closer to perihelion
of the Earth orbit. In general this can be seen in a net water vapor transport from ocean
towards land compared to ctl_sol (Table 4.1). An intensification of the African wind system
leads to increased precipitation in the Sahel zone favoring the establishment of forest cover.
Also in high northern latitudes, where sea-ice cover is reduced due to warmer temperatures,
increased open waters contribute to raised evaporation over the ocean (e.g. Barents Sea).
Therefore, the global forest cover can increase and expand in areas formerly characterized by
tundra (C3 grasses and cold shrubs) or desert. The resulted change of terrestrial vegetation
cover leads to higher water storage capacities in soils (Table 4.1), typically found under forests
and C4 grasses and thus, as a result, soils moisten. In consequence of extended forest cover
and higher temperatures, which is amplified by the effect of higher water storage in soils
(Table 4.1), the land evaporation (and transpiration) and precipitation increases significantly.
In HOL_sol the additional atmospheric water transport from ocean to land together with
land precipitation is not fully compensated by evaporation, closing the hydrological cycle via
elevated drainage and land surface runoff towards the ocean (Table 4.1).

In a glacial climate regime like LGM, with significantly colder surface temperatures than
Pre-industrial (-7.03 C), land evaporation and net water transport from ocean towards land
is reduced. All forest PFTs and C4 grasses retreat due to unfavorable climate conditions
and are replaced by shrubs and grassland reducing evapotranspiration. The synergistic effect
of a cold, dry climate and subsequent soil degradation leads to lower soil water storage
capacities (-7.05 cm) resulting in decreased soil wetness (-4.5 cm) and increased surface runoff
(+2.62 kgm-2 yr-1). However, LGM_sol is characterized by higher soil water storage capacity
and soil water content compared to PI_sol. This can be explained by the sea-level drop,
which exposes ocean to land surface grid points, especially in shelf areas of the Arctic Ocean
and the Indonesian Archipelago. Climate conditions and additional vegetation cover in low
latitudes favor soil formation processes in the exposed ocean grid points, therefore anomalies of
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maximum field water capacities (Fig. 4.2.7) in the tropics exhibit highest anomalies compared
to high latitude grid cells (Fig. 4.2.8). In consequence the overall decrease of maximum water
storage capacities in soils (-8.76 cm) is overcompensated by the additional land surface grid
points leading to wetter soils (+3.03 cm).

Heat balance and surface air temperatures

The global mean of total incoming radiation for the mid-Holocene simulation is slightly
reduced compared to the pre-industrial control run (-0.14 Wm-2). The configuration of
orbital parameters results in a shift of incoming solar radiation from the tropics towards high
latitudes. In consequence of nonlinearities in the climate system, feedback mechanisms acting
especially in high latitudes, HOL_sol gets comparably warmer (+0.34°C) than CTL_sol.
More shortwave radiation (-2.88 Wm-2) at the surface is transferred to longwave radiation
(+2.49 Wm-2) by a darkening in land surface albedo, without consideration of the ice-sheets
of Greenland and Antarctica, which results in a warming of the mid-Holocene simulation.
This is partly compensated by the transfer of sensible energy into latent energy via latent
heat flux (+2.06 Wm-2) which can lead to regional cooling, where the latent heat flux exceeds
the sensible heat flux, e.g. in the southern Sahel region. The synergistic effect of physical soil
properties and climate amplifies the warming during the mid-Holocene Epoch of about 70%
(+0.24°C) in our model simulations especially at the land surface (+0.44°C). The increased
soil water storage capacities at the Sahel region and high northern latitudes increase the
soil water content, fostering evaporation (see Sect. 4.2.4) and cooling due to stronger latent
heat transfer (+0.29 Wm-2). Nevertheless, the sensible heat flux shows a higher transfer of
energy (+0.71 Wm-2) to temperature via changes of soil albedo which overcompensate latent
heat transfer. Affected regions can be found in transitional climate regimes characterized
by positive changes in vegetation cover with bare soil (Fig. 4.2.5) like Northern Siberia and
the northern Sahel zone. In the north-polar region an increase in forest cover as seen in the
anomaly plot (Fig. 4.2.5a) and the synergy of soil processes (Fig. 4.2.5b) leads to a shading
of the snow cover beneath the forest canopy, a darkening of the albedo resulting in higher
sensible heat flux at the surface. Including physical soil properties tend to amplify this
process by earlier spring snow melt due to the surrounding of darker soils with an anomalous
increase in spring temperatures as a consequence. This mechanism acts in concert with
a delayed expansion of sea-ice cover during autumn (initiated by the stronger insolation
at the poles and enlarged seasonal insolation contrast of orbital parameter setting) which
further decreases the planetary albedo. With the retreat of sea-ice cover the insulation effect
between atmosphere and ocean disappears and the heat flux increases. Both mechanisms
tend to enlarge the growing season of terrestrial vegetation. The model simulation of the
Last Glacial Maximum (LGM_sol) is characterized by an increased snow cover, a retreat
of tropical forest cover (-59% compared to PI_sol) and an expansion of the Sahara desert,
a southward shift of the boreal tree line to ca. 58°N and a replacement from tundra to
polar desert in North Siberia (Fig. 4.2.6) which raise land surface albedo. The synergistic
effect of a glacial climate and adaptable geophysical soil parameters exhibit an amplified
decrease in forest cover (-2.6%) substituted by grassland (+2.7%) and expansion of desert
regions (+1.4%). This leads to a brightening of the land surface (Fig. 4.2.7b) and increased
backscattering of shortwave radiation (+7.09 Wm-2) supported by changes of geophysical
soil properties (+2.52 Wm-2). In consequence of the cooling and the decrease of terrestrial
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vegetation, evapotranspiration is reduced. Therefore, the latent heat flux is strongly reduced
(-4.15 Wm-2) corroborated by the effect of degraded water holding field capacities in soils
(-1 Wm-2). In a zonal belt between 50-65°N over Asia, the water holding field capacities in
soils and tree cover are strongly decreased. The migration of forests exposes brighter and
more degraded soils compared to PI_ctl and thus the sensible heat flux is reduced. If the
increase of land surface area due to the drop of sea-level is taken into account, the effect
of latent and sensible heat transfer is attenuated or even reversed (+4.4 Wm-2). However,
compared to evaporation over substituted open ocean waters (-656 kgm-2 yr-1), this effect is
negligible.

4.3 Discussion

4.3.1 Dynamic soil feedback for mid-Holocene climate

Considering the dynamic adaptation of physical soil characteristics, our results indicate a
warmer mid-Holocene climate than shown in most previous modeling studies with dynamic
vegetation (Gallimore et al., 2005; Braconnot et al., 2007; Otto et al., 2009a,b). The increase
of global surface air temperature of +0.34°C in our simulation is comparable with a mean
warming of +0.36°C in the study of O’ishi and Abe-Ouchi (2011) using a GCM with slab
ocean-atmosphere-vegetation dynamics. They state that most of the modeled global warming
is derived from vegetation dynamics (+0.23°C), whereas warming in our simulations is
derived from soil mechanisms with feedbacks to vegetation, sea-ice and atmosphere (+0.24°C),
compared to our standard simulations without soil scheme (HOL_CTL-PI_CTL: +0.10°C).
The change in solar forcing results in a warming of the high northern latitudes amplified
through the interaction of the sea-ice albedo feedback (late autumn which continues into winter
time), snow-vegetation feedback (winter period) and vegetation-soil feedback (throughout
the year). Especially the start of snow-melt happens earlier on soils with lower albedo,
which compensates for the effect of low spring insolation during mid-Holocene. For the
mean mid-Holocene climate north of 60°N, Sundqvist et al. (2010a,b) reconstruct 2°C warmer
temperatures than Pre-industrial, with seasonal variations of +1°C in summer and +1.7°C in
winter. They conclude that year-round warming in the high northern latitudes is mainly due to
warmer spring and/or autumn temperatures. Our model studies show amplified temperature
changes in high latitudes (>60°N), which leads to +1.15°C warming without—and to +1.83°C
with the soil scheme. The highest seasonal warming happens in winter (+2.37°C) and autumn
(+2.35°C) consistent with increased solar radiation but not in agreement with +1°C winter
warming as stated by Sundqvist et al. (2010a,b). However, the multi-proxy approach might be
biased by an uneven clumping of proxy data in north Scandinavia and disproportionately high
amount of terrestrial records compared to marine proxy archives (Sundqvist et al., 2010a,b;
Otto et al., 2011) . Nevertheless, winter warming in high latitudes seems to be essential for
northward migration of trees and expansion of temperate deciduous forests in Europe by
reducing severity of coldest month temperature (Prentice et al., 2000). Otto et al. (2011)
faced the problem of early spring warming with an atmosphere-vegetation model study, in
which they tested the climate sensitivity of increased snow masking by forest canopy. The
atmosphere-vegetation feedback alone revealed a spring warming of 0.34°C by an expansion
in forest cover of 13%, which is still not sufficient to explain the mismatch between model
and proxy data (Otto et al., 2011). Although insolation during spring was reduced, HOL_sol
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warms about +0.98°C, strongly pushed by the integrated soil feedback (+0.72°C), which
also contributes to warming through all seasons. Our model study simulates significant
increase of forest cover of +11% in high latitudes (60-90°N) and stable forest cover (+0.7%) in
mid-latitudes (35-60°N) which is in line with pollen records published by Prentice et al. (2000).
Both, Wohlfahrt et al. (2004) and Gallimore et al. (2005) find an increase in modeled grassland
at mid-latitudes, once associated with spring warming (Wohlfahrt et al., 2004) and once with
spring cooling (Gallimore et al., 2005). Mid-latitude anomalies of total water holding field
capacities of soils and soil wetness are moderately increased. Although spring insolation
is low, temperatures during spring are close to PI_sol (-0.07°C). The soil and vegetation
feedback (Wohlfahrt et al., 2004) potentially provides a mechanism for anomalous spring
warming (+0.4°C), closing the gap of model-data mismatch (Sundqvist et al., 2010a,b; Otto
et al., 2011). In Europe, an increased temperature anomaly, with warming in Scandinavia
and cooling in the Mediterranean region is suggested by the pollen record (Prentice et al.,
2000; Bartlein et al., 2011). As a consequence of mild winters in North Europe, temperate
deciduous forests expand in expense of boreal conifers (Prentice et al., 2000). Our model
simulates mid-Holocene warming in North Europe, which is amplified through changes in
soil albedo and interaction with sea-ice retreat in the Barents Sea. However, the model
simulation does not constitute an improvement compared to other simulations which fail to
simulate the cooling in the circum-Mediterranean region (Braconnot et al., 2007; Bartlein
et al., 2011). A mid-Holocene cooling in the eastern Mediterranean region as e.g. seen in
proxy data (Rimbu et al., 2003, and references therein), is captured in some models showing a
tendency for a positive phase of AO/NAO during this time (Lorenz and Lohmann, 2004; Felis
et al., 2004). In the African continent the pollen data suggests an intrusion of xerophytic
scrubs and a northward shift of the Savannah into the Sahara (ca. 20°N, Prentice et al.,
2000) enabled by increased precipitation (+200-500 mmyr-1, Bartlein et al., 2011). Due
to the Sahara desert soil parametrization pedogenesis does not happen further north than
20°N and 24°N latitude at the Arabian Peninsula, respectively. The strongest change of soils
characteristics is localized along a zonal band ca. 13–17°N where precipitation increases by
ca. 200–600 mmyr-1. Due to changes in physical soil characteristics, precipitation anomalies
additionally rise about 10–30% in the Sahel, and even >40% at the Arabian Peninsula.
However, this is still not sufficient to feed the catchment area of paleolakes in south east
Africa ca. 20°N (Hoelzmann et al., 2000; Vamborg et al., 2011). Apart from local water
recycling and delayed water retention of soil processes the inclusion of wetlands and increased
lake surface area might increase convective precipitation (Broström et al., 1998; Krinner et al.,
2012). Further north the model climate simulation shows the evolution of grassland parallel
to reduced desert appearance congruent to the records of Prentice et al. (2000). The soil
moisture feedback in monsoonal regions can be twofold. On one hand high soil moisture
and thus large evaporation enhance precipitation and local water recycling. On the other
hand, evaporative cooling reduces the land/ocean thermal gradient dampening moisture
convergence over land. Douville et al. (2001), for instance, conducted soil moisture sensitivity
studies in an AGCM for the Asian and African monsoon regions. In their studies of locally
increased soil moisture, the evaporative cooling effect dominates in the Indian continent
resulting in a weaker monsoonal wind flow, whereas soil moisture influences precipitation in
sub-Saharan Africa (Douville et al., 2001), generating a positive feedback mechanism. As
shown in the present work, mid-Holocene precipitation anomalies in typical monsoon areas
are increased. In our approach, soil moisture and water holding field capacity of soils in these
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regions increase, parallel with a darkening of soils which compensate for potential negative
feedbacks of decreased moisture convergence. In the context of Holocene African wind system
evolution, several mechanisms have been proposed for a zonal northward shift of the African
rain belt and Indian monsoon (Wanner et al., 2008). Here, we can confirm that the soil
feedback induces more forest cover and reduces desert appearance. As a consequence of the
soil treatment, water holding field capacity and thus soil moisture increases in the Sahel zone
reinforcing evaporation, precipitation and cloud cover. At 13°N latitude (and north India)
lowered land albedo strengthens sensible heat flux in concurrence with increased soil water
storage capacity leading to higher evapotranspiration, cloud cover and precipitation (soil
moisture precipitation feedback) resulting insignificant surface temperature anomaly. Further
north, at 17°N latitude the darkening of land surface by soil albedo change dominates the
anomalous warming in south Sahara resulting in an elevated latitudinal temperature gradient.
In model simulations of the Eemian, Herold and Lohmann (2009) reveal a mechanism in
which the latitudinal temperature difference above North Africa favors a stronger zonal
pressure gradient. Along the gradient, zonal wind fields establish carrying Atlantic moisture
inland. In agreement with simulations of the mid-Holocene (Braconnot et al., 2007), Herold
and Lohmann (2009) conclude that this mechanism dominate during interglacials, when the
Earth’s orbit favors increased seasonality and Northern Hemisphere insolation. In response
to migration of vegetation, soil development might support this mechanism, advecting more
Atlantic moisture towards the African continent. Kutzbach et al. (1996) prescribe effects
of vegetation expansion, change in soil color and texture for mid-Holocene in an AGCM.
Their results show a strong positive feedback of soil characteristics reinforcing the monsoon,
higher than changes in vegetation. Levis et al. (2004) utilize an AOGCM with dynamic
vegetation and apply changes in soil albedo and soil texture. They conclude that the West
African monsoon is more sensitive to changes in land surface albedo rather than to changes
of evapotranspiration. However, in their model approach a wettening of soils leads to halve
of the respective albedo exhibiting a strong feedback in their model approach. In a study
using a vegetation module asynchronously coupled to a GCM, Gallimore et al. (2005) find a
strong anomalous shift in forest cover increasing (+18%) between 60-90°N and decreasing
(-12%) between 35-60°N. The expansion of grassland at the expense of forest mainly occurs
in Eurasia which is affected by aridity (less precipitation and increased evapotranspiration)
and lowered soil water content driven by enhanced summer solar radiation (Gallimore et al.,
2005).

4.3.2 Dynamic soil feedback for the Last Glacial Maximum

The general picture of the model-data comparison fits for the glacial climate as it reflects
year-round cooling and continental drying with reduced precipitation (Bartlein et al., 2011).
The soils reduce their ability to hold water against gravity, which decreases retention time and
evaporation, and the land surface appear brighter due to elevated soil albedo. In comparison
to coupled atmosphere-ocean GCM studies of PMIP2, the global cooling of surface air
temperatures shown here (-7,03°C MAT) exceeds the cooling range of former studies (-3 to
-6°C, Braconnot et al., 2007, 2012) and cooling estimates based on proxy data (-4°C; Annan
and Hargreaves, 2013). As an example, modeled cooling in the tropical ocean is overestimated
compared to the MARGO sea surface temperature compilation (MARGO Project members,
Waelbroeck et al., 2009). However, PMIP2 studies do not take into account further negative
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radiative forcings (e.g. dust content; Jansen et al., 2007) which potentially amplify glacial
cooling. Braconnot et al. (2012) associate part of the spread of cooling among the models
with changes in surface albedo, for instance. In future climate scenarios, Hall et al. (2008)
show that high values of prescribed snow albedo reduce the accumulation of snow during
winter resulting in lower soil moisture in the subsequent summer, which reduces evaporation
rates and hence latent heat transfer. Further, Otto et al. (2011) test the sensitivity of
modifying land surface albedo by varying the parametrized shading of forest canopy on snow.
An increase of masking snow on the ground by forest canopy significantly increases spring
warming (+0.34°C north of 60°N latitude) in mid-Holocene simulations (Otto et al., 2011).
Further, values of snow albedo in models of PMIP2 deviate and show different magnitude of
cooling clearly seen above prescribed LGM ice sheets (Braconnot et al., 2012). Braconnot et al.
(2012) conclude that the insufficient representation of paleo monsoon in models questions
the performance of present state of the art land surface schemes with dynamic vegetation
integrated in AOGCMs in representing future land cover change. As the pedosphere is closely
connected to terrestrial vegetation, e.g. plant available moisture, prescribed soil characteristics
might impede vegetation to migrate across present-day climate zones. The soil-feedback leads
to further decreasing of precipitation, evaporation and surface temperatures in global mean.
This leads to a broad expansion of desert areas in Eurasia, North Africa and north Polar
Regions to the expense of grass cover. The expansion of polar desert in the Siberian sector in
expense of C3-grasses leads to degradation and brightening of soils reinforcing cooling which
shifts the northern tree line further south, which is in agreement with reconstructions (Prentice
et al., 2000). In North America forests in close vicinity to the Laurentide ice sheet disappear
in response to the regional cooling effect. South east North America exhibits exceptional
high precipitation caused by a southward deflection of the jet stream around the ice sheet
which fosters tree growth there consistent with the terrestrial pollen record (Bartlein et al.,
2011). For Europe models basically fail to reproduce extreme cooling of ca. 20°C in coldest
month which was reconstructed by pollen data (Bartlein et al., 2011; Braconnot et al., 2012).
In Western Europe, the model produces a cooling of about 18°C, which declines towards
Africa. The model with interactive soil scheme accounts for a surplus of cooling during the
coldest month, which is in the range of global mean cooling due to the soil treatment (-1°C).
Kageyama et al. (2006) find an increased standard variation of coldest-month temperature
in the PMIP2 models for Western Europe, up to three times higher than the control run.
They argue that higher inter-annual variability of extreme cold events during the LGM
might have biased the proxy record towards colder winter temperature reconstructions. Our
model approach shows a similar increase of coldest-month temperature variability like in the
PMIP2 models, only with minor changes due to the soil treatment. Most of the variability
in our model as well as in the PMIP2 models is derived from changes in sea-ice cover in
the North Atlantic impacting European climate (Kageyama et al., 2006). In low latitudes,
tropical rainforest exhibits a strong contraction (-59% in our simulation) caused by diminished
evaporation, reduced water storage capacities in the atmosphere and hence less advective
ocean to land moisture transport. Here, the water holding field capacities and soil moisture
are decreased, which in consequence fasten water retention time and impede the uptake of
plant available water. This is consistent with reconstructions of the rainforest, based on pollen,
geochemical, and stable oxygen isotope data, indicating that Brazil rainforest decreased by
54% and in Africa tropical rainforest decreased by about 84%, limited to viable conditions in
the Congo Basin (Anhuf et al., 2006). In the Southern Hemisphere sea-ice expansion towards
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the equator leads to cooling and dry conditions as shown in the precipitation anomalies
(Fig. 4.2.3). The latitudinal boundary at ca. 45°S exhibits a transition from relative wet
to dry conditions towards the Antarctica, as indicated by PMIP2 model simulations, which
might have isolated the southern circumpolar region (Rojas et al., 2009). The general cooling
in the tropical latitudes weakens the Hadley-cells and trade winds expressed by reduced
convection, evaporation and precipitation in the Innertropical Convergence Zone (ITCZ) and
less advective moisture transport by the weakened subtropical anticyclones. This results in
an increased precipitation anomaly at the horse latitudes, with higher moisture transport
towards land. The soil feedback leads to an additional cooling and weakening of the Haley
cells, as seen in positive precipitation anomalies caused by weakened South Indian, South
Atlantic and South Pacific anticyclones. Evidence for colder and wetter conditions along the
Southern Westerlies have been found in marine sediment cores close to the western margin of
south-western Africa and subtropical South America (e.g. Stuut and Lamy, 2004) and ancient
lake level stands in Bolivia (e.g. Baker et al., 2001). In general grain size distributions in both
sediment cores of Stuut and Lamy (2004) reflect a trend towards lower humidity from the
last glacial towards Holocene, which is in agreement with both of our time-slice experiments.
The modeled vegetation responds to the positive glacial precipitation anomaly with higher
occurrence of boreal forest. This is fostered by local water recycling associated with increased
water storage capacities of soils in South Africa and South Australia. As a result the soil
impact supports the development of boreal forests. Further the compilation of terrestrial
pollen records of Bartlein et al. (2011) confirms increased plant available moisture for the
South African region. Jiang (2008) utilized an atmospheric GCM asynchronously coupled
to the BIOME3 terrestrial vegetation equilibrium model and changed soil characteristics
iteratively, similar to our approach. However, only if the dominant vegetation type in a grid
cell has changed after iteration, soil characteristics were adapted as well. Instead we use
the integrative mean of soil characteristics weighted on plant functional types per grid cell.
Forced by LGM boundary conditions, the model of Jiang (2008) shows an additional decrease
of surface air temperature of -0.05°C globally, and high latitude (60-90°N) cooling over ice-free
continental areas of -0.42°C. The additional cooling presented in Jiang (2008) is in agreement
with our studies, but it does not represent the magnitude of our findings. Some discrepancies
might arise from differences in the setup of glacial boundary conditions (fixed SST fields
as per CLIMAP, 1981; atmospheric CO2 concentration of 200 ppmv versus 185 ppmv as
used in our approach) or differences of prescribed soil characteristics attributed to vegetation
types. Further, Jiang (2008) applies an atmospheric GCM which cannot consider potential
ocean-atmosphere-sea interactions with terrestrial vegetation and soil.

4.4 Conclusions
In this study, we developed a basic soil scheme which considers changes in physical soil
characteristics with respect to computed canopy. Therefore changes of soil properties are
tightly linked to vegetation dynamics and thus climate. Currently, some aspects of soil
characteristics have been considered in GCMs, dynamically computed albedo of foliage
for instance (Vamborg et al., 2011), but hitherto the integrated impact of soil formation
with respect to soil albedo and water holding field capacities is untouched. The scheme is
asynchronously coupled to an AOGCM with dynamical vegetation and tested for time slices
of the Last Glacial Maximum and mid-Holocene. We show that the soil impact amplifies the
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climate signal for both, warmer and colder than pre-industrial simulations towards stronger
extremes on a regional scale with global consequences. The warm mid-Holocene climate is
predominantly forced by a redistribution of solar radiation without changes in the total energy
budget of incoming radiation, which claims a strong feedback mechanism in the climate
system. So far, most of the GCMs cannot reproduce the amplitude of warming as suggested
by the geological remnants, raising the question of lacking or impeded feedbacks in present
state of the art GCMs (O’ishi and Abe-Ouchi, 2011; Hargreaves et al., 2013; Lohmann et al.,
2012). The soil feedback shown in the mid-Holocene simulation might serve as part of an
explanation for these discrepancies. In contrast the simulation with interactive soil treatment
of the Last Glacial Maximum exhibits a global cooling beyond the range of the PMIP2 model
simulations (Braconnot et al., 2007, 2012). On a regional scale the soil feedback improves
the model performance getting closer to terrestrial proxies (increase in the Sahara and polar
desert area; decrease of tropical forests; extra cooling in north Siberia; increase in boreal
forests along 30°S latitude; southward shift of the northern taiga/tundra transition; Prentice
et al., 2000; Anhuf et al., 2006; Bartlein et al., 2011) or does not significantly contribute to a
climate shift (e.g. Europe; Kageyama et al., 2006). So far we have not focused on vegetation
and soil dynamics with respect to the global carbon budget. Apart from prescribed boundary
conditions, the soil impact (e.g. water holding field capacity) might influence the uptake
of CO2 through coupled stomata transpiration by shifting the water stress regime. Further
changes in water resources and soil temperature (through changes in soil albedo and water
holding field capacities) might alter carbon sequestration and formation of soil carbon stocks,
as happened throughout the last deglaciation (Adams et al., 1990; Brovkin et al., 2002; Ciais
et al., 2012). The nature of the soil scheme, similar to equilibrium terrestrial vegetation
models (e.g. Prentice et al., 1992), does not account for soil evolution over time. Therefore
it simulates a final solution of physical soil characteristics in equilibrium with vegetation
and climate. For instance, the final state of the soil in the pre-industrial control run and
mid-Holocene simulation leads to an anomalous warming, forest increase and desert decline in
north eastern Canada, where the Laurentide ice-sheet retreat exposes juvenile soils during the
last deglaciation, starting carbon sequestration, which is still an ongoing process of present soil
formation (Harden et al., 1992). However, time-slice experiments in general are designed to
show an equilibrated climate state in the GCMs. Nevertheless future transient GCM studies
utilizing dynamic soil schemes have to implement a time dependent function for nonlinear
progressive and regressive soil development, acting on broad timescales (Johnson et al., 1990;
Hoosbeek and Bryant, 1992). As shown in Claussen et al. (2006), only the fully integrated
interaction of atmosphere, ocean and vegetation dynamics provided the strongest amplitude
of climate variation by precession forcing. In addition and analogy to vegetation dynamics
(Claussen, 2009), we also show that the vegetation-soil feedback might reinforce the climate
response to orbital forcing during the late Quaternary. On tectonic timescales the model
reproduction of a reduced meridional global temperature gradient with temperate climate in
high latitudes has been identified as a key issue (e.g. Jenkyns et al., 2004; Moran et al., 2006;
Huber and Caballero, 2011; Hubberten et al., 2004; Knorr et al., 2011; Krapp and Jungclaus,
2011; Salzmann et al., in revision). The introduction of dynamic soil feedbacks in climate
models might be a pivotal aspect of climate sensitivity and potentially provides a solution for
the equable climate enigma.
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Chapter 5

Glacial shortcut of Arctic sea-ice
transport

5.1 The isolated glacial Arctic Ocean

The nature of the Arctic sea-ice cover during late Pleistocene glaciations is still debated,
ranging from a perennial sea-ice cover to that of a near kilometer thick ice shelf covering the
entire basin that would essentially halt ice drift (e.g. Jakobsson et al., 2010, and publications
referenced therein; Grosswald and Hughes, 2008). Recently published stratigraphic data at
the Northwind Ridge close to Chukchi margin (Polyak et al., 2007) show some evidence for
ice-grounding shallower than 1000 m water depth during the Last Glacial Maximum (LGM)
23–19 thousand years before present (kyr BP). Most of geophysical and geological evidence
is thought to have formed in Marine Isotope Stage (MIS) 6 (ca. 185–132 kyr BP) and was
retrieved from various sites, including ice streamlines at Yermak Plateau near Fram Strait,
Morris Jessup Rise north of Greenland, at the Lomonosov Ridge close to the North Pole,
Mendeleev Ridge, Northwind Ridge and Chukchi Plateau and Alaska Beaufort Margin. These
streamlines do not support the idea of a shelf ice cover of Antarctic type during the LGM
(Jakobsson et al., 2010). However, there are still extremes of postulated glacial sea-ice drift,
varying from no substantial change from today (Phillips and Grantz, 2001) to a resting ice
massif with only occasional break-up north of Fram Strait (Nørgaard-Pedersen et al., 2003;
Bradley and England, 2008).

In the central Arctic Ocean, LGM climate reconstructions are limited and challenging due
to low sedimentation rates and bioproduction (Stein et al., 1994; Nørgaard-Pedersen et al.,
1998; Stein, 2008). Polyak et al. (2004) present a sedimentary record of the Mendeleev Ridge
confirming that LGM sediments poorly conserve biological remains (benthic and planktonic
foraminifera) favoring the interpretation of a thick lid of pack ice or even an ice-shelf covering
the western Arctic Ocean.

Along the continental margin at Fram Strait where modern North Atlantic waters are
penetrating the Arctic Ocean. Nørgaard-Pedersen et al. (2003) suggest seasonal open water
conditions and north of Fram Strait a glacial perennial ice cover. Bradley and England (2008)
conclude that seasonal open water conditions along the coast from the northern edge of the
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Barents Sea ice-sheet to the Laptev Sea shelf edge existed caused by narrow coastal boundary
currents or offshore katabatic winds (Knies et al., 2000; Vogt et al., 2001). Contrary to these
findings, Müller et al. (2009) propose a permanent LGM sea-ice cover based on Biomarker
data at the northern Fram Strait location (Core PS2837-5; Lat 81°13’N, Lon 02°22’E).

A milestone in illuminating the LGM and providing data for numerical modeling was the
first comprehensive reconstruction of global surface conditions provided by the Climate: Long
range Investigation, Mapping, And Prediction (CLIMAP, 1981) project, including seasonal
sea surface temperatures (SST) and extent of sea-ice. CLIMAP (1981) proposed perennial
ice cover in the central Arctic Ocean and Nordic Seas implying a shutdown of the northern
North Atlantic inflow and seasonal sea-ice cover in the North Atlantic down to 50°N latitude.
These findings have been revised and expanded by SST reconstructions in the Atlantic sector
of the GLAMAP Group (Pflaumann et al., 2003) that show a discrepancy of 8°C warmer
summer temperatures in the Nordic Seas. Along the Faroe Shetland Passage, Hebbeln et al.
(1994) also observed limited sea-ice expansion with seasonally open, warmer waters in the
Greenland and Norwegian Seas. However, quantitative reconstructions of SST in Nordic
Seas based on different proxies diverge by more than 10°C (de Vernal et al., 2006). They
relate potential discrepancies among the proxies to diverse salinity tolerance, trophic levels,
taphonomy and lateral advection. For example, Mg/Ca ratios indicate surface temperatures
up to 10°C (Meland et al., 2005), whereas δ18O values suggest less than 4°C both derived
from shells of N. pachyderma assemblages at Nordic Seas (de Vernal et al., 2006). In light of
the proxy uncertainties and different hypotheses of late Pleistocene glaciations in the Arctic,
we address the glacial sea-ice and ocean circulation by a numerical model instead. For this
purpose, we deploy a regional ocean/sea-ice model that has been used in recent studies (e.g.
Kauker et al., 2003) and operational sea-ice cover predictions (Kauker et al., 2009), and
equip it with boundary conditions that are representative of the LGM. We use this regional
ocean/sea-ice model to investigate the glacial Arctic sea-ice system and propose a model- and
proxy-based ice drift reconstruction for the LGM.

5.2 Geological data

The sedimentary record shown in Fig. 5.2.1 is derived from AMS14C-dated box core PS1230
(Lat 78°51’N, Lon 04°46’W; 1235 m below sea level; Darby et al., 2002; Darby and Zimmerman,
2008), which is located at the center of modern sea-ice export through Fram Strait (Vinje
et al., 1998).
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Figure 5.2.1: Reconstruction of last glacial/interglacial ice drift in the Arctic Ocean. Black
land/sea-mask marks the modern and gray, the glacial boundaries of the model. Weighted
proportion (wt%) of the iron oxide grains from core PS1230 (Lat 78°51’N, Long 04°46’W;
1235 m water depth) (Darby et al., 2002; Darby and Zimmerman, 2008), assigned to the
individual regions of origin (blue and red areas). Solid blue lines indicate glacial, dashed red
lines are interglacial ice drift (Bischof and Darby, 1997). Blue arrows indicate ice plough
marks, dated to the LGM (Engels et al., 2008; Polyak et al., 2001, 2007).

Using a geochemical fingerprinting method, Darby et al. (2002) and Darby and Zimmerman
(2008) are able to identify the source of individual detrital iron oxide minerals (in the 45–
250 µm fraction) transported by sea-ice and/or icebergs. Geographically distinct sources of
sea-ice formation and/or iceberg calving are identified by >2000 circum-Arctic compositional
groups applying statistical analysis (clustering and discriminant function analysis; Darby
et al., 2002). The statistical approach typically matches 50–60% of the analyzed grains per
sample (ca. 100 grains), therefore a weighted percentage (wt%) is used to avoid anomalously
large percentages when grain numbers are low (Darby and Zimmerman, 2008). In general,
the sedimentary record shows an elevated level of coarse IRD during late MIS3 (ca. 60–27 kyr
BP) and MIS2 (ca. 27–12 kyr BP) including the LGM (Fig. 5.2.1, marked in blue), whereas
the Holocene signal (12–0 kyr) is dominated by fine-grained sediment (<10% coarse fraction;
marked in red). The fine-grained nature of this Holocene sediment suggests sea-ice rafted
debris (Pfirman et al., 1989; Reimnitz et al., 1998; Nürnberg et al., 1994; Darby et al., 2011).
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For the reconstruction of glacial/interglacial ice-drift pattern (Fig. 5.2.1, solid blue and
dashed red lines) the same method was applied to a transect of sediment cores bisecting the
central Arctic Ocean(Bischof and Darby, 1997).

Furthermore geophysical evidence of the sea-floor along the Alaska-Beaufort margin
(Engels et al., 2008) and Chukchi-Borderland (Polyak et al., 2001, 2007) show glaciogenic
iceberg scours, which indicate grounding of large ice masses and the direction of ice drift that
are used for model comparison (Fig. 5.2.1).

5.3 Results

5.3.1 Simulation of Arctic sea-ice dynamics and thermodynamics

For CTRL, mean westerlies are >4.5 m s-1 in the northern North Atlantic sector and katabatic
winds are localized above the Greenland ice sheet (Fig. 5.3.1). The Nordic Seas of LGMC are
enclosed by katabatic winds off the eastern flank of Greenland ice sheet and the western flank
of the Barents Sea ice sheet, whereas the speed of westerlies is reduced compared to CTRL.
The wind speeds in LGMG compared to LGMC are larger in general and form an anomalous
Icelandic Low (Fig. 5.3.1c).

In the central Arctic Ocean, a closed perennial sea-ice cover with mean thickness of 3 m
is found (Fig. 5.3.2a).

a b c

Figure 5.3.2: Mean sea-ice thickness (m) for modern and glacial conditions. (a) Present-day
control run (CTRL). (b) LGMG. (c) LGMC.

Perennial ice, >8 m thick, is observed primarily in parts of the northern coast of the
Canadian Archipelago and the coast of northern Greenland (Fig. 5.3.2a). The sea-ice drift
follows the Beaufort Gyre and Transpolar Drift (Fig. 5.3.3a) exiting the Arctic Ocean through
Fram Strait. Today’s single year sea-ice, represented by present-day control run (CTRL),
evolves and melts in the circum-Arctic shelf-seas and further south especially in Baffin Bay
and along the East Greenland Current within a year (Fig. 5.3.4a, d). The minimum of modern
sea-ice export across Fram Strait is directly linked to the minimum sea-ice extent in late
summer (Fig. 5.3.4 and Fig. 5.3.5) with a dramatic drop of sea-ice velocities starting in May
(9.4 cm s-1) and reaching its minimum in September (2.3 cm s-1) before recovering (Fig. 5.3.6).
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c

a b

Figure 5.3.1: Atmospheric boundary forcing of wind fields 10 m above surface (m s-1) for
the respective model studies. (a) 30-year mean (years 1977–2007) of wind fields derived
from NCAR/NCEP reanalysis data (Kalnay et al., 1996) to force present-day model run
(CTRL). (b) 15-year mean of wind field data referring to the cold glacial experiment LGMC.
(c) Anomaly plot of 15-year mean of wind field forcing data LGMG-LGMC.



70 CHAPTER 5. GLACIAL ARCTIC SEA-ICE TRANSPORT

Figure 5.3.3: Streamlines of 30-yr mean sea-ice drift (cm s-1) for modern and glacial conditions.
(a) Model study CTRL. (b) LGMG. (c) LGMC. Not shown: sea-ice drift with a mean sea-ice
concentration of <10% (in general northern North Atlantic; see Fig. 5.3.4) and a velocity of
<0.2 cm s-1 (e.g. Canadian Archipelago, Baffin Bay).
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Figure 5.3.4: Mean sea-ice concentration (100%) for summer (August) in the upper row and
winter (February) conditions in the lower row are displayed. (a), (d) Present-day control run
CTRL. (b), (e) LGMG. (c), (f) LGMC.
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Figure 5.3.5: Seasonal cycle of mean sea-ice export (Sv = 106m3 s-1) across the Fram Strait
for CTRL, LGMG and LGMC.

Present locations of sea-ice formation include the entire circum-Arctic shelves, especially the
expansive, shallow marine shelf areas of the Laptev, Kara and East Siberian Seas (not shown).

In contrast, the central glacial Arctic Ocean in LGMG and LGMC is almost completely
isolated from the atmosphere by a perennial sea-ice cover throughout the year (Fig. 5.3.4).
Only in the Beaufort Sea, along the shelf edge of the Canadian Archipelago is sea-ice produced
within open water areas (polynyas) (Fig. 5.3.4). The northern branch of Pacific westerlies,
which are split by the Laurentide ice-sheet is directed towards the Beaufort Sea and Canadian
Archipelago (Fig. 5.3.1). There, early stage sea-ice is pushed offshore into the Beaufort Sea
and open water surfaces are conserved along the coast (Fig. 5.3.4 and Fig. 5.3.2). At the
northern Barents, Kara, and Laptev Sea shelf edge enclosing the Eurasian Basin, sea-ice is
stuck (<0.2 cm s-1 sea-ice drift) along the rim and reaches the upper limit of prescribed ice
thickness (Fig. 5.3.2b, c). Further north of the rim and along the Siberian shelf edge August
sea-ice cover declines to <50% in LGMG and <60% in LGMC (Fig. 5.3.4b, c). This is mainly
caused by ice dynamics, since surface air temperatures during summer rarely reach positive
values and surface ocean waters are close to the freezing point (not shown).

A general zonal gradient of sea-ice thickness in the Nordic Seas (Fig. 5.3.2) is maintained
by two flow patterns: The northward inflow of warm, salty North Atlantic waters along
the Norwegian and West Spitsbergen Current in addition to katabatic winds offshore of the
Barents Sea ice sheet (Fig. 5.3.1) limit sea-ice cover there (Fig. 5.3.2). The southward East
Greenland Current (EGC) carries cold, relatively fresh water and sea-ice from the Arctic.
Along the EGC, a permanent sea-ice cover arises and extends to the oceanic polar front,
which separates polar and Arctic water masses (Fig. 5.3.4). In contrast, seasonal sea-ice
production occurs in the Arctic and Atlantic waters of the Nordic Seas. In LGMG less sea-ice
concentration than LGMC with seasonally open water conditions along a more pronounced
North Atlantic inflow is shown in the Nordic Seas (Fig. 5.3.4b, e and Fig. 5.3.2b). Baffin
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Figure 5.3.6: Monthly mean sea-ice drift velocity (cm s-1; left panel) and thickness (m; right
panel) across Fram Strait of CTRL, LGMC and LGMG.

Bay is characterized by a permanent, static sea-ice cover and sea-ice thickness close to the
artificial limit of 30 m (Fig. 5.3.4 and Fig. 5.3.2b, c). In the southern region of Baffin Bay,
the sea-ice cover destabilizes (Fig. 5.3.2b, c), and inter-annual ice-free areas emerge at the
West Greenland coast of the Labrador Sea, where sea-ice is formed again. The juvenile
sea-ice in the Beaufort Sea moves anti-cyclonically across the Canadian Basin and merges
with a transpolar drift towards Fram Strait (Fig. 5.3.3b, c). In the glacial scenarios, the
gyre of sea-ice drift is centered in the Amerasian Basin further towards the Ellesmere Island
compared to CTRL. Generally the colder glacial climate scenario based on CLIMAP data
shows a slow linear stream flow pattern directly towards Fram Strait. North of Ellesmere
Island glacial sea-ice either gets entrapped in the anticyclonic gyre (LGMG) or takes a direct
pathway along the coast of Greenland to Fram Strait (LGMC). In contrast to present-day
sea-ice export, the Laptev Sea and Kara Sea shelf edge barely show offshore transport of ice.
Along the Barents and Kara Sea shelf edge, sea-ice drift is comparably faster in LGMG than
in LGMC (Fig. 5.3.3b, c).

5.3.2 Water mass characteristics at Fram Strait and in the central
Arctic Ocean

The sea-ice drift in the glacial Arctic Basin is a result of a balance between wind stress and
ocean drag (and internal ice stress). In order to understand the contribution of ocean drag, it
is necessary to analyze the vertical structure of water masses. For present-day (CTRL) the
mean sea surface salinity fields of the central Arctic domain are ca. 31 psu and 33 psu for
LGMG and LGMC, respectively (Fig. 5.3.7a–c). The halocline in the central Arctic Ocean
is situated at ca. 200 m for CTRL and ca. 80 m for the glacial sensitivity studies and a
barotropic mode prevails (LGMG, LGMC, Fig. 5.3.7d–f). All presented glacial simulations
show enhanced Arctic inflow of Atlantic bottom waters (ca. -3.5 m s-1), colder (<-1.8°C)
and saltier (>36 psu) than present-day, and the outflow of fresh Arctic waters at the water
surface. At the present location of the West Spitsbergen Current glacial model studies exhibit
a similar to present-day maximum speed (ca. 1 m s-1) of waters entering the Arctic. Along the
East Greenland Current the outflow is centered at around 200 m water depth through Fram
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Figure 5.3.7: 30-yr mean of ocean salinity (psu) at the surface (0–20 m below sea level) and
along a vertical cross section (for location see white line in a; depth in 102 m below sea level)
for modern and glacial conditions. (a), (d) Salinity in CTRL. (b), (e) Salinity in LGMG. (c),
(f) Salinity in LGMC.
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Strait. Since the present-day Atlantic water inflow is shifted towards the bottom, an Arctic
boundary current west of Svalbard exhale through Fram Strait (Fig. 5.3.8b–f and Fig. 5.3.9).

a b

Figure 5.3.9: Ocean water characteristics of Fram Strait section (depth in units 100 m) for
different model studies. Contour lines display salinity (psu), positive values colored in red
show velocity (cm s-1) of water outflow, negative values coloured in blue denote water flow
into the Arctic Ocean. (a) lgmc_0.5psi: Glacial model setup with atmospheric boundary
forcing based on CLIMAP and decrease of the barotropic streamfunction of 50% at the North
Atlantic inflow of the model domain. (b) lgmc_1.5psi: Glacial model setup with atmospheric
boundary forcing based on CLIMAP and decrease of the barotropic streamfunction of 150%
at the North Atlantic inflow of the model domain.

The boundary current is consistent with the general ocean circulation in the central Arctic
Ocean of the glacial model scenarios (not shown). For the glacial model studies the water
passage through the Barents Sea is blocked by an ice sheet which potentially redirects a
branch of the North Atlantic Current towards Fram Strait leading to increased water mass
exchange at this location. Modulations of the Atlantic water stream function at the southern
boundary of the model do not affect water properties at Fram Strait (Fig. 5.3.9). A similar
effect has been reported by Kauker et al. (2005) for present-day conditions. It should be
noted that deeper levels of the ocean model are not in full equilibrium. Based on LGMC
we set up a sensitivity study for the surface salinity restoring term using surface salinity
fields derived from the NCAR-CCSM output (Shin et al., 2003b,a). For the glacial Arctic
Ocean the surface salinity anomaly of the new restoring term is higher than LGMC, but the
overall large-scale effect is almost additive (Fig. 5.3.10a). The absence of relative fresh Pacific
waters in the Beaufort Sea is mimicked by the surface salinity restoring term with maximum
surface salinity anomalies of ca. 4 psu (Fig. 5.3.10a). An increase of salinity in the Arctic
surface waters (Fig. 5.3.10a) deepens the halocline as indicated at the Fram Strait section
(Fig. 5.3.8d). The exchange of water masses at Fram Strait is decreased and similar in pattern
compared to other glacial model studies, but still higher than present-day. Higher surface
salinity can also impact the formation of sea-ice and the quantity of sea-ice transport through
Fram Strait but does not affect the overall results presented in this study (Fig. 5.3.10b, c).
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Figure 5.3.8: Ocean water characteristics of Fram Strait section (depth in units 100 m) for
different model studies. Contour lines display salinity (psu), positive values colored in red
show velocity (cm s-1) of water outflow, negative values coloured in blue denote water flow
into the Arctic Ocean. (a) ctrl: Present-day model setup. (b) lgmg: Glacial model setup
with atmospheric boundary forcing based on GLAMAP. (c) lgmc: Glacial model setup with
atmospheric boundary forcing based on CLIMAP. (d) lgmc_ccsm_sal: Glacial model setup
with atmospheric boundary forcing based on CLIMAP with a deep halocline in the Arctic
Ocean (surface salinity restoring based on Shin et al., 2003b,a). (e) sensG: Glacial model
setup with atmospheric boundary forcing based on GLAMAP using present-day wind fields.
(f) sensC: Glacial model setup with atmospheric boundary forcing based on CLIMAP using
present-day wind fields.
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Figure 5.3.10: Sensitivity study (LGMC_sal) based on LGMC with surface salinity restoring
referring to CCSM-NCAR output (Shin et al., 2003b,a). (a) Surface (0–20 m below sea level)
salinity (psu) anomaly (LGMC_sal-LGMC). (b) sea-ice thickness (m) in LGMC_sal. (c)
Streamlines of mean sea-ice drift (cm s-1) for LGMC_sal.
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5.3.3 Arctic sea-ice thickness and its export to Nordic and Labrador
Seas

Along the transport path in the direction of Fram Strait, sea-ice (mostly driven by dynamical
ice growth) increases its thickness between 11 and 20 m (Fig. 5.3.2b, c). At this location,
temperature and wind stress of the respective model run (LGMC, LGMG) as well as ice
resistance, determine the velocity of the ice drift and the sea-ice thickness. As ice drift
rates in LGMC are by up to 2 cm s-1 lower than in LGMG (Fig. 5.3.3b, c and Fig. 5.3.6),
the residence time of Arctic sea-ice is prolonged, and up to 20 m ice thickness evolves just
north of Fram Strait (Fig. 5.3.2c). The simulated sea-ice export rate through Fram Strait
((95±21) × 103 m3 s-1; Table 5.1) in CTRL is consistent with estimates based on observation
values of a 50-yr period (1950–2000: (91.9±21.1) × 103 m3 s-1; Vinje, 2001). The minimum
of present-day sea-ice transport during late summer (Fig. 5.3.5) is associated with a dramatic
decline in summer ice-drift velocities (Fig. 5.3.6). Also present-day sea-ice thickness across
Fram Strait decreases in September and recovers during winter months (Fig. 5.3.6). Seasonal
sea-ice export in CTRL is dominated by changes in ice drift velocities (2.3–10.8 cm s-1,
Fig. 5.3.6). The sea-ice melts along the East Greenland Current and rarely reaches the
Denmark Strait ((30±10) × 103 m3 s-1 of sea-ice export). However, up to three times more
sea-ice quantity exiting through Fram Strait in the glacial model runs LGMG and LGMC
(Table 5.1) is transported into the Nordic Seas (Fig. 5.3.5). The elevated glacial sea-ice
flux into the Nordic Seas is caused by thicker sea-ice exiting the Fram Strait (Fig. 5.3.6).
During summer the glacial ice cover destabilizes north of Fram Strait and thick sea-ice, up to
10.5 m in LGMC and 8.5 m in LGMG, is crossing the gateway (Fig. 5.3.6), causing maximum
sea-ice export in September (Fig. 5.3.5). During the rest of the year glacial sea-ice export is
predominantly influenced by variation of ice drift velocity (Fig. 5.3.6). The ice drifts via the
East Greenland Current southwards into the ablation areas of the Labrador Sea and into the
region south of Iceland (Fig. 5.3.3b, c). Here, it becomes apparent that the sea-ice export
through the Denmark Strait (LGMG: (348±17) × 103 m3 s-1; LGMC: (163±30) × 103 m3 s-1;
Table 5.1) reacts to changes in wind fields. Additional sea-ice, formed in the Nordic Seas, is
transported in LGMG via the Denmark Strait in the direction of the Labrador Sea. This is
due to enhanced cyclonic circulation over Iceland (Fig. 5.3.1c).

In LGMC_PDw and LGMG_PDw, the ocean model is forced with present-day wind
fields: Sea-ice export through Fram Strait is significantly reduced (Fig. 5.3.11), the gradient
of sea-ice thickness (Fig. 5.3.12a, b), and local areas of sea-ice formation in the Arctic Ocean
change. Without katabatic winds off the western flank of the Fenno-Scandinavian Ice-Sheet
and stronger westerlies than during LGM (Fig. 5.3.1) the zonal gradient of sea-ice cover is
not simulated (Fig. 5.3.12a, b). From late summer until late spring (August until March)
the southward transport of sea-ice through Faroe Shetland Passage and across Iceland Faroe
Ridge is reversed (not shown). Therefore, the standard deviation, shown in Table 5.1 exceeds
the mean of sea-ice export through both gateways.
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Figure 5.3.11: Monthly mean sea-ice export (Sv) across Fram Strait of LGMG and LGMC
forced by present-day wind fields (Lohmann and Lorenz, 2000).

Figure 5.3.12: Sea-ice thickness (m) of glacial sensitivity studies forced by present-day wind
fields. (a) Sea-ice thickness of LGMG forced by present-day wind fields (LGMG_PDw). (b)
Sea-ice thickness of LGMC forced by present-day wind fields (LGMC_PDw).
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5.4 Discussion

5.4.1 Model performance under glacial conditions
The ice strength parameter, formulating the rheology of sea-ice models, is tuned to fit present-
day observational values. It describes the softness/hardness of sea-ice relevant for deformation
processes and build-up of pressure ridges and is typically adapted to the timestep of the
atmospheric forcing. The actual ice thickness is directly affected by this parameter and
exhibits a linear relationship to ice strength. For sea-ice thicknesses >3 m, where sea-ice
growth is primarily driven by ridging and rafting, the ice strength might be underestimated
(nonlinear) leading to anomalous high pressure ridges as shown in the present-day simulation
at the Canadian Arctic Archipelago (CAA) and northern Greenland (Fig. 5.3.2a). The
compressive strength of sea-ice sheets increases as the ice thickens due to the fact that thick
sea-ice is generally less saline as shown by material measurements (Timco and Frederking,
1990). But still, material properties of old multiyear sea-ice are poorly observed (Timco and
Weeks, 2010). Consequently the glacial model simulations would suggest a rather extreme
case of sea-ice thickness in the central Arctic Ocean. For elaborating the effect of ice strength
parametrization sensitivity studies of varying ice strength parameter values could be setup
and a regime shift in case of extreme ice thicknesses might be implemented in the model.
Since these problems are beyond the scope of our work, follow-up studies of the glacial Arctic
marine cryosphere and tuning of the present-day model configuration can focus on these
questions.

It should be noted, that our model approach lacks potential atmosphere-ocean feedbacks
(Bengtsson et al., 2004; Semenov et al., 2009), especially in the hydrological cycle and Bering
Strait through flow by the restoring term (see Sect. 2.2.1). The freshwater budget and surface
runoff affecting the stratification in the Arctic Ocean during LGM remains unclear and has
to be defined in more detail, since our studies suggest that stratification is dominated by
salinity.

Jakobsson et al. (2010) test the freshwater balance of a conceptual two-layer model of
the Arctic Ocean. A decrease in freshwater supply of the upper Arctic halocline layer (as
expected by a decrease in the hydrological cycle of a cold climate, see Sect. 2.2.1) results in
an increase of Atlantic water influx through Fram Strait (Jakobsson et al., 2010). However,
interpreted neodymium isotope data from the ACEX sediment core location, Lomonosov
Ridge, suggest a longer residence time of bottom water masses during glacial intervals (Haley
et al., 2008). Here we reconcile glacial water mass exchange through Fram Strait by a three
dimensional ocean simulation. The glacial model scenarios show a consistent, stronger than
present-day water mass exchange across Fram Strait (Fig. 5.3.8). Modifications of the Arctic
freshwater balance and thus surface halocline waters do not effectively change the through
flow of Fram Strait waters (Fig. 5.3.8) favoring inflow of North Atlantic waters as an operator.
Experiments testing the prescribed southern boundary barotropic stream function with a
glacial model setup have only minor effects on the Arctic Ocean (Fig. 5.3.9). However,
Kauker et al. (2005) have shown that changes in the baroclinicity of southern boundary
characteristics of the model with a present-day setup can progress into the Arctic within two
years. Indeed model-data comparisons actually favor a shoaling and weakening of the glacial
Atlantic Meridional Overturning Circulation (Hesse et al., 2011, and references therein), which
suggests stronger baroclinicity in the North Atlantic sector.

Earlier experiments with NAOSIM show a strong effect of continental freshwater and
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Pacific water through Bering Strait on the Arctic circulation (Prange and Lohmann, 2003;
Lohmann et al., 2005). For the early Holocene, the model studies suggest that a gradual
increase in the flux of Pacific water through Bering Strait slowly affects the polar climate by
melting ice, increasing stratification, and causing an enhanced anticyclonic pattern over the
Canadian Basin and the East Siberian Sea (Lohmann et al., 2005; Dyck et al., 2010). As a
logical step, the effect of Arctic freshwater on the Arctic circulation during the termination of
the LGM will be elaborated next.

5.4.2 Atmospheric circulation of the glacial Nordic Seas

Our results are also interesting for the validation of paleoclimate reconstructions. In the
Nordic Seas, the prescribed atmospheric boundary conditions are not consistent with the
simulated sea-ice cover. Neither a perennial ice cover proposed by CLIMAP (1981) nor a
seasonal ice cover (GLAMAP; Pflaumann et al., 2003) is captured by our studies, indicating
a general mismatch of ocean/sea-ice dynamics and SST-reconstruction. This emphasizes
the importance of ice sheets and SST reconstruction in the Atlantic sector modifying the
atmospheric circulation (Byrkjedal et al., 2006) and therefore sea-ice cover.

The annual mean sea-ice export from the Arctic (0.19–0.26 Sv) continues south via the
EGC and is modified by sea-ice melting along the way, being deflected or reinforced by
seasonal ice, which mainly evolved in the Norwegian Sea (not shown). Due to zonal drift
patterns, a gradient of sea-ice thickness becomes apparent in the Nordic Seas (Fig. 5.3.2b,
c). Meland et al. (2005) also find the pattern of that gradient in their SST reconstruction.
In the absence of katabatic winds off the western flank of the Fenno-Scandinavian Ice-Sheet,
the zonal pattern cannot be obtained (Fig. 5.3.12). Byrkjedal et al. (2006) have shown that
the presence of sea-ice in the northern North Atlantic sector diminishes the Icelandic Low in
contrast to less sea-ice in the northern North Atlantic Ocean which favors the formation of a
cyclonic pattern. In turn LGMG suggests that a moderate cyclonic circulation over Iceland
contributes to enhanced sea-ice export across Denmark Strait. The sea-ice transport from
the Arctic Ocean and the Nordic Sea across the Denmark Strait (0.16–0.32 Sv) contributes
to the freshwater budget in the northern North Atlantic.

5.4.3 Hypotheses of the glacial marine cryosphere in the central
Arctic Ocean

The solid lines shown in Fig. 5.2.11 indicate the glacial ice drift proposed by Bischof and
Darby (1997), compared to the recent patterns (dashed lines). Present sea-ice formation
and sediment entrainment take place primarily in shallow water (<50 m water depth) of the
Siberian Shelf. The Laptev Sea and the Kara Sea are important regions for sediment-laden
sea-ice along today‘s Transpolar Drift (Nürnberg et al., 1994). This signal is reflected for
the last 8 ka in the fine-grained sediment composition, an indicator for sea-ice rafted debris
(Pfirman et al., 1989; Reimnitz et al., 1998; Nürnberg et al., 1994). The provenance of Fram
Strait sediment was determined by matching the chemical signature of detrital iron oxide
grains to >2000 potential circum-Arctic source compositions (Darby et al., 2002; Darby
and Zimmerman, 2008). The sediments of the last ice age in the Fram Strait sediment core
PS1230 are primarily from the Canadian Arctic Archipelago (Banks Island, Queen Elizabeth
Island), which was covered by the Laurentide and Innuitian ice sheets at that time (Ehlers
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and Gibbard, 2007). Calving Laurentide ice into the Arctic Ocean at this time occurred
along the Amundsen Trough (Stokes et al., 2006) and the M’Clure Strait (Stokes et al., 2005).
It has not yet been clarified whether these calving events led to an ice shelf in the Arctic
Ocean or whether perennial sea-ice with icebergs of Antarctic dimension prevailed (Jakobsson
et al., 2010). The Eurasian shelf seas were either covered by the Fenno-Scandinavian ice sheet
(Ehlers and Gibbard, 2007) or exposed.

We propose that icebergs, which are also an important transport medium for sediments
especially during the transition from glacial maxima to deglacial intervals, moved in the
Arctic Ocean synchronously with sea-ice. While the iceberg drift is usually directed by several
forces (water drag, wind stress, Coriolis force, inclination of the sea surface and interaction
with sea-ice cover), iceberg drift buoys in the Weddell Sea (Antarctic) confirm that there
is a coherent sea-ice/iceberg movement at ca. 90% sea-ice concentration (Schodlok et al.,
2006). Low sedimentation rates, the absence of microorganisms, or even a hiatus in the
sediment record, actually imply a thicker than today perennial ice cover with little melting in
the central Arctic Ocean (Nørgaard-Pedersen et al., 1998; Polyak et al., 2004; Stein et al.,
1994; Stein, 2008). The model studies show a gradient of sea-ice thickness across the Arctic
Ocean that is different from today. Due to the convergence of drift, sea-ice is compressed
to thicknesses of 11–20 m just north of Greenland and the advection area of Fram Strait,
comparable to the recent pressure ridges of up to 20–30 m thickness in this area (e.g. Polyak
et al., 2010). Whereas halted sea-ice would accumulate snowfall which slowly converts snow
to firn and glacier ice up to 40 m height as seen from landfast-ice remnants of the little
ice-age (Bradley and England, 2008). In this case variations of ice thickness in the central
Arctic Ocean would be dependent on the surface mass balance and thermodynamic processes.
Bradley and England (2008) argue that limited atmospheric circulation in the glacial Arctic
Ocean favor this process and propose a mean ice thickness of 50 m in the Arctic Ocean. In
the atmospheric forcing of our model studies, the North Pacific westerlies at the Laurentide
ice sheet diverge forming a southern and northern branch. Winds of the northern branch are
redirected across CAA intruding to the Arctic interior where sea-ice along the coast of CAA
is pushed offshore to the central Arctic Ocean. Sea-ice is converging and pressure ridges of
exceptional height evolve along its way towards Fram Strait forming a trans-arctic gradient
of sea-ice thickness controlled by sea-ice dynamics.

5.4.4 Comparison of simulated and reconstructed glacial ice drift

Pleistocene ice drift reconstruction is illustrated by Phillips and Grantz (2001) utilizing the
average MIS2 composition and distribution of erratics in Arctic Ocean sediments. They
propose that the main Arctic circulation patterns, the Beaufort Gyre and Transpolar Drift
operated, on average, during late Pleistocene glacial episodes. Further they associate westward
migration of eolian sand dunes across northern Alaska (e.g. Dinter et al., 1990) with wind
patterns driving the Beaufort Gyre at least since the LGM. In general these findings agree with
the applied wind forcing fields of our model studies (Fig. 5.3.1b, c) as well as the anticyclonic
sea-ice rotation in the Amerasian Basin (Fig. 5.3.3b, c).

Furthermore, ice plough marks (Fig. 5.2.1, blue arrows) along the Alaskan Beaufort Sea
shelf edge and the border area of the Chukchi Sea, dated to the LGM, imply the orientation of
ice drift (Engels et al., 2008; Polyak et al., 2001, 2007), which is consistent with the clockwise
circulation in our model studies (Fig. 5.3.3b, c). Based on the IRD and DFA analysis Bischof
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and Darby (1997) reconstruct iceberg trajectories originating from northwest Canada and
the western Canadian Arctic Archipelago (Amundson Trough) traversing the Northwind
Ridge and Chukchi Plateau before reaching Fram Strait. Icebergs sourcing from the Queen
Elizabeth Islands primarily take a more direct route across central and southeastern Alpha
Ridge (Bischof and Darby, 1997). They state that icebergs from the Innuitian and Laurentide
ice-sheet take a direct pathway out of the Arctic Ocean without multiple anticyclonic rotations
in the Amerasian Basin (Fig. 5.2.1, blue lines). Our glacial model studies still observe a
downscaled anticyclonic gyre of ice drift in the Western Arctic whose center of rotation is
shifted towards CAA compared to the present-day. This actually allows ice of the northern
edge of the Laurentide ice-sheet to traverse the central Arctic Ocean in an arched pattern
along the western Arctic shelf margin without multiple rotation in the glacial gyre (Fig. 5.3.3b,
c) as proposed by Bischof and Darby (1997). During at least two glacial maxima, diamicton
was deposited by grounding ice at the Chukchi Borderland (Polyak et al., 2007), which
would divert sea-ice drift further northwards. Ice at the rim of the Innuitian ice sheet either
takes the same arched pattern (LGMG, Fig. 5.3.3b) or slowly moves parallel to the coast of
northern Greenland towards Fram Strait (LGMC, Fig. 5.3.3c). Differences in the atmospheric
circulation (Fig. 5.3.1c) and pressure fields in the Arctic cause deviations in size and location
of the anticyclonic ice drift pattern of LGMC and LGMG (Fig. 5.3.3). Further the reduced
speed of sea-ice drift of our glacial model studies is directly affected by increased internal
ice stress due to elevated ice thickness (not shown). Between Ellesmere Island and North
Greenland (Lincoln Sea) Larsen et al. (2010) mapped glacial landforms and sediments and
found evidence of shelf-based ice during the early stages of the last glacial ca. 30 kyr ago,
which is not in the scope of the ocean/sea-ice model. For the formation of an ice shelf, thick
multiyear sea-ice is required in order to disable shelf-ice calving into the ocean (Jakobsson
et al., 2010; Larsen et al., 2010). The initialization started with outlet glacier streams that
were deflected by the eastward sea-ice movement and final coalescence into an ice-shelf
(Larsen et al., 2010). In our model studies, the Lincoln Sea is occupied by perennial sea-ice
of maximum thickness (Fig. 5.3.2b, c) and virtually no ice-drift (Fig. 5.3.3b, c), which are
favorable conditions for sustaining an ice-shelf. Further north, multi-year ice is drifting at
0.2–1 cm s-1 eastwards in agreement with the scenario of Larsen et al. (2010).

5.5 Conclusions
The panarctic ice-shelf cover postulated by Grosswald and Hughes (2008) provides an extreme
case of glaciation with virtually no ice drift, which is not supported by our model simulations
as well as more recent reconstructions (Jakobsson et al., 2010) nor the IRD record in Fram
Strait (Darby and Zimmerman, 2008). Phillips and Grantz (2001) point out that the Beaufort
Gyre and Transpolar Drift have been stable during late Pleistocene forced by wind fields
consistent with proxy evidence from North Alaska. In contrast, our model studies still show
an anti-cyclonic rotation in the Canadian Basin, which is shifted compared to the present-day
pattern and a Transpolar Drift which is deflected or not present during LGM. Applying
modern wind fields to the glacial model setup result in a general mismatch of simulated ice
drift, ice cover and proxy data. As a consequence glacial wind stress is interpreted as the
dominant operator of sea-ice drift. The arched pattern of simulated sea-ice drift results in a
gradient of sea-ice thickness in the Arctic Ocean that is predominantly forced by glacial wind
fields. The sources of MIS2 IRD in Fram Strait and other parts of the Arctic (Darby et al.,
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2002; Darby and Zimmerman, 2008) and the orientation of dated ice plough marks (Engels
et al., 2008; Polyak et al., 2001, 2007) substantiate our results.

Our approach overcomes the drawbacks of global climate models in representing circulation
changes on a regional scale. The validation of our high-resolution regional Arctic ocean/sea-ice
model, which has been used for hindcast and sea-ice prediction so far (Kauker et al., 2009)
against the Last Glacial Maximum is crucial to understand physical processes concerning
other climate regimes than today.
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Chapter 6

Conclusions and perspectives

The general conclusions of the precedent three topics are summarized herein and each is
appended by further perspectives. The research questions raised in the introduction are
captured within the consequent summary.

The suite of orbital sensitivity studies in conjunction with altered CO2 levels targets to
analyze climate sensitivity at differential background climate states (Pre-industrial versus
Tortonian, Chap. 3). It has been attested that climate sensitivity with respect to orbital pa-
rameters for the Pre-industrial is dissimilar from the Tortonian—therefore the null-hypothesis
assumed in the introduction is rejected, leading to following questions: How strong can CO2
modulate the imprint of the orbital signal into climate? Can atmospheric CO2
changes mimic a temperature anomaly, which is originally caused by changes of
orbital parameters? The choice of CO2 levels strongly modulate climate sensitivity: Pre-
industrial CO2 at Tortonian climate allows for a stronger temperature response to external
solar forcing whereas a high end member of CO2 exhibits a muted temperature signal in the
Arctic with respect to the Pre-industrial. The sea-ice feedback has been identified as a crucial
nonlinear term in these studies, therefore atmospheric CO2 and the orbital signal are not
permutable in general. Further, at favorable CO2 settings, the sea-ice feedback might have
been crucial to amplify the orbital forcing for Northern Hemisphere glaciation, as indicated
in previous modeling studies (Gallimore and Kutzbach, 1995; Jackson and Broccoli, 2003;
Tuenter et al., 2005).

However, there are indications that generally speaking GCMs lack in spatial resolution
quality (Chap. 5) and are potentially not sensitive enough (Valdes, 2011), e.g. sea-ice changes
are reproduced too conservative (Jackson and Broccoli, 2003) for simulating recent warming
trends (Boé et al., 2009). A further advance in understanding the physics of the nonlinear
behavior of sea-ice (e.g. Coon et al., 1974; Timco and Frederking, 1990; Steiner et al., 1999;
Timco and Weeks, 2010) is elementary.

Testing hypotheses of glacial inception from a modeling perspective (DeConto and Pollard,
2003; DeConto et al., 2008; Lunt et al., 2008) requires the inclusion of ice-sheet dynamics into
GCMs. Potential feedbacks between ice-sheet, sea-ice, ocean, atmosphere and land surface
dynamics have been proposed (DeConto and Pollard, 2003; DeConto et al., 2008; Lunt et al.,
2008; Koenig et al., 2011). Therefore, the development of a full comprehensive Earth system
model including ice-sheet dynamics is an urgent need. However, the absence of ice-sheet
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model studies within the last IPCC (2007) report pointed out their inability of realistic
simulation. So both, the fully integrative coupling towards GCMs as well as ice-sheet model
development are necessary.

In Chap. 4 a soil scheme is created and coupled towards the existing GCM COSMOS. The
dynamic feedback of soils is tested and investigated by means of mid-Holocene and Last Glacial
Maximum climate. Questions raised in the context are as follows: Do soil characteristics
evolve linearly in a warmer and in a colder than pre-industrial scenario? Which
regions are most sensitive to soil changes and via which mechanisms of the climate
system do they interact with? The integrated soil feedback leads to amplified global
climate anomalies: About 70% (+0.24°C) of change in surface air temperatures for mid-
Holocene and ca. 15% (-1.07°C) for LGM can be attributed to the integrated effect of soil
dynamics. Especially regions like the transition zone of desert/savannah and taiga/tundra
which are characterized by strong gradients of vegetation cover, exhibit an increased response
as a result of the modified soil treatment. In comparison to former studies, the inclusion
of the soil feedback pushes our model simulations towards the warmer end in the range
of mid-Holocene studies (O’ishi and Abe-Ouchi, 2011) and beyond current estimates of
global cooling during the Last Glacial Maximum based on PMIP2 (Paleoclimate Modeling
Intercomparison Project 2) studies (Braconnot et al., 2007, 2012). The main impact of the
interactive soil scheme on the climate response is governed by positive feedbacks, including
dynamics of vegetation, snow, sea-ice and local water recycling.

As an outlook, GCM studies with the expedient of a dynamic soil model investigating
times of the Cenozoic (e.g. Tortonian) may shed some light onto the equable climate enigma
(Ruddiman, 2010). The additional mid-Holocene warming, caused by the soil feedback,
already indicated a direction of the trend. Therefore, ongoing studies with the soil scheme
for pre-Quaternary setups appear promising. However, dynamic vegetation models at their
current state need improvement to achieve a more realistic simulation of global vegetation
distribution under different climate scenarios (e.g. Knorr et al., 2011). This drawback
is transmitted to the soil impact, since vegetation and soil scheme are closely interacting
(Sect. 2.1.2).

Further, pedogenesis might play some role in altering gross terrestrial primary productivity.
Still it is under debate, which CO2 reservoirs mobilized atmospheric CO2 of ca. 100 ppmv
during late Pleistocene glacial/interglacial transitions (Petit et al., 1999; Ciais et al., 2012).

Current state-of-the-art GCMs are lacking feedback mechanisms (dust/aerosol, land ice-
sheets, carbon cycle), which are important to address Earth system sensitivity (PALEOSENS
Project Members; Rohling et al., 2012). As shown by Claussen et al. (2006), transient
model simulations with vegetation dynamics show a reinforced response to precession forcing.
Additionally, the soil feedback might raise Earth system sensitivity on different timescales.
Therefore, the present equilibrium soil scheme needs further development for a synchronous
coupling with COSMOS and the inclusion of a time dependent function in order to account
for nonlinear soil gradation (Johnson et al., 1990; Hoosbeek and Bryant, 1992; Lin, 2011).

Pedogenesis is only one point on the agenda of model development in regard to dynamic
land surface processes. More sophisticated treatment is needed for the hydrological cycle
on land (bucket versus multilayer model) and the simulation of permafrost thawing and
subsequent methane emissions.

A special focus on the glacial Arctic Ocean requires a (regional ocean/sea-ice) model
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(NAOSIM) with spatial adequate resolution of its dynamics (Stärz et al., 2012). Within
Chap. 5, the following research questions are addressed: How dynamic are the marine
and cryospheric components of the glacial Arctic Ocean? Is there interaction
via the single glacial Arctic Ocean gateway, the Fram Strait, for Northern North
Atlantic waters and vice versa? The model studies are in congruence with geological
data that present an extreme shortcut of glacial ice drift. In more detail, the results show a
clockwise sea-ice drift in the western Arctic Basin that merges into a direct trans-Arctic path
towards Fram Strait. This is consistent with dated ice plough marks on the seafloor, which
show the orientation of iceberg drift in this direction. Furthermore, ice-transported iron-oxide
grains deposited in Fram Strait, can be matched by their chemical composition to similar
grains found in potential sources from the entire circum-Arctic. In our model the volume flux
of Northern North Atlantic waters across Fram Strait, which is, however, still a matter of
debate (Haley et al., 2008; Jakobsson et al., 2010; Cronin et al., 2012), increased and changed
its water mass characteristics. The model results indicate that the patterns of Arctic sea-ice
drift during the LGM are established by wind fields, and seem to be a general feature of the
glacial ocean. The model results do not indicate a cessation in ice drift during the LGM.

Our results need further validation by ongoing model studies. If the glacial Arctic marine
cryosphere is not as static as previously thought, how does its mobility impact the global
climate and how does it change its dynamics through deglaciation? Bengtsson et al. (2004)
and Semenov et al. (2009) show that changes in sea-ice cover can positively feed back on
atmosphere and ocean dynamics. As a next step, modeling the last glacial termination in
order to investigate the impact of the Arctic Ocean from a global perspective, need models
with high spatial and temporal resolution . The improve modeling approach should be
accompanied by a coring campaign to retrieve more proxy data to provide precise background
boundary conditions for model setups.
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