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Abstract

In the European Iron Fertilization EXperiment (EIFEX), the iron hypothesis was tested by an open ocean perturbation experiment. The success of EIFEX owes to the applied experimental strategy; namely to use the closed core of a mesoscale eddy for the iron injection. This strategy not only allowed tracking the phytoplankton bloom within the fertilized patch of mixed-layer water, but also allowed the export of biologically fixed carbon to the deep ocean to be quantified. In this present study, least-squares techniques are used to fit a regional numerical ocean circulation model with four open boundaries to temperature, salinity, and velocity observations collected during EIFEX. By adjusting the open boundary values of temperature, salinity and velocity, an optimized model is obtained that clearly improves the simulated eddy and its mixed layer compared to a first guess representation of the cyclonic eddy. A biogeochemical model, coupled to the optimized circulation model, simulates the evolution of variables such as chlorophyll \textit{a} and particular organic carbon in close agreement with the observations. The estimated carbon export, however, is lower than the estimates obtained from observations without numerical modeling support. Tuning the sinking parameterization in the model increases the carbon export at the cost of unrealistically high sinking velocities. Repeating the model experiment without adding iron allows more insight into the effects of the iron fertilization. In the model this effect is about 40% lower than in previous estimates in the context of EIFEX. The likely causes for these discrepancies are potentially too high remineralization.
tion, inaccurate representation of the bloom-termination in the model, and ambiguity in budget computations and averaging. The discrepancies are discussed and improvements are suggested for the parameterization used in the biogeochemical model components.
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1. Introduction

Modeling biogeochemical processes and ecosystems in the ocean poses a number of challenges. Firstly, the biogeochemical processes themselves are complex and require many parameterizations. Typically, the modeler’s individual interests lead to a particular set of parameterizations and differential equations and, subsequently, to very different numerical models. Secondly, biogeochemical processes are largely controlled by their physical environment. Physical circulation and mixing transport nutrients into the euphotic zone where the available light for phytoplankton growth is determined by the depth of the mixed layer and the rate of vertical exchange. Only if both nutrients and light are available, will phytoplankton grow and provide food for grazers. A numerical model of ocean ecosystems must therefore accurately simulate all of these processes. In this paper, we address modeling biogeochemical processes in the open ocean with a particular focus on finding an appropriate circulation that controls the biogeochemical processes.

Numerical ocean models require testing and tuning against in-situ observations. Only after a numerical model passes such a test it can be used with confidence for simulating unobserved properties. Systematic tuning to improve the fit between a model and observations is termed data assimilation or state estimation and a vast amount of literature exists on this subject (e.g., Bennett, 2002, Wunsch, 2006). Most data assimilation techniques are based on a least-squares-fit between model results and observations.

In oceanography data and, in particular, sub-surface data are sparse and the prediction skill of ocean models tends to be poor over longer time scales. In this paper, we present a state estimation experiment on a short time scale, in which we exploit the availability of a high-resolution regional data set. Hydrographic, chemical and biological tracers, and velocity data from the European Iron Fertilization EXperiment (EIFEX, Smetacek et al., 2012) are used to constrain a high-resolution coupled ecosystem-ocean circulation model of the experimental site in the Atlantic sector of the Antarctic Polar Frontal Zone (PFZ).
State estimation with variational techniques, where a model is fit to all available observational data simultaneously, is the obvious choice if a dynamically consistent analysis of observations (or dynamically consistent interpolation between observations) is required (Wunsch, 2006). With variational methods the dynamics of the numerical model are not altered, but initial and boundary conditions, collected in the control vector, are adjusted in order to fit the model to the observations. We use a regional model in which the open boundaries are part of the control vector, because the observations are concentrated in a small box of approximately 200 by 150 km. Other studies have demonstrated the feasibility of this approach (e.g., Seiler, 1993, Schröter et al., 1993, Zhang and Marotzke, 1998, Vogeler and Schröter, 1999, Ayoub, 2006, Lea et al., 2006, Gebbie et al., 2006, Dwivedi et al., 2011). Here we can afford a horizontal resolution of approximately 3.6 km, which is higher than used in previous studies known to the authors, because the domain is small.

With a coupled biogeochemical ocean circulation model one would, ultimately, like to estimate the state of the ecosystem simultaneously with the state of the ocean physics. Undertaking this task is beyond the scope of our work as it involves strong non-linearities (attributed to the ecosystem model) that cannot be treated consistently with variational techniques. Instead a two-step approach is taken. First, the ocean model is fit to observations of hydrography, velocity and surface forcing with the help of variational state estimation to obtain the “optimal” physical trajectory. The numerical model we use is the Massachusetts Institute of Technology general circulation model (Marshall et al., 1997, MITgcm Group, 2012) together with the ECCO infra-structure for state estimation (see, e.g., Stammer et al., 2002, 2003, Gebbie et al., 2006). This optimal trajectory is used to “drive” the ecosystem model. For now we only use a “tuning by hand” approach to optimize the ecosystem model, but more sophisticated parameter methods are available (e.g., particle filters, Kivman, 2003). Second, the ecosystem is coupled to the full 3D physical model to obtain estimates of primary production and vertical transport of carbon and other tracers. This procedure ensures that the model dynamics of both physical and ecosystem model are preserved during the time of the integration.

After simulating the trajectory of the coupled biogeochemistry-ocean system following iron fertilization as accurately as possible, we can repeat the experiment without iron fertilization. Comparing simulations with and without fertilization gives us an advantage over field experiments, which cannot be repeated in the same way, and leads to more insights into export dynamics.

In the following Section 2, we provide a short overview of the iron fertilization experiment EIFEX and the available observations. In Section 3 the circulation model and the optimization technique are described. Sec-
2. A short description of EIFEX

EIFEX (European Iron Fertilization Experiment) tested the hypothesis that iron limits primary production and the biological pump of carbon in the Southern Ocean (Smetacek et al., 2012). A mesoscale cyclonic eddy was found as a suitable site for the open ocean experiment with the help of satellite altimetry data (http://eddy.colorado.edu/ccar/data_viewer/index) and an in-situ survey (Strass et al., 2005). The eddy was embedded in a meander of the Antarctic Polar Front and extended over an area of 60 km by 100 km, with the center near 49°24’S and 02°15’E in the South Atlantic. Inside the eddy, a 167 km² patch was fertilized with dissolved iron on February 12–13. Subsequently the biogeochemical and ecosystem response was monitored. A second fertilization of the expanded patch (740 km²) took place on February 26–27, 2004. During the course of the experiment, hydrographic and dynamic variables as well as biological and chemical properties were measured at stations inside and outside the fertilized patch along the ship track. The water column was monitored down to 500 m depth. For the physical analysis, we use in-situ measurements of temperature and salinity from a conductivity-temperature-depth (CTD) sonde, data from a ship-mounted thermosalinograph that continuously measured surface temperature and salinity and finally current velocities from both a buoy-tethered and a ship-mounted Acoustic Doppler Current Profiler (ADCP). Measurements covered a region extending from approximately 1°E to 4°E and 48°S to 51°S and spanned the period from February 08 (day 1) to March 16 (day 38), 2004.

The cruise track and the CTD station positions for this period are shown in Figure 1. After the first fertilization on February 12–13 an ADCP survey together with CTD measurements and water sampling were carried out on a regular grid (GRID 5). GRID 5 covered an area of approximately 150 by 200 km. The remaining cruise track more or less followed the fertilized patch, which was fertilized a second time on February 26–27, and hydrographic and biogeochemical parameters were measured with a high temporal resolution. Figure 2 (left column) shows the surface temperature and salinity distributions estimated from GRID 5 data. Figure 3 portrays the stream function estimated from the GRID 5 ADCP survey (see also Cisewski et al., 2008).
Figure 1: Cruise track (dashed line) and positions of the CTD-stations (dots). Station positions of GRID 5 that were covered in the first 10 days after the first fertilization are marked by crosses. Date (in 2004) and time of selected stations are indicated by numbering.

3. Circulation Model and State Estimation

We use the Massachusetts Institute of Technology general circulation model (MITgcm). This general purpose, finite-volume algorithm is configured so that in the present context it solves the Boussinesq and hydrostatic form of the Navier-Stokes equations for an incompressible fluid on a three-dimensional longitude $\lambda$, latitude $\varphi$, depth $H$ grid. The general algorithm is described in Marshall et al. (1997), for online documentation and access to the model code, see http://mitgcm.org (MITgcm Group, 2012).

In order to combine model and data for the best possible estimate, we use the adjoint method for solving a constrained least-squares problem as described in Thacker and Long (1988). In this assimilation technique, a global (in space and time) objective function of squared data-model misfits is minimized by an iterative process which repeatedly integrates the forward circulation model followed by the adjoint circulation model. The adjoint model integrations yield the gradient of the objective function with respect to the independent control variables. A minimization algorithm (here the BFGS algorithm adapted from Gilbert and Lemaréchal, 1989) uses this in-
formation to determine a new set of control variables that lead to a smaller
objective function value. The MITgcm has been adapted to allow the use
of the Tangent linear and Adjoint Model Compiler (TAMC), and its succes-
sor TAF (Transformation of Algorithms in Fortran, Giering and Kaminski,
1998), to conveniently generate efficient and exact code for the adjoint model
(Heimbach et al., 2002, 2005). The model code together with the adjoint
method was used previously in the ECCO context (Stammer et al., 2002,
2003, Stammer, 2005, Losch and Heimbach, 2007, Gebbie et al., 2006) and
by, for example, Ferreira et al. (2005).

The present application of the MITgcm and its adjoint requires a domain
with four open boundaries. We use a configuration that is similar to that of
Gebbie et al. (2006), but with a much smaller domain covering a rectangle
of approximately 150 by 194 km with the south-east corner at 1°21’E and
50°33’S and a high horizontal resolution (approximately 3.6 km). Vertical
layer thicknesses are 10 m between the surface and 150 m depth and increase
monotonically to 25 m at 500 m depth. The resulting grid consists of 42 × 54
horizontal grid cells and 30 vertical layers. The bottom of the domain is flat
and impermeable for physical processes, but biogeochemical tracers may sink
“through” the bottom out of the domain.

Surface boundary conditions are prescribed as horizontal wind stress and
heat and freshwater fluxes estimated from meteorological observations during
the EIFEX cruise (10 m wind velocity, 2 m air temperature, specific humidity,
global radiation; POLDAT, König-Langlo and Marx, 1997) and bulk formula-
lae (Large and Pond, 1981, 1982). Observations of precipitation are only
available for the first half of the experiment due to instrument failure during
the latter half; for the second half precipitation is assumed to be constant
and equal to the mean of the observations of the first half of the experiment.
Downward long wavelength radiation is estimated from observations of cloud
cover and air temperature according to König-Langlo and Augstein (1994).
At the open boundaries temperature, salinity, and horizontal velocities are
prescribed independently, so that in the general case the fields at the bound-
daries may not be in geostrophic balance. Prescribed values are estimated
from interpolated data collected during GRID 5 (Figure 1) on the first 10
days of the experiment.

The circulation of the numerical model is determined by the initial and
boundary conditions. Therefore, the control vector of the state estimation
problem consists of initial conditions for temperature and salinity, daily cor-
rections to the surface boundary fluxes of heat, freshwater, and momentum,
and, most important, of daily corrections to the boundary values for temper-
ature, salinity, and horizontal velocity. Note that in contrast to sequential
methods, all control variables are adjusted simultaneously. In all cases, ex-
cept for the initial conditions, only the daily averaged corrections are included in the control vector in order to reduce the number of controls. These corrections are linearly interpolated in time. Still, the length of the control vector is approximately 1.4 million for a 39 day integration.

The control vector is adjusted to minimize the following objective function:

\[
J = \frac{1}{2} \sum_{ij} \left\{ (\theta_i - \theta_i^*)^T W_{ij}^{(\theta)} (\theta_j - \theta_j^*) \\
+ (S_i - S_i^*)^T W_{ij}^{(S)} (S_j - S_j^*) \\
+ (u_i - u_i^*)^T W_{ij}^{(u)} (u_j - u_j^*) \\
+ (v_i - v_i^*)^T W_{ij}^{(v)} (v_j - v_j^*) \right\} + \text{other terms}
\]  

(1)

The starred symbols denote observations of potential temperature \(\theta\), salinity \(S\), and horizontal velocities \((u, v)\) mapped to the model grid at a certain point in (model) space and time. The data are assumed to be representative for a given day and the corresponding model variables in function (1) are daily averages. The weights \(W\) are the inverses of the data error covariances. There is not enough information about the data correlations—even though one could construct vertical error covariances as in Losch and Schröter (2004). Therefore, we assume horizontally homogeneous and uncorrelated errors and the weights become \(W_{ij} = \delta_{ij} \sigma_i^{-2}\), where \(\delta_{ij}\) is the Kronecker symbol and \(\sigma_i\) the uncorrelated error. These errors are listed in Table 1. For temperature and salinity the errors are estimated per layer from the horizontal standard deviation of the observations within the eddy and a minimum error of 0.2°C for temperature and 0.02 for salinity is imposed. The velocity error is assumed constant at 10 cm s\(^{-1}\).

The “other terms” in function (1) are the sums of the squared deviations of the daily means from their respective first guesses of surface stresses \((\tau_x, \tau_y)\), surface fluxes of heat \(Q\) and fresh water \((E - P)\) (evaporation minus precipitation) and the open boundary values (OB). In vector-matrix notation
Table 1: Prior data error estimates used in the objective function (1).

<table>
<thead>
<tr>
<th>layer</th>
<th>depth</th>
<th>$\sigma^{(\theta)}$ ($^\circ$C)</th>
<th>$\sigma^{(S)}$</th>
<th>$\sigma^{(u,v)}$ (cm s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.00 m</td>
<td>0.2834</td>
<td>0.0396</td>
<td>10.0</td>
</tr>
<tr>
<td>2</td>
<td>15.00 m</td>
<td>0.2000</td>
<td>0.0200</td>
<td>10.0</td>
</tr>
<tr>
<td>3</td>
<td>25.00 m</td>
<td>0.2000</td>
<td>0.0200</td>
<td>10.0</td>
</tr>
<tr>
<td>4</td>
<td>35.00 m</td>
<td>0.2000</td>
<td>0.0200</td>
<td>10.0</td>
</tr>
<tr>
<td>5</td>
<td>45.00 m</td>
<td>0.2000</td>
<td>0.0200</td>
<td>10.0</td>
</tr>
<tr>
<td>6</td>
<td>55.00 m</td>
<td>0.2000</td>
<td>0.0200</td>
<td>10.0</td>
</tr>
<tr>
<td>7</td>
<td>65.00 m</td>
<td>0.2000</td>
<td>0.0200</td>
<td>10.0</td>
</tr>
<tr>
<td>8</td>
<td>75.00 m</td>
<td>0.2000</td>
<td>0.0200</td>
<td>10.0</td>
</tr>
<tr>
<td>9</td>
<td>85.00 m</td>
<td>0.2048</td>
<td>0.0200</td>
<td>10.0</td>
</tr>
<tr>
<td>10</td>
<td>95.00 m</td>
<td>0.2000</td>
<td>0.0200</td>
<td>10.0</td>
</tr>
<tr>
<td>11</td>
<td>105.00 m</td>
<td>0.2622</td>
<td>0.0200</td>
<td>10.0</td>
</tr>
<tr>
<td>12</td>
<td>115.00 m</td>
<td>0.4424</td>
<td>0.0200</td>
<td>10.0</td>
</tr>
<tr>
<td>13</td>
<td>125.00 m</td>
<td>0.4786</td>
<td>0.0200</td>
<td>10.0</td>
</tr>
<tr>
<td>14</td>
<td>135.00 m</td>
<td>0.4881</td>
<td>0.0214</td>
<td>10.0</td>
</tr>
<tr>
<td>15</td>
<td>145.00 m</td>
<td>0.5862</td>
<td>0.0268</td>
<td>10.0</td>
</tr>
<tr>
<td>16</td>
<td>156.00 m</td>
<td>0.6418</td>
<td>0.0340</td>
<td>10.0</td>
</tr>
<tr>
<td>17</td>
<td>170.25 m</td>
<td>0.6012</td>
<td>0.0370</td>
<td>10.0</td>
</tr>
<tr>
<td>18</td>
<td>189.25 m</td>
<td>0.4528</td>
<td>0.0362</td>
<td>10.0</td>
</tr>
<tr>
<td>19</td>
<td>212.50 m</td>
<td>0.2000</td>
<td>0.0258</td>
<td>10.0</td>
</tr>
<tr>
<td>20</td>
<td>237.50 m</td>
<td>0.2000</td>
<td>0.0222</td>
<td>10.0</td>
</tr>
<tr>
<td>21</td>
<td>262.50 m</td>
<td>0.2000</td>
<td>0.0320</td>
<td>10.0</td>
</tr>
<tr>
<td>22</td>
<td>287.50 m</td>
<td>0.2084</td>
<td>0.0478</td>
<td>10.0</td>
</tr>
<tr>
<td>23</td>
<td>312.50 m</td>
<td>0.3688</td>
<td>0.0716</td>
<td>10.0</td>
</tr>
<tr>
<td>24</td>
<td>337.50 m</td>
<td>0.3330</td>
<td>0.0728</td>
<td>10.0</td>
</tr>
<tr>
<td>25</td>
<td>362.50 m</td>
<td>0.3320</td>
<td>0.0702</td>
<td>10.0</td>
</tr>
<tr>
<td>26</td>
<td>387.50 m</td>
<td>0.2566</td>
<td>0.0568</td>
<td>10.0</td>
</tr>
<tr>
<td>27</td>
<td>412.50 m</td>
<td>0.2252</td>
<td>0.0388</td>
<td>10.0</td>
</tr>
<tr>
<td>28</td>
<td>437.50 m</td>
<td>0.2234</td>
<td>0.0372</td>
<td>10.0</td>
</tr>
<tr>
<td>29</td>
<td>462.50 m</td>
<td>0.2000</td>
<td>0.0278</td>
<td>10.0</td>
</tr>
<tr>
<td>30</td>
<td>487.50 m</td>
<td>0.2000</td>
<td>0.0264</td>
<td>10.0</td>
</tr>
</tbody>
</table>
these are:

\[
\text{other terms} = \delta \tau^T_x W_{\tau_x} \delta \tau_x + \delta \tau^T_y W_{\tau_y} \delta \tau_y + \delta Q^T W_Q \delta Q + \delta (E - P)^T W_{E-P} \delta (E - P) + \delta \theta^T_{OB} W_{\theta OB} \delta \theta_{OB} + \delta S^T_{OB} W_{S OB} \delta S_{OB} + \delta u^T_{OB} W_{u OB} \delta u_{OB} + \delta v^T_{OB} W_{v OB} \delta v_{OB}.
\] (2)

These terms introduce prior knowledge about the solution and ensure that the solution does not differ from the first guess by an unrealistic amount (specified by the weights). As before the prior errors are assumed to be uncorrelated and homogeneous in space and time. For the surface fluxes, they are 0.02 N m\(^{-2}\) for wind stress, 2.0 W m\(^{-2}\) for net heat flux, and \(2 \times 10^{-9}\) m s\(^{-1}\) for fresh water flux. The prior errors for the open boundary values are the same as those listed in Table 1, except that the errors for temperature and salinity are scaled by 0.1.

4. Results

4.1. First guess

Data collected during the first 10 days of the experiment (GRID 5) are used to estimate a first guess of initial conditions and stationary open boundary values for temperature, salinity, and horizontal velocity by bilinear interpolation (where possible) or “nearest” extrapolation. Time-varying boundary conditions, while desirable, cannot be derived from the available observations, but in the optimized solution (Section 4.2), the boundary conditions become time dependent because of the correction inferred from the model-data misfit. The initial guesses of surface boundary conditions are estimated every hour from ship-based meteorological observations, and they are assumed to be uniform in space. The control variables are the time-varying deviations from these first guesses.

With these initial and boundary conditions, the eddy in the model domain quickly moves to the north where it “leans” on the open boundary (Figure 2, middle column). Also, its diameter is notably smaller than in the estimate from observations. Warm and fresh water is advected into the domain from the west and the north-eastern corner of the domain, and a tongue...
Figure 2: Comparison of surface temperature (top) and salinity (bottom) fields from observations (GRID 5), first guess model solution, and optimized model solution (averages over the first 10 days). Contour interval is 0.5°C for temperature and 0.01 for salinity.

The observed deepening, warming, and freshening of the mixed layer is shown in the uppermost panel of Figure 4. In the first guess solution, however, the mixed layer is shallower than in the observations (Figure 4, bottom panel). The first guess solution does not reproduce the warming and freshening accurately that is visible in the observations.

4.2. Optimized solution

Here, we present a solution that we obtain after 171 iterations of the minimization algorithm. The reduction of the total cost (value of the objective function) between two iterations has become small at this point of the mini-
Figure 3: Comparison of current field between 150 m and 200 m depth. Contours are the stream function estimated from observations (GRID 5, see also Cisewski et al., 2008), grey vectors indicate first guess model velocities, and bold black vectors optimized model velocities (averages over the first 10 days and 150 to 200 m depth). Vector size indicates current strength.

Figure 5 shows the individual contributions to the objective function, normalized by the initial total cost. The total cost is reduced to less than 18% of the initial value and the last iteration reduced the objective function by 0.01% of the initial value. Note that fitting the model trajectory to the data (as seen in the reduction of the data terms, thick dashed and dash-dotted lines in Figure 5) is mostly achieved at the “cost” of deviating from the first guess of the open boundary conditions. The surface fluxes play a secondary role on the short timescales that are relevant here. Within the contribution of the open boundary conditions to the cost function the largest deviation from the first guess is found in the horizontal velocities (not shown). This partition of the overall cost is anticipated by the choice of the prior weights because the uncertainty of the open boundary values for velocities is large due to the non-synopticity and extrapolation of the data while the surface fluxes are based on in-situ observations and only small errors are associated with them. The root-mean-square (rms) of the difference between observed and simulated daily mean u-(v-)component of the velocity is reduced from
25 (23) cm/s to 9.0 (9.6) cm/s. This is considered a success, as these values are smaller than the prior error of 10 cm/s, especially since the per-layer-rms of the model-data misfits for temperature and salinity are also smaller or the same size as their prior errors. The same is true for the regularization terms in Eq. (2).

The resulting flow field is significantly improved over the first guess solution (Figure 3). The eddy now stays near the observed position and warm and fresh water does not penetrate into the domain from the west. There is still an inflow of warm and fresh water from the north because there are not enough observations to constrain the model trajectory in this area. The inflowing warm and fresh water, however, does not reach the core of the eddy but is deflected and leaves the domain again at the eastern boundary (Figure 2). After the first 10 days of the experiment observations are restricted to the core of the eddy. Still the eddy in the optimized solution stays close to the observed position throughout the entire integration as will be shown with independent observations in Section 5.3.
The simulated flow field is generally less variable than the observed one: the rms-values of the daily mean of the observed velocity components \( u \) and \( v \) are 20 and 26 cm/s; the rms-values of the corresponding model variables are 18 and 24 cm/s. One consequence is that the model underestimates the vertical velocity shear: The mean shear of the daily averaged ADCP-observations (estimated as the mean of \( \partial \sqrt{u^2 + v^2} / \partial z \) over all daily averages) is of order \( 2.5 \times 10^{-3} \text{s} \); for the corresponding model variables this value is \( 0.8 \times 10^{-3} \text{s} \).

Vertical mixing and light availability are important factors controlling phytoplankton blooms. Therefore, we consider the improved description of the mixed layer depth within the eddy (Figure 4) as the main success of the optimization. The optimized model reproduces most of the observed fluctuations in the temperature and salinity profiles. Similarly, the modeled mixing parameters (actively mixing layer, computed diffusivity coefficients) agree with the observations (Figure 6, see also Cisewski et al., 2008, their Figure 9). For example, Cisewski et al. (2008) compare vertical diffusivities and actively mixed layer depths computed from a Thorpe scale analysis of micro-structure sonde (MSS) profiler data with model estimates of the mixed-layer model KPP (Large et al., 1994); they find average vertical diffusivities in the actively mixed layer of \( 2.84 \times 10^{-2} \text{m}^2\text{s}^{-1} \) (MSS observations) and \( 3.39 \times 10^{-2} \text{m}^2\text{s}^{-1} \) (KPP in this model) and time mean boundary layer depths of \( 66.4 \pm 28.8 \text{m} \) (MSS observations) and \( 69.1 \pm 29.5 \text{m} \) (this model). The model solution, however, still underestimates the temporal variability in the mixed layer depth, in particular the warming and freshening of the mixed layer that starts around day 30 of the experiment. Below the mixed layer
depth the water column is mostly stable and vertical diffusivity remains near the background value of $10^{-5} \text{m}^2\text{s}^{-1}$.

Physically and biologically inert tracers such as sulfur hexafluoride (SF$_6$) were not released during EIFEX, but photosynthetic efficiency (Fv/Fm) and later pCO$_2$ and chlorophyll $a$ were shown to be, in this case, good indicators for tracking the fertilized patch (Smetacek et al., 2012). Patch dilution rates, however, are more difficult to estimate without appropriate inert tracer observations. In the optimized model we address this issue and estimate the dispersion of the fertilized patch from an idealized tracer release experiment:

At the simulated day of the first iron release, an inert tracer is released instead of iron; the mean squared radial distance of a tracer particle from the center of the patch is computed from the first three moments of the surface tracer concentration $C$ (total area $M_0$, center of mass $M_1$, and dispersion $M_2$) as (Stanton et al., 1998, Martin et al., 2001)

$$W^2 = \frac{M_2}{M_0} - \left( \frac{M_1}{M_0} \right)^2 .$$

The area integrated moments are defined by $M_k = \int \int C r^k dx dy$, with the distance $r$ from the center of mass (Figure 7). A linear regression gives a mean increase of the patch area (mean squared radial distance) of roughly 9.6 km$^2$ d$^{-1}$, so that the patch size increased approximately 20 times during the experiment. During this time the total amount of tracer decreased by
Figure 7: Mean squared radial distance from patch center of an idealized tracer as a function of time estimated from the first moments of the tracer distribution (dots). Also shown is the linear fit (solid line).

7.3% (not shown) indicating very little loss across the domain boundaries. The corresponding estimate of the horizontal mixing (diffusion) coefficient is approximately $9.6 \text{ km}^2/86400 \text{ s/2} \approx 56 \text{ m}^2\text{s}^{-1}$. Hibbert et al. (2009) inferred an upper limit of diffusivity of $87\pm20 \text{ m}^2\text{s}^{-1}$ from diffusive heat budgets for isopycnic (horizontal) mixing combined with the observed rate of warming during EIFEX. From the linear regression in Figure 7, the dilution rate is estimated as the rate of change of patch area divided by the mean patch area: $9.6 \text{ km}^2\text{d}^{-1}/150 \text{ km}^2 = 0.064 \text{d}^{-1}$. Smetacek et al. (2012) give a range of dilution rates of $0.06–0.1 \text{d}^{-1}$ based on various estimation techniques including ours.

5. Experiments with a Regulated Ecosystem Model

The expedition EIFEX was designed and carried out to assess the impact of an iron fertilization on the ecosystem in a high-nutrient-low-chlorophyll (HNLC) region. Monitoring the effect of fertilizing the surface ocean on the biological pump, that is, the drawdown of atmospheric CO$_2$ and the subsequent vertical flux of carbon into the deep ocean, was central to EIFEX. Based on the measurements conducted during EIFEX, the vertical carbon flux was estimated indirectly, for example from budgets of dissolved and particulate carbon as well as nutrients in the upper 100 m, from the decrease of in-situ concentrations of particle-reactive isotopes. However, while the data coverage during EIFEX is exceptional when compared to the general data coverage in survey studies, many quantities of interest could not be observed directly.
In order to supplement these estimates, and to concurrently improve parameterizations used in models that describe biogeochemical functional relationships, an ecosystem model is coupled to the numerical model of the physical trajectory. This ecosystem model is tuned to reproduce the observed biological quantities with a special focus on chlorophyll concentration, particular organic carbon and nitrogen (POC and PON), and nutrient distribution. Observations of phytoplankton and zooplankton biomass concentrations were also used to tune the model. Then the model provides a full three-dimensional trajectory of both observed and unobserved quantities (e.g., detritus), from which target quantities such as vertical carbon flux, carbon uptake, or total organic matter, and further the iron-fertilization efficiency can be diagnosed. The model estimates are “optimal” in the sense that their deviations from both the estimated physical trajectory and the observed biological quantities are minimized.

5.1. Ecosystem model

In our study we use the Regulated Ecosystem Model (REcoM, Schartau et al., 2007), which is based on an approach of Geider et al. (1998) with extensions by Hohn (2009). In contrast to many other models, carbon and nitrogen fluxes in REcoM are decoupled and do not rely on fixed Redfield ratios (see also Taylor et al., 2013).

For Southern Ocean applications, REcoM has been extended to account for diatom blooms, opal export, and iron explicitly (Hohn, 2009, Taylor et al., 2013). Four additional state variables have been added: silicic acid, iron, and biogenic silica in phytoplankton and detritus. The assimilation of inorganic silicon depends on algal growth rates that are expressed in terms of nitrogen utilized by diatoms. Upper and lower limits are prescribed for the cellular silicon-to-nitrogen (Si:N) ratio. For example, silicate assimilation ceases (is down-regulated) under nitrogen limitation after the cellular Si:N has reached a maximum value. A simple Michaelis-Menten parameterization is used for iron utilization by phytoplankton. Iron uptake is coupled to the modeled photosynthetic rates. The model approach requires a prescribed fixed cellular iron-to-carbon (Fe:C) ratio, thus allowing variations of the cellular iron-to-nitrogen (Fe:N) ratio. Hence, light limitation may inhibit iron uptake and silicic acid utilization depends on nitrogen uptake.

All state variables \( C \) of the ecosystem model are advected and mixed according to the physical trajectory; locally they change according to the ecosystem dynamics \( S_A(C) \) that are specific to \( C \):

\[
\frac{\partial C}{\partial t} + \nabla (uC - \kappa [\nabla C - z\hat{\gamma}]) = S_A(C),
\]

(4)
where \( \mathbf{u} \) is the three-dimensional velocity, \( \kappa \) the tensor of mixing coefficients and \( \mathbf{z} \hat{\gamma} \) the vertical “counter gradient flux” specific to the KPP mixing scheme (Large et al., 1994). The vertical flux of \( C \) is the \( z \)-component of the second term in Eq. (4):

\[
(w - |w_s|)C - \kappa_v \left[ \frac{\partial C}{\partial z} - \hat{\gamma} \right],
\]

where \( w \) is the vertical velocity, \( |w_s| \) the sinking velocity (only > 0 for negatively buoyant particles), and \( \kappa_v \) the vertical diffusivity. Sinking out of a grid cell is parameterized as a function of local (parameterized) aggregation of nitrogen particles and detritus mass within the grid cell (i.e. above the grid location of the sinking velocity) as:

\[
|w_s(\mathbf{x})| = a |z| \left( a_{PD}D_N(\mathbf{x}) + a_{PP}P_N(\mathbf{x}) \right)
\]

with a constant parameter \( a = 5 \text{ d}^{-1} \) and the coordinate vector \( \mathbf{x} = (x, y, z) \); \( z \) is the vertical coordinate in meters. The depth dependence of \( w_s \) follows, for example, Kriest and Oschlies (2008). Note that the aggregates concentration \( a_{PD}D_N + a_{PP}P_N \) is not a separate variable, but it is parameterized by nitrogen in detritus \( D_N \) and in phytoplankton \( P_N \) (both 3D fields) and the constant aggregation parameters \( a_{PD} \) and \( a_{PP} \) (see appendix). In our experiments, only detritus, which is assumed to include, for example, fecal pellets, sinks with this velocity. With our choice of parameters, the sinking velocity (6) easily reaches 100 m d\(^{-1}\) beneath the mixed layer. Note that expression (6) parameterizes an effective sinking velocity that represents an average over all (unresolved) size classes in the model. Such an effective sinking velocity is necessarily lower than the settling speeds of over 500 m d\(^{-1}\) postulated in Smetacek et al. (2012) for large aggregates in the centimeter size range and in the center of the patch (so-called “hot-spot”).

Further details of the model and the model equations (right hand sides \( S_A \) in Eq. (4)) can be found in the appendix.

5.2. Optimizing REcoM

REcoM contains a suite of tunable parameters. As a first effort, the model is tuned to fit the observations of chlorophyll, POC, PON, and nutrient concentrations by varying individual parameters or combinations of parameters. For a more objective method to fit the model to observations as for the physical state, non-linear state estimation techniques (e.g., Kivman, 2003, Schartau and Oschlies, 2003) are required. Our heuristic tuning exercise suggests that on the short time scale of this experiment, the fit of the model to the observations is most sensitive to the growth parameters (i.e., the maximal growth rate \( p_{\text{max}}^* \) and the slope of the initial PI-curve \( \alpha \)), the
grazing and mortality rates, and the aggregation rates $a_{PF}$ and $a_{PD}$ in combination with the vertical sinking velocity of detritus (Eq. (6)). See Table A.3 in the appendix for a list of all model parameters and their values.

5.3. 3D-Results with REcoM

Initial conditions and open boundary values for the ecosystem state variables are prescribed as follows: for those quantities, for which we have enough observations to estimate a quasi-synoptic field, this field (often only a vertical profile) is used as both initial condition and constant (in time) Dirichlet boundary conditions: dissolved inorganic nitrogen (DIN), inorganic carbon (DIC), and silica (Si), and total alkalinity (ALK). Other variables are initialized with observed vertical profiles or assumed small constant concentrations. For this second class of variables we imposed homogeneous von-Neumann boundary conditions. There is a surface flux of CO$_2$ following the OCMIP formulae (Sarmiento et al., 2000). During EIFEX on February 12 and February 26, 2004, 9 tons of iron solution, corresponding to 1.755 tons of pure iron each, were injected into the surface layer in an approximately circular area of 170 and 740 km$^2$, respectively, over 24 hours. In the model the fertilization is implemented as follows: on each of the corresponding (model-) dates, 1.755 tons of the pure iron are applied to 12 grid points (approximately 160 km$^2$) in the center of the eddy at a constant rate over a 24 hours period.

5.3.1. Simulating the bloom

The iron fertilization in both field experiment and numerical model induce a phytoplankton bloom that is monitored for 38 days. Figure 8 shows the simulated surface chlorophyll on selected days, overlaid by normalized LIDAR-derived fluorescence (Cembella et al., 2005). While the LIDAR-measurements are difficult to interpret quantitatively, they give an idea of the location of the chlorophyll patch. The agreement of modeled and observed patch locations confirms the success of the physical state estimation of Section 4.2 by independent observations.

Figure 9 compares vertical integrals of the observed chlorophyll $a$ and POC concentration in the center of the fertilized patch and outside the patch (but within the eddy, i.e. following the “inpatch/outpatch” definition of Smetacek et al., 2012) with the corresponding simulated concentration (black lines). In the model, the patch is defined as the area where either the surface concentration of iron is above 0.15 µmol m$^{-3}$ or the surface concentrations of iron and chlorophyll are above 0.08 µmol m$^{-3}$ and 1 mg m$^{-3}$; the eddy area is approximated based on simulated surface temperature and salinity fields. The chlorophyll $a$ concentrations outside the patch remain at their initial value as observed, but the model solutions tends to overestimate
Figure 8: Modeled surface chlorophyll concentration (in mg m$^{-3}$) on selected days (14, 18, 27, and 35 days after fertilization). Overlaid contours are normalized LIDAR-derived fluorescence giving an impression of the observed bloom location. Note that one revolution of the patch within the eddy (observed and simulated) took 7–10 days to complete.
the chlorophyll $a$ concentrations inside the patch during the beginning of the bloom. This early increase of simulated chlorophyll can be attributed to an artifact of the original Geider-model (Smith and Yamanaka, 2007). Sampling strategies could also have lead to low vertical integrals of chlorophyll $a$, as during this period the apparent variability of the mixed layer depth was higher than the sampling rate (see Smetacek et al., 2012, their Figure 2a).

The parameterization of the iron uptake and utilization may be an additional reason for the fast rising concentrations. This parameterization assumes that the physiological activity is a function of the ambient dissolved iron concentration, while it should be the concentration within the phytoplankton cell. The uptake of iron by the cell introduces a delay of the onset of the bloom (Geider and La Roche, 1994, Peloquin and Smith Jr., 2006, Denman et al., 2006) that is not modeled.

The simulated build-up of particulate organic carbon (POC) inside the patch appears realistic, but its observed decrease after day 30 of the experi-
ment is not reproduced properly. The almost linear decrease of POC outside the patch is slightly overestimated by the model. Both problems are likely related to the sinking parameterization (Eq.6). In a test with a constant sinking velocity of zero the POC concentrations outside the patch fit the observed concentrations much better (not shown), but this scenario with no gravitational sinking requires phytoplankton aggregation to be negligible and leads to no vertical flux of carbon (see below). Further, the model system may initially not be in steady state and the drop can be attributed to adjustment processes in the model due to inappropriate initial conditions for some of the unobserved model variables such as detritus.

Inside the patch, the modeled aggregation is not strong enough to make POC sink as observed. Therefore, the aggregates concentration in eq. (6) is increased in a second experiment by a time dependent factor

\[
h_{\text{agg}} = \begin{cases} 
1 & \text{for } t \leq t_0 \\
1 + 0.25 \cdot [t - t_0] & \text{for } t > t_0
\end{cases}
\]  

(7)

with \( t_0 = 29 \) days in order to increase the flux of phytoplankton into detritus and to accelerate the sinking of material towards the end of the bloom. With this parameterization we roughly represent the time-dependent formation of detritus that is expected from senescence of the bloom (Kahl et al., 2008). The grey lines in Figure 9 show that as a result of this time dependent factor both chlorophyll and POC drop towards the end of the experiment (but the POC decrease is still smaller than in the observations).

The POC evolution (Figure 10) is explored further by comparing the POC standing stocks in layers of 100 m thickness as in Smetacek et al. (2012), their Figure 4, to POC inferred from transmissometer measurements (dots in Figure 10). The modeled POC in the patch center (dashed line in Figure 10, reproduced from Figure 9) is very similar to the transmissometer measurements (dots in Figure 10). As expected, the patch averaged POC is generally lower. The model simulates most of the increase of POC in sub-surface layers towards the end of the experiment, but there is a spurious reduction and then a sudden increase in POC during the first half of the simulation period. We attribute this development to possibly inappropriate (because unknown) initial conditions for detritus and to subsequent adjustment processes. The tendency to underestimate the increase in POC below 200 m compared to the transmissometer data suggests that remineralization is too strong in the model or that sinking velocities are too high.

5.3.2. Export fluxes

Figure 11 shows the time averaged and horizontally averaged vertical carbon flux (with increased aggregation according to Eq. 7) underneath the
Figure 10: Comparison of modeled particulate organic carbon (POC, in gC m$^{-2}$) and inferred POC from transmissometer observations (compare to Smetacek et al., 2012, Fig 4) per 100 m layers. The dashed line (same as grey line of Figure 9) corresponds to the POC at the position of the maximum surface chlorophyll $a$ concentration and corresponds to the “hot spot” of Smetacek et al. (2012). The solid line is the mean over the patch. This mean is the basis of all estimates of export.
fertilized patch and outside the fertilized patch (i.e. in the remaining part of the model domain) for the experiment with iron fertilization (thick lines) and for one without (thin lines with crosses). The time averaging period spans the last ten days of the experiment. In the mixed layer (above 100 m depth, see Figures 2 and 6), the vertical flux of carbon is governed by vertical mixing (as parameterized by the KPP mixing scheme) and the vertical gradient of POC. Below the mixed layer (starting around 150 m depth), the flux is determined by sinking detritus with settling velocities that increase with depth (see Eq. (6)) and by remineralization of detritus. Inside the patch, the vertical flux of carbon decreases from 0.4 gC m$^{-2}$ d$^{-1}$ at 150 m to below 0.2 gC m$^{-2}$ d$^{-1}$ at 500 m (bottom of the domain) implying that 50% of the exported carbon is remineralized before reaching 500 m. Outside the patch, there is a slight increase of vertical flux between the experiment with and
without iron fertilization. This increase is attributed to the vertical shear of horizontal velocities, so that sinking particles are “left behind” by the patch when they enter depths with lower horizontal velocities. This effect is small in our simulation because of the small vertical shear. With lower aggregation (grey line) the export out of the mixed layer is smaller (approximately 0.33 gC m$^{-2}$ d$^{-1}$ at 150 m).

Figure 11 also shows the vertical carbon fluxes from a run with non-optimized physics (thin lines with open circles). Clearly, optimizing the physical trajectory has a strong effect on the vertical carbon flux. In the run without optimized physics, the maximum downward flux of carbon within the mixed layer is smaller than with the results of the state estimation. The shallow mixed layer depth in the former run (see Figure 4) is also reflected in a smaller vertical carbon flux at depths between 50 and 150 m. Below 150 m the vertical flux is dominated by sinking of detritus and, thus, the details of the flow field have a smaller impact, but the export from the mixed layer is small.

Jacquet et al. (2008) estimate low remineralization of about 13±1.4% for EIFEX between 150 m and 1000 m. In the model, the estimated remineralization is much higher, but depends on both remineralization rates (see appendix) and sinking velocities. To explore the effect of the largely unconstrained sinking velocity further, the vertical flux of carbon is plotted in Figure 12 (black lines) for different sinking velocities of detritus (grey lines) as a function of parameter $a$ in Eq. (6). Below the mixed layer, the flux generally decreases with depth because part of the detritus is lost by remineralization during the passage. Increasing the factor $a$ reduces this loss because detritus sinks faster through the domain. In this way the export below 500 m depth can be increased up to 2.5 times by a 20-fold larger $a$ that results in a 10-fold increase in sinking velocity. For $a = 5$ d$^{-1}$, as used in this study, the sinking velocity is already on the order of 100 m d$^{-1}$, but the net remineralization decreases from 50% to 17% for $a = 100$ d$^{-1}$ (implying sinking velocities of order 1000 m d$^{-1}$). While high settling speeds are plausible for large aggregates formed in the center of the patch (where plankton biomass was highest) and towards the end of the bloom (Smetacek et al., 2012), averaged effective sinking speeds are expected to be lower for the whole patch. For comparison, Jouandet et al. (2011) report sinking speeds estimated with indirect methods of up to 200 m d$^{-1}$ in natural iron fertilization experiments. Decreasing the parameters of remineralization rates (see appendix) did not improve the solution (not shown). Vertical carbon fluxes outside the fertilized patch are not greatly affected by the vertical sinking velocity of detritus (not shown).
5.3.3. Effect of iron fertilization

We can now go beyond the possibilities of a field experiment and repeat the exact simulation without the addition of iron. By subtracting this experiment from the run with iron fertilization we can estimate how much of the observed bloom may be attributed to the fertilization. Further, this technique reduces possible model biases that are independent of the iron fertilization; for example, the overly strong decrease of POC outside the patch (Figure 9) cancels out in such an experiment. Figure 13 shows estimates of fertilization-induced, vertically integrated carbon, silica, and nitrogen consumption from the nutrient difference of experiments with and without iron fertilization. The DIC difference ($\Delta$DIC) between runs without and with iron fertilization, integrated to 100 m depth, peaks at 14.3 gC m$^{-2}$. This amounts to a total of 16,700 t of DIC uptake due to iron fertilization in the upper 100 m in the entire model domain area of 29,300 km$^2$. The peak value increases to 18.6 gC m$^{-2}$ (and the net value to 20,700 t) when the difference is

Figure 12: Horizontally averaged sinking velocities (in m d$^{-1}$, grey lines) and the associated horizontally averaged downward flux of carbon (in gC m$^{-2}$ d$^{-1}$, black lines) in the fertilized patch as a function of parameter $a$ in Eq. (6), averaged over day 30 through 39 of experiment.
integrated to the bottom of the domain at 500 m (as shown in Figure 13).

To estimate the sensitivity of the carbon uptake to model parameterization, we tested variable sinking velocities. Using sinking speed parameters $a$ of 10, 50, and 100 d$^{-1}$ (Eq. (6)), the peak consumption of DIC in the upper 100 m increases by 0.7, 1.5, and 1.8 gC m$^{-2}$ corresponding to an increase in carbon uptake by 1500 to 3500 t. This leads to an uncertainty of about 10–20% due to the unconstrained sinking velocity.

The particulate organic carbon (POC, in our model expressed as the sum of carbon in phytoplankton, zooplankton, and detritus) increases with iron fertilization by $\Delta$POC $\approx$ 9100 t in the top 100 m and by 15,000 t in the entire domain. The difference with $\Delta$DIC (7600 and 5500 t) gives the carbon export out of the top 100 m and 500 m under the assumption that no (or only very little) POC has left the domain over the lateral open boundaries. This translates into a C/Fe export mass efficiency of 7600 t/(3.5 t) $\approx$ 2200 g/g $\approx$ 10,000 mol/mol and 5500 t/(3.5 t) $\approx$ 1600 g/g $\approx$ 7300 mol/mol. These numbers are lower limits, because not all of the iron (two fertilizations with 1.755 t each $\approx$ 3.5 t) is used in the experiment. The net iron utilization during the bloom in the experiments (including scavenged iron) is estimated as the difference of all dissolved iron at the end and iron at the beginning plus the iron released during the experiment as 13.4 t – (8.5 t + 3.5 t) $\approx$ 1.4 t. With this number for the iron input the C/Fe-efficiency increases to 5400 g/g (25,000 mol/mol) and 4000 g/g (18,000 mol/mol) for the top 100 m and for
the entire domain down to 500 m. de Baar et al. (2005) report molar DIC/Fe uptake efficiencies in the range of 1066 to nearly 40,000, although the mean over different experiments was approximately 5600. According to de Baar et al. (2005), approximately 50% of the DIC uptake is converted to POC. Smetacek et al. (2012) estimate a molar DIC uptake efficiency of 13,000 for EIFEX. Our model estimates suggest that values from Smetacek et al. (2012) are strongly conservative as they assume no iron scavenging.

With the model we can also directly assess the net carbon export through the bottom of the domain by collecting the carbon that sinks out. In the run with iron fertilization 67,000 t of carbon have left the domain through the bottom (north of 50°S) by the end of the integration, but only 3,800 t are due to the iron fertilization (from the difference between runs with and without iron fertilization). This suggests that the above method based on budgets tends to overestimate the actual carbon export below 500 m, but note that the model tends to underestimate the net export inside the patch and overestimate it outside the patch (cf. Figure 9). Some of the difference between ∆POC and ∆DIC can be explained by flux across the open boundaries.

Figure 14 shows the modeled POC per unit area above and below 150 m. As in Figure 9, the numbers represent averages over the entire patch, which again is defined as the area where the surface concentration of iron is above 0.15 µmol m⁻³ or where the surface concentrations of iron and chlorophyll are above 0.08 µmol m⁻³ and 1 mmol m⁻³. Also shown is the cumulative amount of POC exported through the bottom of the domain (at 500 m) below the patch. The top figure shows that POC builds up in the top 150 m of the water column until about day 15 (see also Figure 9). Then POC sinks, mostly through layer 150–500 m (because this layer does not accumulate POC) to depths below 500 m (out of the domain). The overall export out of the domain is 3.7 gC m⁻². Assuming no POC production below the mixed layer we can use the budgets of Figure 14 (top panel) to estimate an export of 9.1 gC m⁻² below 150 m and similarly 12.6 gC m⁻² below 100 m (from repeating the calculation that lead to Figure 14 with different depth ranges, see also Figure 10). Smetacek et al. (2012) estimate an export production due to iron fertilization from the difference in DIC and POC concentrations before and after the bloom in the top 100 m of 14.4±4.8 gC m⁻² during days 24 to 36 since the fertilization. With their background flux estimates of 6±4 gC m⁻² this adds up to about 20 gC m⁻². The model estimate is about 40% lower, consistent with the lower drop in near surface POC compared to observations in Figure 9. The net POC-flux for the entire period (days 0–36) is estimated from ²³⁴Thorium depletion data as 16.7 gC m⁻² (from integrating Figure S5.1 of Smetacek et al., 2012).

The difference in POC content between runs with and without iron fertil-
Figure 14: Modeled particulate organic carbon (POC) below and above 150 m depth averaged over the patch. “Below” 500 m refers to POC that sank out of the domain. Top: POC of experiment with iron fertilization, bottom: difference of experiments with and without iron fertilization.

Integration in the bottom panel of Figure 14 shows that in the model simulation only 1.5 gC m$^{-2}$ of the POC exported below 500 m is actually induced by iron fertilization. Smetacek et al. (2012) find, based on transmissometry, an increase in flux of 8.4 gC m$^{-2}$ below 500 m below a “hot-spot” within the patch. For the depths 150 m and 100 m the corresponding model values are 4.3 gC m$^{-2}$ and 6.0 gC m$^{-2}$. The latter is only 40% of the 14.44±4.8 gC m$^{-2}$ due to fertilization of Smetacek et al. (2012) but comparable to $^{234}$Thorium-based estimates of 7.8 gC m$^{-2}$ of POC-export out of the top 100 m for the last 12 days of the experiment. Concurrent with the discrepancies with Smetacek et al. (2012)’s estimate, we simulate with the model that the export decreases strongly with depth, and the export at 500 m is only 12% of that at 100 m.
6. Conclusions

Modern state estimation techniques are a powerful tool for the analysis of observational data. In particular, the dynamics of numerical models can be used to consistently interpolate between observations. In our case the solution is mostly controlled by the open boundaries, and to a smaller extent by initial conditions.

In the context of the EIFEX data set in combination with a numerical model (MITgcm+REcoM), the strong influence of the physical environment on biogeochemical processes emerges as a fundamental result. In the optimized simulation, the mixed layer depth is deeper (and thus more realistic) than without optimization and the horizontal position of the eddy is corrected with respect to the first guess estimate. In spite of the generally deeper mixed layer (i.e. less available light), the export flux is larger with optimized physics, also suggesting that the light parameterization within REcoM is appropriate. We argue, that (unrealistically) strong vertical velocities, associated with spurious divergent flow due to the open boundary conditions—and the (largely unconstrained) nutrient flux across the open boundaries, affect the un-optimized solution because the core of the eddy and the fertilized patch are much closer to the northern boundary than in the optimized case. In the optimized case, the fertilized patch moved along with the core of the eddy to the correct position. Thus, the patch is never directly affected by the open boundaries and the biogeochemical simulation improves.

Further, changing important parameters in the ecosystem model, such as the vertical sinking velocity, can have a similarly strong impact on vertical carbon flux estimates as the flow field. Smetacek et al. (2012) postulated high sinking rates of more than 500 m d$^{-1}$ and aggregates in the centimeter size range to explain observed POC increases in the entire water column underneath the so-called “hot-spot” within the fertilized patch, but infer much lower settling speeds outside this “hot-spot”. Increasing the vertical sinking velocities in the model from 100 m d$^{-1}$ to 800 m d$^{-1}$ increases the deep export by a factor 2.5 at 500 m depth. While this factor reduces the difference to the in-situ export estimate by Smetacek et al. (2012), the high effective settling velocities appear excessive (McDonnell and Buesseler, 2010, Iversen et al., 2010, Jouandet et al., 2011) indicating that remineralization rates below the mixed layer are too high in the numerical model to allow larger deep export (compare also with Jacquet et al., 2008).

Tuning an ecosystem model systematically requires non-linear parameter estimation techniques (e.g., Schartau and Oschlies, 2003). We have postponed this exercise and have used subjective tuning of model parameters to achieve an ecosystem trajectory that reproduces most of the observed char-
acteristics of the phytoplankton bloom during the European iron fertilization experiment EIFEX.

Based on the best estimate of the flow field and the temporal evolution of biogeochemical parameters during the open ocean experiment EIFEX, the numerical modeling approach allows to investigate experimental configurations that could not have been carried out in the field. Comparing model simulations with and without iron fertilization gives an independent estimate of the impact of iron fertilization on the export of POC. The model simulation is largely consistent with observations of chlorophyll $a$ and particular organic matter (we only showed POC). However, our estimates of export flux at 100 m are about 40% lower than Smetacek et al. (2012)’s estimates. Consequently, we find smaller effects of iron fertilization on vertical fluxes.

The difference between Smetacek et al. (2012)’s and our estimates can have many reasons. First of all, the definition of the patch area is somewhat arbitrary and different area averages immediately give different results. To that end, Smetacek et al. (2012)’s estimates all refer to a “hot-spot” within the patch whereas our estimates are based on averages over the entire patch. Further, even when comparing maximum values in the modeled patch to the “hot-spot” of Smetacek et al. (2012) our model underestimates the decrease in surface POC and hence vertical fluxes in this area. Finally, physical processes in the model are dynamic while budgets in Smetacek et al. (2012) were based on the available estimates of lateral and vertical mixing, which tend to represent spatial or temporal averages.

The numerical model used here (most likely) does not describe the complete state of the system during EIFEX, so that the model based estimates contain errors that are difficult to estimate. The EIFEX bloom terminated with a very abrupt export event that cannot be reproduced by REcoM without arbitrary tuning (see Eq. 7). Also, in our method of taking the difference between two model runs, model errors play an important role. From simple sensitivity experiments we can provide a rough error estimate for the figures of 10–20%. We estimate an iron induced DIC uptake of 10.5 gC m$^{-2}$ and an accumulation of POC of 5.1 gC m$^{-2}$ in the top 100 m. For this layer, Smetacek et al. (2012) estimate a slightly higher DIC uptake of 13.2±1.2 gC m$^{-2}$ and a much lower POC accumulation of 1.3±0.8 gC m$^{-2}$. The decrease of POC towards the end of the experiment is not accurately simulated by the model, so that our export estimates may be too low for that reason alone. Instead, most of the POC anomaly that builds up after iron fertilization stays in the upper 150 m of the water column implying that in the numerical model, in spite of the explicit increase of sinking in Eq. (7), the increase of POC in the surface layers is not balanced by a strongly increased vertical export so that the deep export does not even double under iron fertilization. This indicates
a requirement for further improvements to the vertical sinking parameter-
ization (6) for particulate organic matter. The simulated decrease of POC
outside the fertilized patch overestimates the observed development and one
can argue that the numerical model overestimates the export under unper-
turbed conditions. We removed this bias by analysing the differences between
perturbed (with iron fertilization) and unperturbed experiments, essentially
assuming a linear effect of the perturbation. To what extent this assumption
is valid remains unclear. Improving the ecosystem model to achieve a closer
model-data fit is necessary and will be the subject of a different paper.
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Appendix A. A Regulated Ecosystem Model (REcoM) with Silica
and Iron

Here we describe the equations of the ecosystem model REcoM (Schartau
et al., 2007, Hohn, 2009), as they are used in this study. REcoM is a series
of ecosystem models that contain an identical basic kernel. For this study
it has been augmented with silica and iron to represent diatom dominated
communities (REcoM&Dia).

Appendix A.1. State variables and equations

REcoM&Dia has 16 state variables in the current configuration. They are
listed in Table A.2. The variables are divided into five different compounds.
With the abbreviation \( q = P_{N}/P_{C} \) and \( q^{Si} = P_{Si}/P_{N} \) the source-minus-sink
terms \( S_{A} \) for the different groups are
Table A.2: REcoM&Dia state variables and their abbreviations.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIC</td>
<td>Dissolved inorganic carbon ($TCO_2$)</td>
</tr>
<tr>
<td>DIN</td>
<td>Dissolved inorganic nitrogen</td>
</tr>
<tr>
<td>Si</td>
<td>Dissolved inorganic silicate</td>
</tr>
<tr>
<td>$P_N$</td>
<td>Nitrogen in phytoplankton</td>
</tr>
<tr>
<td>$P_C$</td>
<td>Carbon in phytoplankton</td>
</tr>
<tr>
<td>$P_{Si}$</td>
<td>Silicate in phytoplankton</td>
</tr>
<tr>
<td>$Z_N$</td>
<td>Nitrogen in heterotrophic zooplankton</td>
</tr>
<tr>
<td>$Z_C$</td>
<td>Carbon in heterotrophic zooplankton</td>
</tr>
<tr>
<td>DON</td>
<td>Dissolved organic nitrogen</td>
</tr>
<tr>
<td>EOC</td>
<td>Extracellular organic carbon</td>
</tr>
<tr>
<td>$D_N$</td>
<td>Nitrate in detritus</td>
</tr>
<tr>
<td>$D_C$</td>
<td>Carbon in detritus</td>
</tr>
<tr>
<td>$D_{Si}$</td>
<td>Silicate in detritus</td>
</tr>
<tr>
<td>$Fe$</td>
<td>Silicate in phytoplankton</td>
</tr>
<tr>
<td>Chl</td>
<td>Chlorophyll $a$ concentration</td>
</tr>
<tr>
<td>ALK</td>
<td>Alkalinity</td>
</tr>
</tbody>
</table>

1. Dissolved inorganic compounds:

\[
S_A(DIC) = (r_{phy} - C_{phat}) P_C + \rho_C(T) EOC + r_{zoo} Z_C
\]

(A.1)

\[
S_A(DIN) = -\frac{V_N^C}{q} P_N + \rho_N(T) DON
\]

(A.2)

\[
S_A(ALK) = \left(\frac{1}{16} + 1\right)
\]

\[
\cdot \left(\frac{V_N^C}{q} P_N - \rho_N(T) DON\right)
\]

(A.3)

\[
S_A(Si) = -V_{Si}^C P_C + \omega_{Si}(T) D_{Si}
\]

(A.4)

\[
S_A(Fe) = q^{Fe} S_A(DIC) - k_{sc} Fe'
\]

(A.5)
<table>
<thead>
<tr>
<th>Name</th>
<th>Units</th>
<th>Symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>maximal N/C-cell quota</td>
<td>mmol N/mmol C</td>
<td>$q_{\text{max}}^{\text{max}}$</td>
<td>0.2</td>
</tr>
<tr>
<td>minimal N/C-cell quota</td>
<td>mmol N/mmol C</td>
<td>$q_{\text{min}}^{\text{min}}$</td>
<td>0.04</td>
</tr>
<tr>
<td>minimal Si/C-cell quota</td>
<td>mmol Si/mmol C</td>
<td>$q_{\text{Si}}^{\text{min}}$</td>
<td>0.0408</td>
</tr>
<tr>
<td>maximal Si/C-cell quota</td>
<td>mmol Si/mmol C</td>
<td>$q_{\text{Si}}^{\text{max}}$</td>
<td>0.8</td>
</tr>
<tr>
<td>N/C-uptake ratio</td>
<td>mmol N/mmol C</td>
<td>$q_U$</td>
<td>0.2</td>
</tr>
<tr>
<td>Si/C-uptake ratio</td>
<td>mmol Si/mmol C</td>
<td>$q_{\text{Si}}^U$</td>
<td>0.8</td>
</tr>
<tr>
<td>Maximum chlorophyll a to nitrogen ratio</td>
<td>g CHL (mol N)$^{-1}$</td>
<td>$q_{\text{Chl}}^{\text{max}}$</td>
<td>2.5</td>
</tr>
<tr>
<td>iron to carbon ratio</td>
<td>µmol Fe/mmol C</td>
<td>$q_{\text{Fe}}^I$</td>
<td>0.005</td>
</tr>
<tr>
<td>Redfield ratio</td>
<td>mmol C/mmol N</td>
<td>$R$</td>
<td>6.625</td>
</tr>
<tr>
<td>attenuation coefficient for water</td>
<td>m$^{-1}$</td>
<td>$k_w$</td>
<td>0.04</td>
</tr>
<tr>
<td>chlorophyll-specific attenuation coefficients</td>
<td>m$^{-1}$ (mg Chl)$^{-1}$</td>
<td>$a_{\text{CHL}}$</td>
<td>0.03</td>
</tr>
<tr>
<td>chlorophyll-specific initial slope of P-I curve</td>
<td>mmolC (W m$^{-2}$ d)$^{-1}$</td>
<td>$a$</td>
<td>0.2</td>
</tr>
<tr>
<td>maximum of C-specific rate of photosynthesis</td>
<td>d$^{-1}$</td>
<td>$p_{\text{max}}$</td>
<td>4.0</td>
</tr>
<tr>
<td>Cost of biosynthesis</td>
<td>mmol C/mmol N</td>
<td>$b$</td>
<td>2.0</td>
</tr>
<tr>
<td>Cost of biosynthesis</td>
<td>mmol C/mmol Si</td>
<td>$b_{\text{Si}}$</td>
<td>1.0</td>
</tr>
<tr>
<td>Half saturation constant (nitrogen)</td>
<td>mmol N m$^{-3}$</td>
<td>$k_{\text{DIN}}$</td>
<td>0.55</td>
</tr>
<tr>
<td>Half saturation constant (silicium)</td>
<td>mmol Si m$^{-3}$</td>
<td>$k_{\text{Si}}$</td>
<td>4.0</td>
</tr>
<tr>
<td>Half saturation constant (iron)</td>
<td>µmol Fe m$^{-3}$</td>
<td>$k_{\text{Fe}}$</td>
<td>0.12</td>
</tr>
<tr>
<td>Constant respiration rate of phytoplankton</td>
<td>d$^{-1}$</td>
<td>$r_{\text{phy}}$</td>
<td>0.01</td>
</tr>
<tr>
<td>aggregation</td>
<td>(mmol N m$^{-3}$)$^{-1}$</td>
<td>$a_{\text{PP}}$</td>
<td>0.02</td>
</tr>
<tr>
<td>aggregation</td>
<td>(mmol N m$^{-3}$)$^{-1}$</td>
<td>$a_{\text{PD}}$</td>
<td>0.22</td>
</tr>
<tr>
<td>Phytoplankton loss/mortality/excudation</td>
<td>d$^{-1}$</td>
<td>$\gamma_C$</td>
<td>0.1</td>
</tr>
<tr>
<td>Phytoplankton loss/mortality/excudation</td>
<td>d$^{-1}$</td>
<td>$\gamma_N$</td>
<td>0.05</td>
</tr>
<tr>
<td>degradation of chlorophyll</td>
<td>d$^{-1}$</td>
<td>$\gamma_{\text{chl}}$</td>
<td>0.01</td>
</tr>
<tr>
<td>maximum zooplankton grazing rate</td>
<td>d$^{-1}$</td>
<td>$g_{\text{max}}$</td>
<td>0.5</td>
</tr>
<tr>
<td>Grazing half saturation constant</td>
<td>(mmol N m$^{-3}$)$^2$</td>
<td>$\epsilon$</td>
<td>20.0</td>
</tr>
<tr>
<td>Zooplankton mortality</td>
<td>d$^{-1}$</td>
<td>$\Phi_z$</td>
<td>0.05</td>
</tr>
<tr>
<td>Zooplankton respiration time scale</td>
<td>d</td>
<td>$\tau_z$</td>
<td>1.0</td>
</tr>
<tr>
<td>DON degradation rate</td>
<td>d$^{-1}$</td>
<td>$\rho_{\text{N}}$</td>
<td>0.05</td>
</tr>
<tr>
<td>EOC degradation rate</td>
<td>d$^{-1}$</td>
<td>$\rho_{\text{OC}}$</td>
<td>0.004</td>
</tr>
<tr>
<td>Detritus remineralization rate (Nitrogen)</td>
<td>d$^{-1}$</td>
<td>$\omega_{\text{N}}$</td>
<td>0.01</td>
</tr>
<tr>
<td>Detritus remineralization rate (Carbon)</td>
<td>d$^{-1}$</td>
<td>$\omega_{\text{C}}$</td>
<td>0.1</td>
</tr>
<tr>
<td>Maximal remineralization rate (Silicium)</td>
<td>d$^{-1}$</td>
<td>$\omega_{\text{Si}}$</td>
<td>0.02</td>
</tr>
<tr>
<td>Iron scavenging rate</td>
<td>d$^{-1}$</td>
<td>$k_{\text{Fe}}^{\text{sc}}$</td>
<td>0.25</td>
</tr>
<tr>
<td>Total ligand</td>
<td>µmol m$^{-3}$</td>
<td>$L_T$</td>
<td>1.0</td>
</tr>
<tr>
<td>Conditional stability constant</td>
<td>(µmol m$^{-3}$)$^{-2}$</td>
<td>$K_{\text{cond}}^{\text{adm}}$</td>
<td>10.0</td>
</tr>
<tr>
<td>Phytoplankton sinking velocity</td>
<td>m d$^{-1}$</td>
<td>$w_P$</td>
<td>0.0</td>
</tr>
<tr>
<td>Detritus sinking velocity</td>
<td>m d$^{-1}$</td>
<td>$w_D$</td>
<td>Eq. (6)</td>
</tr>
</tbody>
</table>
2. Phytoplankton:

\[ S_A(P_C) = (C_{\text{phot}} - r_{\text{phy}} - \gamma_C) P_C \quad (A.6) \]

\[ - \frac{1}{q} (G + A) \]

\[ - w_P \frac{\partial P_C}{\partial z} \]

\[ S_A(P_N) = \frac{V_C^N}{q} P_N - \gamma_N P_N - G - A \quad (A.7) \]

\[ - w_P \frac{\partial P_N}{\partial z} \]

\[ S_A(P_{Si}) = V_{C Si} P_C \quad (A.8) \]

\[ - \frac{P_{Si}}{P_N} (\gamma_N P_N + G + A) \]

\[ - w_P \frac{\partial P_{Si}}{\partial z} \]

\[ S_A(\text{Chl}) = (S_{\text{chl}} - \gamma_{\text{chl}}) \text{Chl} \quad (A.9) \]

\[ - \frac{\text{Chl}}{P_N} (G + A) \]

\[ - w_P \frac{\partial \text{Chl}}{\partial z} \]

3. Zooplankton:

\[ S_A(Z_C) = \frac{G}{q} - r_{\text{zoo}} Z_C - (\Phi_z Z_N^2) \frac{Z_C}{Z_N} \quad (A.10) \]

\[ S_A(Z_N) = G - \Phi_z Z_N^2 \quad (A.11) \]
4. Detritus:

\[ S_A(D_C) = \frac{A}{q} + (\Phi_z Z_N^2) \frac{Z_C}{Z_N} - \omega_C(T) D_C - w_D \frac{\partial D_C}{\partial z} \]  

\[ S_A(D_N) = A + \Phi_z Z_N^2 - \omega_N(T) D_N - w_D \frac{\partial D_N}{\partial z} \]  

\[ S_A(D_{Si}) = \frac{P_{Si}}{P_N} (G + A) - \omega_{Si}(T) D_{Si} - w_D \frac{\partial D_{Si}}{\partial z} \]  

5. Extracellular organic material (with organic nitrogen being completely dissolved):

\[ S_A(EOC) = \gamma_C P_C + \omega_C(T) D_C - \rho_C(T) EOC \]  

\[ S_A(DON) = \gamma_N P_N + \omega_N(T) D_N - \rho_N(T) DON \]  

**Appendix A.2. Parameterizations**

The above expressions involve the following parameterizations and limiting functions. A list of all model parameters and their values can be found in Table A.3.

- regulation term for photosynthesis

\[ R_{phot} = \min\left( F(q_{min}, q, 50), \right. \]  

\[ \left. F(q_{min}^{Si}, q^{Si}, 1000), \right) \]  

- maximal growth rate

\[ p_{max}^C = p_{max}^{\star} f_{arr}(T) R_{phot} \]  
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- Arrhenius temperature function

\[ f_{arr}(\theta) = \exp \left( -4500 \left( \frac{1}{\theta} - \frac{1}{\theta_{ref}} \right) \right) \]  (A.19)

- limiting function

\[ F(a, b, s) = 1 - \exp \left( -s \left[ |a - b| - (a - b)^2 \right] \right) \]  (A.20)

- carbon assimilation, with \( I(z) = \) photosynthetically available radiation (PAR)

\[ C_{\text{phot}} = p_{\text{max}}^C \left\{ 1 - \exp \left( -\alpha \frac{I(z) \text{ Chl}}{p_{\text{max}}^C} \right) \right\} \]  (A.21)

- maximum carbon specific N assimilation

\[ V_{C,\text{max}}^N = 0.7 p_{\text{max}}^C q \nu F(q, q_{\text{max}}, 1000) \]  (A.22)

- carbon specific N assimilation of phytoplankton

\[ V_C^N = V_{C,\text{max}}^N \frac{\text{DIN}}{k_{\text{DIN}} + \text{DIN}} \]  (A.23)

- maximum carbon specific Si assimilation

\[ V_{C,\text{max}}^Si = 0.7 p_{\text{max}}^* f_{arr}(T) q_{\text{U}}^Si \]
\[ \cdot F(q, q_{\text{max}}, 1000) \]
\[ \cdot F(q_{\text{Si}}, q_{\text{max}}, 1000) \]  (A.24)

- carbon specific Si assimilation of phytoplankton

\[ V_C^Si = V_{C,\text{max}}^Si \frac{Si}{k_{Si} + Si} \]  (A.25)

- chlorophyll synthesis

\[ S_{\text{chl}} = q_{\text{max}}^{\text{chl}} V_C^N \min \left( 1, \frac{C_{\text{phot}}}{\alpha \frac{\text{Chl}}{P_C} I(z)} \right) \]  (A.26)
- respiration of phytoplankton

\[ r_{phy} = r_{phy}^* + bV_C^N + b_{Si}V_C^{Si} \]  
(A.27)

- grazing flux

\[ G = g_{max} \frac{P_N^2}{\epsilon + P_N^2} Z_N \]  
(A.28)

- zooplankton respiration

\[ r_{zoo} = r_{zoo}^* f_{arr}(T) \left( \frac{Z_C}{Z_N} - R \right) \]  
(A.29)

- aggregation

\[ \mathcal{A} = (a_{PD} D_N + a_{PP} P_N) P_N \]  
(A.30)

- degradation rates of dissolved/extracellular organic matter

\[ \rho_X(T) = f_{arr}(T) \rho_X^* \]  
(A.31)

- detritus remineralization rates

\[ \omega_X(T) = f_{arr}(T) \omega_X^* \]  
(A.32)

- detritus remineralization rate (silica pool)

\[ \omega_{Si}(T) = \min \left( \omega_{Si}^*, 1.32 \right) \times 10^{16} \exp \left( -\frac{11200.0}{T} \right) \]  
(A.33)

- free iron \( Fe' \) is computed from

\[ [Fe'] + [L'] \xrightleftharpoons{kt} [FeL] \]  
(A.34)

\[ [Fe] = [Fe'] + [FeL] \]

\[ [L_T] = [L'] + [FeL] \]

\[ K_{FeL}^{cond} = \frac{[FeL]}{[Fe'][L']} \]
following Parekh et al. (2004), where $FeL$ is complexed iron associated with an organic ligand, $L_T$ is the total ligand, assumed to be constant, $L'$ is free ligand, and $K_{FeL}^{cond}$ is the conditional stability constant when the system is in equilibrium.

- The photosynthetically available light is computed by integrating from the top, taking into account the attenuation of water $k_w$ and chlorophyll $a_{CHL} \cdot Chl$ for a self-shading effect.
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