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Lemieux and Tremblay (2009)

classical implicit VP-solver: the Picard solver 	

                                           for A(x) x = b(x)	

A(xk-1) xk-1 – b(xk-1) = F(xk-1)	

outer (non-linear) loop:	

until (some criterion), solve A(xk-1) xk = b(xk-1)

|| F(xk) ||

The optimal a(k) were found to be a(1) = 1145, a(2) = 210
and a(k) = 200 for k greater than 2. We refer to this tolerance
evolution as the optimal progressive a(k) tolerance. Follow-
ing Zhang and Hibler [1997], we refer to a VP solution as
an approximate solution for which all the states of stress lie
either inside or on the yield curve.

5.1. Evolution of the Errors Throughout the OL
Iteration Process

[27] For the time step investigated (6 January 1997
0000 UT), the number of OL iterations to obtain the FC
solution is !10,500 (see Figure 1). The residual norm after
!10,500 OL iterations is the smallest residual norm possible
(which is limited by the machine precision). Tests performed

with the 10-km model show that typically 10,000 OL
iterations are required to reach the FC velocity field while
1000 OL iterations are needed with the 110-km resolution
model.
[28] The statistics of the errors as a function of the number

of OL iterations are shown in Figures 2a and 2b. The domain
average error (dashed curve on Figure 2a) drops relatively
quickly because large parts of the domain, characterized by
very small deformations (viscous phase), converge relatively
fast. The maximum error (solid curve on Figure 2a) however
decreases more slowly. The largest errors are located in
narrower zones of large sea ice deformations. The fact that
large parts of the domain have errors that converge relatively
quickly as opposed to the errors in narrower regions (along
large sea ice deformations as it is shown in section 5.4) is also
observed on Figure 2b that shows the distribution of the
errors throughout the OL iteration process. Figure 2b shows
that 25 OL iterations are required to have less than 1% of cells
with errors larger than 1 cm s"1. As mentioned, this paper is
not intended to provide the acceptable magnitude of errors.
The criterion for the acceptable magnitude of the errors is
probably application-dependent: for instance, the acceptable
errors for a short-term forecast of sea ice conditions is likely
to be different than for long-term climate simulations.

5.2. Metrics to Assess Convergence of the Approximate
Solution

[29] We evaluate the common metrics to assess conver-
gence of the nonlinear approximate solution. To evaluate the
convergence of the approximate solution, we compare this
solution to the FC solution. The FC velocity field and
velocity errors for different number of OL iterations are
shown on Figure 3 for 6 January 1997 0000 UT. Note that
there are regions where the sea ice concentration is higher
than 50% but for which the FC velocity vectors are very small
and therefore are not visible (e.g., in the Canadian Arctic
Archipelago). The FC average and maximum drifts on

Figure 1. Residual norm of the nonlinear system of equa-
tions on 6 January 1997 0000 UT as a function of the outer
loop (OL) iteration. The residual norm is calculated over the
whole domain.

Figure 2. (a) Domain average (dashed curve) and maximum (solid curve) errors as a function of the
number of OL iterations on 6 January 1997 0000 UT. (b) Distribution of the errors as a function of the
number of OL iterations on 6 January 1997 0000 UT. Solid curve is error# 1 cm s"1. Dotted curve is 1 cm
s"1 > error # 0.1 cm s"1. Dashed curve is 0.1 cm s"1 > error # 0.01 cm s"1.
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has converged. We consider the approximate solution to be a
VP solution if 99% of the states of stress are characterized by
0 ! p ! 1 (first stress-invariant, normalized by P) and
0 ! q ! f (p) + ! (second stress-invariant, normalized by P)
where f (p) is the analytical equation defining the ellipse.
The parameter ! is chosen to be 0.005. We find that 40 OL
iterations are needed to get a VP solution (Figure 4d). This
can be compared to Figure 4a which shows the states of
stress of the FC velocity field. After 40 OL iterations, there
are errors larger than 1 cm s"1 at some locations and large
parts of the domain are characterized by errors of #0.5 cm
s"1 (Figure 3d).
[33] The quality of the approximate solution however not

only depends on the number of OL iterations but also on the
time step compared to the forcing time scale (when using the
previous time step solution as the initial guess). Zhang and
Rothrock [2000] have shown that with a single modified
Euler time step, the approximate solution approaches a VP
solution as the time step is reduced. In some applications
(e.g., when a VP model is coupled to an ocean model), the
time step used is much smaller than 6 h. For example, a time
step of 30 min is used in the Goddard Institute for Space
Studies General Circulation Model [Schmidt et al., 2006].
This is done because the sea ice component is less compu-
tationally intensive than the ocean/atmosphere components,
and it is typically run at the ocean time step. When using such
a small time step, the changes in the forcing field (from the
atmosphere and ocean) are smaller and the previous time step
solution is a much better initial guess.
[34] To address this, we have performed an additional test

with a time step of 30 min and using the previous time step
solution as the initial guess. In this case, the geostrophic wind
field to force the model is linearly interpolated between two
6 h geostrophic wind fields. In this test, the sea ice advection

and thermodynamic are turned off in order to focus on the
convergence properties of the nonlinear solver.With a 30min
time step, neglecting the acceleration is no longer valid. The
acceleration term is therefore included. Figure 6a shows the
difference between the velocity field after 2 OL iterations and
the FC velocity field (on 6 January 1997 0000 UT). This can
be compared to Figure 3b (notice the different reference
vector). The smaller time step leads to smaller errors over

Figure 5. Average kinetic energy (KE) of the ice pack
normalized by the FC KE of the ice pack as a function of the
number of OL iterations for 6 January 1997 0000 UT. The
two dashed-dotted lines indicate the 2% criterion.

Figure 4. States of stress in stress-invariant space after (a) 10,500, (b) 2, (c) 10, and (d) 40OL iterations on
6 January 1997 0000 UT. The stresses are normalized by P. The stress invariants are p (the negative average
of the normal stresses) and q (the maximum shear stress).
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6 January 1997 0000 UT are 7.4 cm s!1 and 41.8 cm s!1,
respectively.
[30] We recall that in the original VPmodel [Hibler, 1979],

the numerical scheme is based on a modified Euler time step
and an SOR solver. In this case, the linearized equation
is solved twice per time step, which is equivalent to 2 OL
iterations with our approach. Figure 3b shows the difference
between the velocity field after 2 OL iterations and the FC
velocity field. Errors of the same order of magnitude as the
mean drift are present in a large portion of the domain. Errors
as large as 15 cm s!1 are found close to Svalbard and errors of
1–5 cm s!1 are present in large regions of the central Arctic.
The lack of convergence of the approximate solution is also
present in the normalized states of stress shown in Figure 4b.
Many states of stress are neither viscous nor plastic, and
are unrealistic as they lie outside of the yield curve. Note that
these results remain the same when this experiment is
repeated with a stand-alone SOR solver (as used by Hibler
[1979]).
[31] Some authors have used the average (or total) kinetic

energy (KE) of the ice pack to assess the convergence of the
approximate solution [e.g., Ip, 1993; Zhang and Hibler,
1997; Lemieux et al., 2008]. Lemieux et al. [2008] found
that when performing 10 OL iterations, the average KE of the
approximate solutions (for all the January 1997 time steps) is
always within 2% of the FC average KE. The average KE is

given by 1
N

PN
j¼1

rihj u2j þv2jð Þ
2 , where N is the number of ice-

covered grid cells (concentration larger than 50%) and u and
v are the components of velocity interpolated at the tracer
point. For the time step investigated here (6 January 1997
0000 UT), Figure 5 shows the average KE, normalized by
the FC value, as a function of the number of OL iterations.
Figure 5 indicates that in only three OL iterations, the average
KE is within 2% of the FC value. Note that for this specific
time step, the average KE after 10 OL iterations is within
0.2% of the FC value. From Figure 5, one could conclude that
the nonlinear approximate solution converges very efficiently.
This is however not the case. Figure 3c shows the difference
between the velocity field obtained after 10 OL iterations and
the FC velocity field. Even though the average KE is within
0.2% of the FC value, Figure 3c indicates that large errors, of
the same order of magnitude as themean drift, are still present
in the velocity field. Errors as large as 6 cm s!1 are found
close to Svalbard and errors of 1–2 cm s!1 are present in
large regions of the central Arctic. Again, the states of stress
confirm that the approximate solution is not a perfect VP
solution (Figure 4c).
[32] The position of the states of stress in principal stress

space (or stress-invariant space) is a metric often used by
modelers [e.g., Ip, 1993; Zhang and Hibler, 1997;Hunke and
Dukowicz, 2002] to confirm that the approximate solution

Figure 3. (a) Fully converged (FC) velocity field on 6 January 1997 0000 UT. Difference between the
velocity field after (b) 2, (c) 10, and (d) 40 OL iterations and the FC velocity field.
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solver with Nsub = 120 are shown on Fig. 8c and d while Fig. 8e and f are for Nsub = 1920. The advective time step for the EVP is
Dt = 20 min. Similarly to what is shown in [11], increasing Nsub eliminates noise in the deformation fields. An example of this
can be clearly seen if we zoom on the area north of Greenland (Fig. 9a and b). In the southern part of this region, the noise
disappears in the divergence field and the ice becomes very rigid (as seen in the reference solution). However, in the region
further north, the noise disappears but is replaced by bands of convergence that are not seen in the reference solution. By
comparing Fig. 8e and f to Fig. 8a and b, it is obvious that these additional deformations are seen at many places in the do-
main. These arch-like deformations in the EVP approximate solution are similar to the ones obtained by [33] with their 9-km
EVP model. Hence, the EVP solver with Nsub = 1920 captures the general pattern of deformations but leads to additional shear
lines and zones of strong divergence/convergence when compared to the reference solution. This is consistent with the
results of [13]: the EVP simulates a weaker ice cover as it deforms more easily. The shear and divergence fields simulated
by JFNK (cnl ¼ 10"3; Dt ¼ 20 min) are very similar to the reference solution deformation fields (not shown).

Fig. 8. Shear (a) and divergence (b) at 10-km resolution obtained with the Picard solver with cnl ¼ 10"06 and advective time step of 10 s (the reference
solution) on 18 January 2002 00Z. Shear (c) and divergence (d) obtained with the EVP with 120 subcycles. Shear (e) and divergence (f) obtained with the EVP
with Nsub ¼ 1920 on 18 January 2002 00Z. The advective time step for the EVP solver is 20 min. For clarity, the shear is capped to 0.2 day"1 and the
divergence to ±0.05 day"1.

5940 J.-F. Lemieux et al. / Journal of Computational Physics 231 (2012) 5926–5944

Lemieux et al. (2012), shear and divergence (per day)
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EVP, 1980 
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EVP isn’t any better (but faster)
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We also performed the following simulations to further investigate the presence of extra deformations in the EVP approx-
imate solution. The model was run for 10 days (17–27 January 2002) with either the JFNK or EVP solver. The spatial resolu-
tion is 10 km and Dt = 20 min. Because it is a longer simulation, exceptionally this experiment includes thermodynamic
processes. Statistics of deformations were calculated over the whole period based on instantaneous deformations analyzed
every 12 h. Similar to what is done in [18], we calculated the Probability Density Function (PDF) of the absolute divergence
jDj over a subdomain located in the Arctic Ocean. To avoid coastal effects, the size of the subdomain (1900 km ! 1800 km)
was chosen such that the grids cells are at least 100 km away from the land.

Bins of constant size of 2! 10"4day"1 were used to produce the PDF. The first bin includes the values of jDj between 0 and
2! 10"4 day"1, the second one between 2! 10"4day"1 and 4! 10"4 day"1 and so on. With Xi ¼ f1;3;5; . . .g! 10"4day"1

giving the midpoint value of each bin and Yi representing the fraction of jDj values in each bin, Fig. 10 shows log (Yi) as a
function of log (Xi). The blue curve in Fig. 10 shows the PDF for JFNK with cnl ¼ 10"3 while the red and the black curves
are respectively for the EVP solver with either 120 or 1920 subcycles.

These results confirm what can be qualitatively observed on Fig. 8: the EVP simulates a weaker ice cover as it deforms
more easily (both in convergence and divergence, not shown). Interestingly, the PDF for the EVP model changes significantly
when increasing the number of subcycles from 120 to 1920 as it gets closer to a fat tailed distribution. Consistent with the
results of [8] with a Picard solver, we find that the PDF of deformations depends strongly on the level of numerical conver-
gence. It is beyond the scope of this paper to investigate the impact of these extra deformations in the EVP approximate
solution on ice growth, but we speculate that the EVP solver leads to more ice production than an implicit solver (because
openings in the ice cover strongly affect the ice growth).
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Fig. 10. PDF of the absolute divergence for JFNK with cnl ¼ 10"3 (in blue), EVP with 120 subcycles (in red) and EVP with 1920 subcycles (in black). For all
three simulations, the spatial resolution is 10 km and the advective time step is 20 min. The statistics of the absolute divergence (with bins of
2! 10"4day"1) were calculated over a 1900 km!1800 km subdomain centered in the Arctic Ocean.

Fig. 9. Divergence north of Greenland as simulated by the EVP with Nsub ¼ 120 (a) and with Nsub ¼ 1920 (b) on 18 January 2002 00Z. The advective time step
is 20 min. To see the details, the divergence is capped to ±0.025 day"1.
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2! 10"4day"1) were calculated over a 1900 km!1800 km subdomain centered in the Arctic Ocean.

Fig. 9. Divergence north of Greenland as simulated by the EVP with Nsub ¼ 120 (a) and with Nsub ¼ 1920 (b) on 18 January 2002 00Z. The advective time step
is 20 min. To see the details, the divergence is capped to ±0.025 day"1.
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EVP isn’t any better (but faster)



F(x)

xx0x1x2x3

new to sea ice dynamics: the JFNK solver	

                                          [A(xk-1) xk – b(xk-1) = F(xk)]	

(0 =) F(xk-1+∆xk) = F(xk-1) + F’(xk-1) ∆xk,   F’ = J(acobian)	


until || F(xk) || < tol, solve J(xk-1)∆xk = – F(xk-1)	

                             and update xk = xk-1 + ∆xk

Newton method

structures [8]. Fig. 4 illustrates what we mean by sharp solution structures. It shows the shear deformation field on 7 January
1990 08Z simulated by the JFNK solver when using the 10-km resolution model and a cnl of 0.001. The shear deformation

(second strain rate invariant) is given by
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. As in Maslowski and Lipscomb [28], who used a model

with about the same spatial resolution (9 km), our model simulates basin scale linear kinematic features that resemble
the observed ones [29]. Note that the existence of these strong velocity gradients is physically based (VP rheology) and is
not a consequence of residual errors in the velocity field approximate solution.

Note that for the JFNK solver, the computational efficiency and failure rate depend on the chosen value of rest (Eq. (25))
and that some tuning might slightly modify these results. A larger rest tends to increase the computational efficiency and the
failure rate.

The lack of convergence (failures) of the JFNK solver and the standard solver is a global convergence issue. When the ini-
tial iterate is ‘‘sufficiently close” to the solution, the solvers always converge. The quality of the initial iterate is determined
by the time step compared to the forcing time scale and to the level of convergence of the previous time step solution. A 1-
month integration at 40-km resolution with a 1-minute time step (44,640 time steps) for cnl ¼ 0:001 shows that both solvers
always converge. Unfortunately, the use of such a small time step represents a prohibitive computational approach. We have
not investigated what is the maximum time step allowed (between 1 and 30 min at 40-km resolution) for the solvers to con-
verge in all cases.

To illustrate the high convergence rate of the JFNK method as opposed to the ones of Stand-cap and Stand-tanh, Fig. 5
shows the residual norm of the nonlinear system of equations as a function of the iteration (Newton iteration or OL iteration)
down to a small residual norm ð10!6Þ. This typical result is for 1 January 1990 18Z. The Stand-cap solver needs in this case
2631 OL iterations to reach a residual norm of 10!6 while it takes 24 Newton iterations for JFNK to satisfy the same criterion.
This might suggest that JFNK is more than a 100 times faster than the Stand-cap solver. This is however not the case because
one JFNK iteration involves more calculation (in the fast phase) than one OL iteration. JFNK is &23 times faster than the
Stand-cap solver to reach a residual norm of 10!6. Compared to the Stand-tanh solver, JFNK is 6.4 times faster. The required
CPU time for JFNK is 2.41 s, 15.49 s for Stand-tanh and 55.07 s for Stand-cap.

Even though the convergence rate of the JFNK solver is high (especially in the fast phase), it is not quadratic because an
inexact Newton approach is used. Asymptotic quadratic convergence could be possible but at the expense of very small cðkÞ
values [8].

5.2. Discussion about the robustness of the standard and JFNK solvers

Both standard and JFNK solvers show a lack of robustness. Moreover, the failure rate for both solvers increases as the grid
is refined. However, the lack of robustness of the solvers might not be so dramatic for practical considerations. First, cnl ¼ 0:2
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Fig. 5. Residual norm (N m!2) of the nonlinear system of equations as a function of the OL iteration (or Newton iteration) on 1 January 1990 18Z. The spatial
resolution is 40 km.
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Lemieux et al. (2010)
non-linear iterations

|| F(xk) ||



JFNK in the MITgcm
• FGMRES with preconditioner (LSR, Zhang 

and Hibler, 1997)	


• exact Jacobian times vector possible by AD	


• parallel code: 	


- scalar products in FGMRES	

- restricted additive Schwarz (RAS) method in LSR	


• vector code: 	


- iterative preconditioner (LSR)	

- coloring (zebra) method

Losch et al. (2014)



Parallel	  performance	  of	  solvers	  (4km	  Arc3c	  configura3on)
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Does it matter?
after nearly 40 years of simulation: average of Oct, 1995

with 2 OL iterations with ||F||<10-4



“Timing” of solvers	

(Is JFNK really faster?)



Accurate solvers affect

• ice thickness distribution	


•linear kinematic features 	


•computer time!!!



Summary

• traditional Picard solver converges slowly	


• EVP solver does not converge at all (to VP)	


• JFNK-solver is efficient but expensive



Summary

• traditional Picard solver converges slowly	


• EVP solver does not converge at all (to VP)	


• JFNK-solver is efficient but expensive

JFNK-solver is available for 	


large-scale problems


