Bachelor's Thesis

$^{10}$Be concentrations in an ice core from Akademii Nauk (Russian Arctic) for validation of the age-depth relationship: development of a sample scheme

Luisa von Albedyll

Potsdam, September 2015

Email: luisa.von.albedyll@gmx.de
Registration number: 766121
Degree Program: Geosciences
Persons in Support: Dr. Diedrich Fritzsche
                      Prof. Dr. Ulrike Herzschuh
Eidesstattliche Erklärung


Potsdam, den

.................................................................
Abstract

This bachelor’s thesis aims to develop a sample scheme for the Akademii Nauk ice core from the Russian Arctic in order to reconstruct the long-term variations of the $^{10}$Be concentration. These long-term variations are assumed to vary globally simultaneous and are therefore used to synchronize different $^{10}$Be records for the purpose of dating (“wiggle matching”). This is done in order to validate an existing age-depth relationship of this ice core covering a time span of around 3 000 years. For this purpose a numerical computer model has been designed that simulates different modes of systematic sampling on high-resolution age–$^{10}$Be concentration records. Two sample modes have been simulated: One mode that takes discrete, short samples and another mode that takes continuous, long samples. The model takes into account the restrictions of the Akademii Nauk ice core, for example dating uncertainties and occasional missing parts of the core. All data sets are smoothed using a 22 years running mean. This averaging smooths out most of the meteorological differences, reduces aliasing effects and still enables the reconstruction of the decadal variations. For a comparison between the original and the reconstructed curve, three complementary evaluation techniques have been applied: a mathematical neighborhood, the Pearson correlation coefficient, and the cosine similarity. The model’s results show clearly that continuous sampling performs better than taking only short samples leaving big gaps in between. This can be related to the fact that when sampling continuously no information is lost and aliasing effects are attenuated by “averaging” via melting of long samples. Regarding the sample length, the closest match of reconstructed and original curve is achieved for sample lengths of 4–8 years, with a slight preference for lengths of 8 years. Another optimum is reached for sample lengths of 22 years. The results give a clear hint that aliasing effects bias the reconstructed record. Apart from that, even when parts are missing in the ice core, a good reconstruction is still possible applying continuous sampling. For further sampling I suggest to identify a prominent part of the $^{10}$Be long-term concentration variations and fill up the gaps between the already existing data points with continuous samples within the identified part.
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Definitions

For a better understanding, the following terms are defined for this thesis in advance so that this chapter might be used as a glossary while reading. The terms explained here are printed italic in the text when first mentioned. For a visualization see figure 3.1 and figure 4.1.

A **sampling method** describes the rules on which the selection of samples is based on. There are probabilistic and non probabilistic sample methods. For example, systematic sampling (taking samples at a constant spacing) is a probabilistic sampling method.

In this thesis **sample mode** describes whether sampling is discrete or continuous. The discrete sample mode “**single point sampling**” refers to samples with almost no extent. The $^{10}$Be concentration at one exact point is measured. In tangible terms, single point samples have the length of the smallest unit that was chosen in the computer model.

In the continuous sample mode “**multi year sampling**”, long, extended samples are taken that are lined-up without any gaps in between. So, the end point of a sample is the start point of the next sample.

The **sample period** $T_s$ is the temporal unit that is between two samples. The respective inverse is the sample frequency in time $f_s$. For example, taking a sample every 10 years results in a sample period of $T_s = 10$ years. This term can be applied for both sample modes. For multi year sampling the sample period describes the temporal unit between the center points of two samples.

Since sample period can be used for both sample modes, sample step and sample length are introduced to specify sample period within these two modes.

A **sample step** $s$ refers to the intended distance between two single point samples.

The **sample length** $l$ is used to describe the intended length of a continuous sample, in other words, its extent.

In this thesis the sample period normally is biased by adding a random number to simulate a dating uncertainty. In order to distinguish between the originally intended sample period and the biased one, the latter is defined as **sample interval**. A sample interval is calculated by adding sample period and the random number that symbolizes the dating uncertainty.

A **sample run** refers to one complete sampling of the original record with a specified sample mode and sample period.

A **sample scheme** includes all relevant information of sampling. It could be also understood as a sample strategy. It consists of the target of sampling and the sample framework, as well as the sampling method, sample mode, sample period and important information about restrictions of sampling and practical issues [Harris and Jarvis, 2011].
1 Introduction

Due to recent man-made climate change, research on former paleoclimate changes is nowadays one of the most important aims in climatology. Ice cores are one of the best archives for studying paleoclimate because they provide information about climate forcing factors (e.g. greenhouse gases, aerosols and volcanic dust, solar irradiance) and also about the climate response (e.g. temperature, precipitation, atmospheric circulation) [Beer, 2001]. However, a complete interpretation of the climate proxies stored in ice requires reliable dating with a high temporal resolution. Usually, dating of ice cores from regions with high accumulation rates like Greenland is based on the seasonal variation of parameters like $\delta^{18}O$ or visual ice properties [Berggren et al., 2009]. If these seasonal signals are missing, modeling accumulation rates, snow compaction and ice flow can provide least a rough estimation of the age-depth relationship. Apart from that, stratigraphic dating based on signals that are considered to be globally simultaneous, for example volcanic eruptions, can validate the other dating methods [Raisbeck et al., 1998].

In the present case of the ice core from Akademii Nauk dating with the above mentioned methods led to contradictory results [Fritzsche, 2015 personal communication]. More details of dating the Akademii Nauk ice core are discussed in Opel et al. (2013). Therefore, another method called “wiggle matching” or “curve fitting” is applied to validate one of the existing age-depth models. Wiggle matching is based on the variations of the cosmogenic radionuclide $^{10}$Be. For this, $^{10}$Be concentrations are measured and synchronized to an already dated curve by visual or mathematical methods resulting in an age for the measured ice core [Muscheler et al., 2014].

For successful wiggle matching sampling needs to be planned carefully because a lot of specific characteristics of the ice core can falsify the sampling results. For example the periodicity of $^{10}$Be, the partly absence of reliable yearly patterns in the Akademii Nauk ice core, blurring of the signal due to summer melting and occasionally missing parts of the ice core are likely to bias the $^{10}$Be record. The design of a sample scheme that allows the reconstruction the variations of $^{10}$Be concentrations under the above mentioned conditions is the aim of this bachelor’s thesis.

1.1 Theoretical Background of $^{10}$Be Production, Transportation and Deposition

As indicated above, wiggle matching is based on the variations of $^{10}$Be concentration. The sources of these variations are numerous. Some sources generate more local variations, whereas others have a global influence. Since wiggle matching uses records from different sites, it is only successful when it is based on the global variations. In order to extract them when sampling, it is crucial to understand the origin of the global variations and the factors that might introduce a more local component.

Therefore, in the following the processes that lead to the variations in the $^{10}$Be concentration are
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discussed: namely the production, transportation, deposition and storage of $^{10}$Be [Masarik, 2009]. $^{10}$Be is a radioactive isotope of $^7$Be (half life 1.51 ±0.06 × 10$^4$ years) that is mainly produced in the atmosphere [McHargue and Damon, 1991]. Today the global mean production rate is 0.018 $\frac{\text{atoms}}{\text{cm}^2 \cdot \text{s}}$ [Beer, 2000].

For the sake of completeness, it should be mentioned that there is also in situ production of $^{10}$Be in terrestrial or extraterrestrial material as rocks and meteorites. This is not subject of this thesis and therefore $^{10}$Be is only referred to as the cosmogenic radionuclide that is produced in the atmosphere. $^{10}$Be is formed by spallation, a naturally occurring nuclear fission, of oxygen and nitrogen with high-energy, secondary neutrons. These neutrons are formed by cosmic rays mainly coming from outside of our solar system [Masarik, 2009], [McHargue and Damon, 1991]. Since the cosmic ray intensity is inferred to be constant, it is excluded as source for variations of $^{10}$Be concentration in an archive [Masarik, 2009]. However, not all cosmic rays reach the earth’s atmosphere, because of magnetic fields shielding the earth.

Both, the magnetic field embedded in the solar wind and the geomagnetic field deflect the primary flux of charged galactic particles that lead to a reduction of $^{10}$Be production [Bard et al., 2000], [Peristykh and Damon, 1998]. So, a high solar activity with strong solar winds as well as a high geomagnetic field intensity result in a low $^{10}$Be production rate and vice versa. These two factors arise steady variations in the $^{10}$Be concentration.

However, the shielding effect of the geomagnetic field is not globally constant, but depends on the latitude. Since in high latitudes the geomagnetic field lines are curved and almost perpendicular to the surface, they allow high-energy particles to travel mostly unrestricted. This results in a higher production rate and in an independence of the geomagnetic field modulations in polar regions [Finkel, R.C. and Nishiizumi, K., 1997]. Conversely, when the influence of the geomagnetic field is low, the solar modulation effect is strongest [Beer, 2000].

Additionally, the $^{10}$Be production drops with lower altitude because particles lose energy after producing generations of particles on their way through the atmosphere [Heikkilä et al., 2013], [Masarik, 2009].

In contrast to the well understood processes of production transportation and deposition of $^{10}$Be still bear great uncertainties and are likely to intrude local components to the signal. On the other hand atmospheric mixing during transport can smooth out local production differences.

The influence of transport depends mainly on the place of origin. Two thirds of the $^{10}$Be production occurs in the stratosphere and one third in the troposphere. The dynamic of these two parts of the atmosphere is very different and so is the particle transport. In the troposphere extensive convective activities take place due to decreasing temperature with increasing height. This leads to a short residence time (some weeks) of $^{10}$Be in the troposphere that does not allow a global mixing of the air. Therefore, one must assume that $^{10}$Be produced in the troposphere reflects more a local than a global signal, because differences introduced by the geomagnetic field are not smoothed out.
1.1 Theoretical Background of $^{10}$Be Production, Transportation and Deposition

On the other hand, the higher stability of the stratosphere leads to much longer transport ways and residence times of about one to two years. Since atmospheric mixing is assumed to be complete in the stratosphere within a year, one considers the latitudinal differences in production as smoothed out for $^{10}$Be produced in the stratosphere. Putting these two parts together, this results in the rough guess that the larger part of the production differences are smoothed out [Heikkilä et al., 2013]. However, when comparing records one should not neglect the fact that there are latitude differences and analyze the origin of the air masses.

Not only transport but also deposition of $^{10}$Be can falsify the signal from a global to a more local one. Deposition occurs as wet deposition via precipitation (80-90 %) or as dry deposition (10-20 %) depending on the amount of precipitation [Masarik, 2009]. During wet deposition the cosmogenic nuclid is scavenged by submicron particles as e.g. sulfates that act as condensation nuclei for the formation of cloud droplets and eventually coagulate to form precipitation [Masarik, 2009]. During dry deposition particles settle down directly from the air, depending on the aerodynamic resistance of the surface, namely surface properties and local winds. Sudden changes in the fraction of wet to dry deposition might produce concentration changes that are only introduced by local climate changes and can raise the noise in the signal. But Masarik (2009) has shown that this is a minor factor and the original production signal is still preserved. For a detailed discussion on transport and deposition of $^{10}$Be see also Heikkilä et al. (2011).

As a consequence, the deposition process determines the concentration because areas with higher precipitation consequently show lower $^{10}$Be concentrations. Typical $^{10}$Be concentrations in glacial ice range between e.g. $10^5$ atoms g$^{-1}$ (Dome Fuji, Antarctica [Horiuchi et al., 2007], [Horiuchi et al., 2008]) and $2 \times 10^4$ atoms g$^{-1}$ (Greenland, Dye-3 [Beer et al., 1990] and Akademii Nauk [Fritzsche, 2015 personal communication]). Since decay counting is not feasible due to the long half life, measuring such low concentrations requires very sensitive detection techniques as accelerator mass spectrometry (AMS) [Beer, 2001].

Finally postdepositional altering of the $^{10}$Be concentrations in storage due to summer melting and consequential percolation must be considered. The effects of melting on $^{10}$Be are not well investigated, therefore only assumptions can be made. At first, it is known that $^{10}$Be is quite often part of a cloud condensation nuclei and therefore located to some extent in the interior of ice grains. This makes percolation of $^{10}$Be less likely [Pohjola et al., 2002]. Secondly, Weiler et al. (2005) found for the Akademii Nauk ice core that at least the averaged ion concentrations of conservatives species like sulphate are representative for long-time changes in the atmospheric concentration. Since, $^{10}$Be is often attached to sulphate [McHargue and Damon, 1991], it can be deduced that possible changes due to percolation are compensated by applying a running mean. Weiler et al. (2005) suggests a 5 years running mean to smooth out percolation effects for the conservative species.

To sum up, the $^{10}$Be concentration variation is composed of a global production signal modulated by solar and geomagnetic shielding and a local system signal, influenced by meteorological
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and local factors as latitude and altitude [Steinhilber et al., 2012]. Various studies have found that after averaging to 20-40 years the fraction of the system effects remains only to be 20-30% of the complete $^{10}$Be signal [Abreu et al., 2013], [Horiuchi et al., 2008], [McCracken, 2004], [Steinhilber et al., 2012], [Vonmoos et al., 2006]. For instance, Steinhilber et al. (2012) used a principal component analysis applied on ice core and tree ring data that have been averaged with a 22 running mean and found that only 30% of the data might be due to system effects. Apart from the fact that averaging helps to suppress system effects, McCracken et al. (2004) made clear that variations that are relevant for wiggle match dating (> 30%) are large compared to the meteorological influence. Therefore it is concluded that for wiggle matching one needs to extract the global production signal and suppress the system effects.

1.2 Solar Cycles in the $^{10}$Be Archives

After having identified the sources of the variations that are relevant for wiggle matching, the character of these variations is studied. The variations of the production signal are composed of periodic and non-periodic variations. Especially the periodic variations associated with the solar cycles are a strong evidence for the fact that despite all uncertainties the overall global production signal is preserved in the $^{10}$Be records of natural archives [Heikkilä et al., 2013].

Periodicities in the $^{10}$Be archives are induced by a periodic solar modulation or by periodic changes of the magnetic field. A helpful tool to distinguish between both effects is the span of the periodicities. Long periodicities (e.g. 1000-2000 years) are commonly associated with variations in the geomagnetic field [Beer, 2001]. Short term fluctuations (decades to centuries) in the $^{10}$Be concentration are assigned to the solar modulations like for example the prominent 11-year Schwabe cycle (respectively the 22 year Hale cycle), the 90-year Gleissberg cycle or the 205-year DeVries cycle [Beer, 2001]. Primarily these periodicities reflect changes in solar parameters e.g. the sunspot number, but since the $^{10}$Be production rate is so strongly correlated with the solar winds, these periodicities are also present in the $^{10}$Be archives with a time lag of about a year corresponding to the mean residence time of $^{10}$Be in the air [Beer, 2001]. The solar cycles do not have a fixed periodicity. For example the 11-year Schwabe cycle varies between 7–18 years [Beer, 2000]. This decadal variation is quite dominant in the archive. During a typical 11 years solar cycle the ratio between production at solar minimum and solar maximum is 1.34, whereas the non-periodic variations fluctuate on longer time scales [Masarik, 2009].

The non-periodical variations are mainly caused by an almost complete absence of sunspots, the so-called grand solar minima. This results in $^{10}$Be values 30–50% above the modern value [Bard et al., 2000] for approximately 60–100 years. Prominent grand solar minima are e.g. the Maunder minima (1645–1715) and the Dalton minimum (1790–1830). It is still part of the discussion
1.3 Wiggle Matching as Dating Tool

Furthermore, it is important to know the technique of wiggle matching to understand its requirements before sampling. The general idea of using a $^{10}$Be record as dating tool relies on the fact that the production signal stored in the local $^{10}$Be archives is global and therefore comparable to different coring sites. Meeting these requirements a $^{10}$Be record of unknown age is synchronized with a $^{10}$Be record of known age, called calibration or reference curve, by fitting it to the shape of characteristic parts of the reference curve. This technique, called wiggle matching, is already widely used in $^{14}$C dating in order to improve the accuracy of $^{14}$C ages. There are different approaches to wiggle matching. First of all, a simple visual, but subjective matching is possible. Mostly a peak-to-peak correlation strategy is used, skipping few peaks with unclear relations (e.g. [Horiuchi et al., 2008]). Secondly, ad hoc statistical methods based on least squares are applied [Christen and Litton, 1995]. Thirdly, Bayesian mathematics provides a complex, but well-founded way to solve the problem [Christen and Litton, 1995]. Bayesian analysis differs from classical statistics in that concepts of uncertainty and probability are interrelated and allows in that manner to implement prior information to the matching process [Walker, 2005]. Fourthly, computer programs as OxCalc that are designed for curve matching using statistical methods are available online [Bronk Ramsey, 1998]. Finally a recent study made by Muscheler et al. (2014) presents a new approach based on Monte Carlo sampling.

Especially for visual peak-to-peak correlation it is important that the original shape of the curve is preserved as good as possible. Therefore, an appropriate temporal resolution depending on the length of the whole record as well as the needed temporal accuracy. The approximate time span of this ice core of 3 000 years should be matched with other records based on long-term variations of time scales of the grand solar minima with a typical duration of 60-100 years [Beer, 2000]. In order to detect them at least a temporal resolution of 20 years seems to be appropriate.
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1.4 Research Question and Outline of the general Approach

After an introduction to the theoretical basics of wiggle matching based on \(^{10}\)Be concentrations, the focus of this thesis is summarized in the research question:

*What sample scheme is most suitable in order to estimate the long-term variations of \(^{10}\)Be concentration in the ice core of Akademii Nauk for validating the age-depth relationship?*

This question is broken down into:

- What must be included in the **sample scheme**?
- How are the **long-term variations of \(^{10}\)Be concentration** characterized and how to extract them from a high temporal resolution record?
- Which restrictions need to be discussed when sampling this particular **ice core from Akademii Nauk**?
- In which time interval does the **existing age-depth relationship** need to be validated?

In the following, these questions are partly discussed based on literature, but the central aspect of the sample scheme, the question concerning **sample mode** (discrete or continuous sampling) and **sample period** is so complex, that a numerical computer model that simulates sampling has been developed to answer these questions. In order to run this model the following steps have been conducted:

- Use mathematics to set up a model that conducts sampling with different sample modes and periods.
- Modify the model to reflect sampling the Akademii Nauk ice core as realistic as possible.
- Simulate sampling on three high resolution \(^{10}\)Be concentration data sets.
- Transfer the best sample mode and period to the conditions of the Akademii Nauk ice core.

In the discussion, the results of the computer simulations are interpreted in regard to the best sample mode and period. In the following, the gap between these theoretical findings and the practical implementation of them is discussed and finally, the sample scheme developed in this study is compared to the approaches of other authors.
2 Study Site and Ice Core Parameters

The Akademii Nauk ice core was cored at 80.52°N, 94.82°E, on Severnaya Zemlya, an archipelago located in the Russian Arctic that is covered with considerable ice caps. The core was drilled close to the summit of the cold glacier Akademii Nauk [Fritzsche et al., 2005] in an elevation of about 750 m a.s.l. In contrast to Greenland drilling projects the site is located in the percolation zone assuming annual infiltration of melt water and even rain due to high insolation and temperatures above 0°C in July and August. There are no extensive studies on the percolation depth, but it is assumed that infiltration deeper than two or three annual layers is unlikely due to ice lenses stopping deeper penetration [Opel et al., 2009]. Furthermore, a modern accumulation rate of 0.46 m water equivalent was investigated based on stable water isotope analyses by Fritzsche et al. (2005). Due to the high precipitation it is assumed that most of the deposition of $^{10}$Be takes place in form of wet precipitation [Heikkilä et al., 2013].

Figure 2.1: Map of the Arctic with focus on Severnaya Zemlya. In the inset a detailed map of Severnaya Zemlya is shown with the location of Akademii Nauk, where the ice core was taken 1999-2001 [Fritzsche et al., 2005]. Moreover the main atmospheric circulation system influencing the study site are displayed. The Icelandic Low and Siberian High are marked, as well as the prevailing air transport way (reprinted from Opel et al. (2009) with permission).
Even though the influence of system effects on the $^{10}$Be archive is generally estimated to be less than 30%, it is important to take the atmospheric conditions into account [Abreu et al., 2013]. For example, dramatical changes in the fraction of wet to dry deposition may result in a shift in the $^{10}$Be concentration that is not applicable to production rate changes [Heikkilä et al., 2013]. In fact, Severnaya Zemlya is located at a transition zone, namely between the Atlantic influenced and the more continental eastern parts of Siberia. Most of the 400 mm precipitation is caused by cyclones coming from the Kara Sea with southern and south-western winds. However, the origin of the air-masses passing the site changes within the year (for details see [Opel et al., 2009]). Opel et al. (2013) found possible shifts in the atmospheric circulation patterns in the last centuries, but there is no evidence that the amount of precipitation has changed dramatically through the Holocene [Miller et al., 2010].

**Ice Core Parameters**

The core is stored at $-30^\circ$C, cut in pieces of around 100 cm, in Bremerhaven. Many melt-layers are visible in the core, as well as a lot of air bubbles. This suggests that there has been a lot of melting, but most melt layers consists not only of refrozen melt water, but also ice originated from compacted snow [Fritzsche et al., 2005]. The ice is mostly free of visible impurities as dust or sediment particles, an observation that was confirmed after melting the ice. This is important, because there is a positive correlation between dust content and $^{10}$Be concentration that could bias the results [Merchel 2015, personal communication]. Occasionally, short parts of the ice core (1-100 cm) are not available for $^{10}$Be sampling due to the partly bad core quality. Furthermore, yearly markers as stable-isotope layers or visual differences are not completely reliable for the entire ice core, but at least for the youngest 275 years [Fritzsche et al., 2005].
3 Methods

3.1 Numerical Simulation of Sampling

In order to answer the aspect of the research question about the best sample mode (discrete or continuous) and period, a computer model has been developed that simulates sampling on high resolution age-$^{10}$Be concentration data sets.

The modeling has been done with Matlab©, a numerical computing environment, that allows data analysis, implementation of algorithms, and plotting of data.

Preparation of the Input Data

Different sample modes and periods have been tested on three $^{10}$Be records consisting of age-$^{10}$Be concentration sets, namely from NGRIP [Berggren et al., 2009], Dye-3 [Beer et al., 1990], [Berggren et al., 2009] and Dome Fuji [Horiuchi et al., 2008], [Horiuchi et al., 2007]. They have been chosen because they have a high temporal resolution and cover a similar time span as the Akademii Nauk ice core (see table 3.1).

Before these data sets have been used in the model, they had to be interpolated on a regular temporal grid of a temporal resolution of 0.1 years. This has been necessary because the data is not completely regular distributed and on a lower temporal resolution, but the model is designed to work with regular spaced data. In the following, not only years, but also data points will be discussed. A transformation is simply done by multiplying with (dividing by) 10. For instance, an interval of 33 data points corresponds to 3.3 years.

<table>
<thead>
<tr>
<th>Location and altitude</th>
<th>Temporal resolution of $^{10}$Be record</th>
<th>Time span</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGRIP Greenland 75°6’N 42°19’W 2917 m a.s.l.</td>
<td>1 year</td>
<td>1995–1389 AD</td>
<td>[Berggren et al., 2009]</td>
</tr>
<tr>
<td>Dye-3 Greenland 65°11’N 43°49’W 2479 m a.s.l.</td>
<td>0.4–2.3 years</td>
<td>1986–1424 AD</td>
<td>[Beer et al., 1990], [Berggren et al., 2009]</td>
</tr>
<tr>
<td>Dome Fuji Antarctica 77°30’S 37°30’E 3810 m.a.s.l.</td>
<td>mean: 9 years range: 1–22 years</td>
<td>1876–695 AD</td>
<td>[Horiuchi et al., 2008], [Horiuchi et al., 2007]</td>
</tr>
</tbody>
</table>

Table 3.1: input data sets of the computer model
3 Methods

Sampling Process

In general sampling is described mathematically as [Mari et al., 1999]:

\[ X(i,j) = D_x(i,j) * S(m) \]

\[ S(m) = \begin{cases} 
1 & m = nT_s \\
0 & \text{other} 
\end{cases} \]  

(3.1)

where \( m \) and \( n \) are integers, \( S \) the sample function, and \( X(i,j) \) is the output data set consisting of 
values of the input data set \( D_x(i,j) \) located at multiples of the sample period \( T_s \). For near-point 
measurements all information in between the sample points is not considered. Equation 3.1 lists all 
components that are needed to simulate sampling:

- an output data set, that hold the results of the sampling, consisting of age \((X(i,j))\) and \(^{10}\text{Be}\) concentrations \((Y(i,j))\).
- an input data set \( D \) that is sampled, likewise consisting of age \((D_x)\) and \(^{10}\text{Be}\) concentrations \((D_y)\)
- a sample function \( S \)

The output data sets \((X(i,j), Y(i,j))\) are \(\{n \times 11\}\) matrices. This is due to the fact that every 
sample run, so one complete sampling of a record, is reproduced for 11 different starting points \((p)\). 
These starting points are 10 data points (1 year) apart from each other. This was performed to rule 
out biases due to interference phenomena between the sample period and the natural periodicity in 
the data set. The output \(X(i,j)\) contains all information of the “location” for sampling expressed 
as age beginning from the youngest. The output matrix \(Y(i,j)\) is built up likewise, containing the 
corresponding \(^{10}\text{Be}\) concentrations.

In order to simplify Matlab\textsuperscript{©} calculations, the input data sets \((D_x, D_y)\) are transformed as well 
to \(\{n \times 11\}\) matrices. Consequently, the input matrix \(D_x\) is built up of elven times the same column 
vector containing information about age. The input matrix \(D_y\) is built up of eleven times the same 
column vector containing the corresponding information about \(^{10}\text{Be}\) concentrations.

The structure of input and output matrices should not be mixed up with the sample function \( S \) 
that is also a \(\{n \times 11\}\) matrix, but whose entries refer to the index \(i\) of the input matrices. Each 
entry of \( S \) consists of three parts that are summed up.

- the endpoint of the last interval
- the sample period
- a random number expressing the dating uncertainty.

The first entry of \( S \) “endpoint of the last interval” points to the recursive character of the sampling. 
This guarantees that there are no accidental gaps in the sampling.
A sample interval is defined as the sum of the sample period and the dating uncertainty. The sample period describes the amount of samples per time unit. Different periods between 10 and 220 data points have been tested.

And lastly, a dating uncertainty \( \{n \times 11\} \) matrix \( R \) has been created based on the random number function of Matlab\textsuperscript{©}. \( R \) contains equally distributed integer numbers between -10 and 10. By adding or subtracting those random numbers to the sample period, varying sample intervals are simulated as they occur in reality when dating is uncertain.

\[
R = \begin{pmatrix}
 r_1 & r_1 & \ldots & r_1 \\
 r_2 & r_2 & \ldots & r_2 \\
 \vdots & \vdots & \ddots & \vdots \\
 r_n & r_n & \ldots & r_n \\
\end{pmatrix} \quad R_{\text{example}} = \begin{pmatrix}
 4 & 4 & \ldots & 4 \\
 1 & 1 & \ldots & 1 \\
 -3 & -3 & -3 & -3 \\
 \vdots & \vdots & \ddots & \vdots \\
\end{pmatrix}
\]

(3.2)

with \( r_i \in \mathbb{Z} \) and \(-10 \leq r \leq 10\)

This general introduction to the composition of the sample function \( S \) is specified in the following when explaining the two different samples modes, single point sampling and multi year sampling (figure 3.1).

**Single point sampling** has been conducted as systematic sampling, but not continuously. Samples are treated as data points with almost no extension. In tangible terms, the samples have the length of the smallest unit that is present in the data, so 0.1 years. For single point sampling, the sample period is referred to as sample step \( s = \{20, 30, 40, \ldots, 70, 100, 110\} \) data points. For example, a sample run tests sampling with samples, covering 0.1 years, that are taken every 3 years (\( s=30 \)).

So, in the case of single point sampling, each entry of \( S_{\text{single}} \) is expressed by the sum of the endpoint of the last interval, the sample step \( s \) (=sample period), and the dating uncertainty \( r \). As starting point, so the first entry of \( S \), \( p = \{10, 20, \ldots, 110\} \) has been defined.

\[
S_{\text{single}} = \begin{pmatrix}
 10 & 20 & \ldots & 110 \\
 10 + s + r_1 & 20 + s + r_1 & \ldots & 110 + s + r_1 \\
 10 + 2s + r_1 + r_2 & 20 + 2s + r_1 + r_2 & \ldots & 110 + 2s + r_1 + r_2 \\
 \vdots & \vdots & \ddots & \vdots \\
 10 + (n-1)s + \sum_{z=1}^{n} r_z & 20 + (n-1)s + \sum_{z=1}^{n} r_z & \ldots & 110 + (n-1)s + \sum_{z=1}^{n} r_z \\
\end{pmatrix}
\]

(3.3)

Finally, sampling is performed by picking out the values form the input matrices that correspond to the entries of \( S_{\text{single}} \) (see figure 3.2). This is expressed by

\[
X_{\text{single}}(i,j) = D_x(S_{\text{single}}) \quad Y_{\text{single}}(i,j) = D_y(S_{\text{single}})
\]

(3.4)
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Sample modes

(a) single point sampling
near-point measurements

(b) multi year sampling
extended samples

(c) Missing parts

Figure 3.1: **Schematic representation of the sample modes.** (a) On the left side single point sampling is displayed. Sampling starts at the starting point \( p \) where the first sample is taken as a near-point measurement (indicated by black crosses). After one sample interval, composed of the sample step \( s \) and the uncertainty \( r_1 \), the next sample is taken. (b) Multi year sampling is shown on the left side. Unlike single point sampling, a sample, that has the length of the whole sample interval, is taken. The average concentration of this whole sample is assigned to the center point of the sample (indicated by the point in the middle of the sample intervals). (c) A subtype of multi year sampling is sampling with “missing parts” that simulates a gap \( g \) after a sample interval.

In all these sample modes the sample intervals are not constant because the dating uncertainty \( r_n \) varies between -10 and 10. In this example \( r_1 = 4, r_2 = 1, r_3 = -3 \). The third sample interval is an example of an interval that is shorter than the intended sample period because \( r_3 \) is negative. This is indicated by the dashed line.
3.1 Numerical Simulation of Sampling

Figure 3.2: Visualization of the functionality of the sample matrix $S$ expressed by $X(i,j) = D_x(S)$. An example is given of a sample run with Dye-3 data. The sample period is 30 and the first random number added is $r_1=4$. $D_x$ is built up of 11 identical row vectors containing age informations in years AD. The italic numbers at the left and the top of the matrix describe the indices of this matrix. The entries of sample matrix $S$ refer to these indices of $D_x$. The values of $D_x$ corresponding to these indices are picked and stored in the output matrix $X(i,j)$. For example, the first entry “10” in column 1 refers to the entry in row 10, column 1 of the $D_x$ matrix. The entry is 1985.1 and that is why one can find this entry in the output matrix $X(i,j)$. Although this is expressed for age values, this can transferred to $^{10}$Be concentrations as well: $Y_{single}(i,j) = D_Y(S)$

The multi year sampling differs in that point from the single point sampling that it was designed to be continuous sampling with samples of a specific length of $l = \{20, 30, \ldots, 110, 220\}$. Since the sample length determines the amount of samples per time unit, it is understood as the sample period of multi year sampling.

When applying multi year sampling the average of one sample is assigned to its center point. These center points are stored in the output matrix $X_{Multi}(i,j)$. The center points are calculated using the same three components of $S$ as mentioned above.

So, first of all, the next sample interval $(i+1)$ is calculated by adding sample length $l$ (=sample period) and dating uncertainty $r_{i+1}$. Then, the half of the last sample interval $(\frac{l+r_i}{2})$ and the half of the next sample interval $(\frac{l+r_{i+1}}{2})$ are added to the center point of the last interval. Consequently, $S_{Multi}X$ is given by
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\[ S_{\text{multi}} X = \begin{pmatrix} 
10 + \frac{1 + r_1}{2} & 20 + \frac{1 + r_1}{2} & \cdots & 110 + \frac{1 + r_1}{2} \\
10 + l + r_1 + \frac{1 + r_1}{2} & 20 + l + r_1 + \frac{1 + r_1}{2} & \cdots & 110 + l + r_1 + \frac{1 + r_1}{2} \\
\vdots & \vdots & \ddots & \vdots \\
10 + (n - 1)l + \sum_{z=1}^{n-1} r_z + \frac{1 + r_1}{2} & 20 + (n - 1)l + \sum_{z=1}^{n-1} r_z + \frac{1 + r_1}{2} & \cdots & 110 + (n - 1)l + \sum_{z=1}^{n-1} r_z + \frac{1 + r_1}{2} 
\end{pmatrix} \]

(3.5)

In a next step, \( X_{\text{multi}}(i,j) \) is calculated by

\[ X_{\text{multi}}(i,j) = D_x(S_{\text{multi}} X) \]  

(3.6)

(for visualization see figure 3.2). The output matrix \( Y_{\text{multi}}(i,j) \) is filled with average values, so the mean \( (m_y) \) of all y-values building up a sample interval is calculated. For this purpose, at first all points of an interval are identified (table 3.2, column 2). Then the corresponding \(^{10}\text{Be} \) concentrations are picked out of \( D_y(i,j) \) (table 3.2, column 3). Finally the mean of the concentrations is calculated.

\[
\begin{array}{|c|c|c|}
\hline
\text{S: index of point in interval} & \text{D:}^{10}\text{Be concentration} & \text{mean} \\
\hline
\text{first point:} & p + (n - 1)l + \sum_{z=1}^{n-1} r_z & \rightarrow & D_y(p + (n - 1)l + \sum_{z=1}^{n-1} r_z) \\
\text{next point:} & p + 1 + (n - 1)l + \sum_{z=1}^{n-1} r_z & \rightarrow & D_y(p + 1 + (n - 1)l + \sum_{z=1}^{n-1} r_z) \\
\text{...} & \vdots & \rightarrow & \vdots \\
\text{last point:} & p + nl + \sum_{z=1}^{n} r_z - 1 & \rightarrow & D_y(p + nl + \sum_{z=1}^{n} r_z - 1) \\
\hline
\end{array}
\]

Table 3.2: steps of the calculation for \( m_y \): All points of an interval are identified (column 1 and 2), the corresponding \(^{10}\text{Be} \) concentrations are picked out (column 3) and averaged to \( m_y \).

The steps done in table 3.2 are summarized in equation 3.7:

\[
m_y = \frac{D(p + (n - 1)l + \sum_{z=1}^{n-1} r_z + D(p + 1 + (n - 1)l + \sum_{z=1}^{n-1} r_z) + \ldots + D(p + nl + \sum_{z=1}^{n} r_z - 1)}{l + r_n}
\]

(3.7)

For example the \( m_y(i) \), at \( i=204 \) with \( l=40 \) and \( r_i = 4 \) is calculated by

\[
m_y(204, 2) = \frac{D(182) + D(182) + \ldots + D(226)}{44}
\]

Furthermore, a modification of the multi year sampling process has been developed. As indicated in chapter 2 there are missing parts in the ice core. In order to test whether results are reliable under these more difficult conditions, missing parts have been simulated for the multi year sampling. This
has been achieved by shifting the end point of the sample interval by adding a certain integer \( g \) resulting in a gap in the continuous sampling. The parameter \( g \) consists of two pieces. The first one (marked in equation 3.8 by 1) describes the length of the missing part by multiplying the maximum gap \( h \) with a random number between 0 and 1. This results in a randomly variable gap length. The second piece (marked in equation 3.8 by 2) describes how often a part is missing. This is realized by defining a rectangular function \( gg \). This function is equal to 1 when a second random number is greater than 0.5. In all other cases it is 0. By changing 0.5 to another value, the ice core quality is introduced to the model. In short, \( g \) is defined as:

\[
g = \lceil (h \cdot \text{rand}_1 \cdot \frac{2}{gg}) \rceil \quad \text{with} \quad gg = \begin{cases} 1 & \text{rand}_2 > 0.5 \\ 0 & \text{other} \end{cases}
\]

with \( \text{rand}_i \equiv \text{random number} \in [0,1], i = 1, 2 \) and the ceiling and floor operation \( \lceil x \rceil \) express rounding towards the nearest integer. The maximum gap \( h \) has been set to 20 data points (= 2 years).

To sum up, the results of the sampling process are the two matrices \( X(i,j) \) (information about age) and \( Y(i,j) \) (information about \(^{10}\text{Be} \) concentrations). They represent the sampling protocol of the computer sampling.

Dealing from now on with the display of the results a new nomenclature is introduced. One column of each output matrix is joined to a \( n \times 2 \) matrix \( k_{i,j} \) that contains information about age and corresponding \(^{10}\text{Be} \) concentrations. The index \( i \) indicates the sample mode (S = single point sampling, M = multi year sampling) and the sample period \{10, 20,..., 220\} divided by 10. The index \( j \) refers to the to the starting point \( p \). If the index \( j \) is missing, then \( k_i \) displays the mean of the results from all 11 starting points. For instance, \( k_{S3,20} \) describes a curve that is reconstructed from samples taken with single point sampling in sample steps of 30 data points (3 years), beginning at starting point 20.

### 3.2 Evaluation of the Reconstructions

Before evaluating the results, the long term variations need to be extracted from the the strongly fluctuating data sets. This is realized by applying a 22 years running mean (moving average) to the original data sets as well as to the reconstructed curves. For details on the 22 years running mean and its calculation see appendix A.

After having smoothed the record, a **mean of comparison** is needed to compare the different sample modes and periods to a reference curve. This reference curve has been chosen to be the 22 years running mean of the original data set (for explanations see chapter 4). Three evaluation methods have been tested.
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At first, a mathematical neighborhood $B$ surrounding the 22 years running mean $m$ has been defined in which a reconstructed curve $k_{i,j}$ (consisting of $x_{k_{i,j}}$ and $y_{k_{i,j}}$ values) should plot.

$$B_\delta(m) = B(\delta, m) = \{ x_{k_{i,j}} \in k_{i,j} \mid \| y_{k_{i,j}} - m \| < \delta \}.$$ (3.9)

The parameter $\delta$ describes the size of the neighborhood. The smaller $\delta$ is chosen, the closer a reconstruction must be to the reference curve to plot within the neighborhood. The parameter has been elected for each data set separately in respect to the local extrema of the specific curve. It is defined in a way that the smallest local extrema that should be reconstructed is still visible in the record.

However, it will be shown later, that the results indicating the best sample mode and period do not depend on this parameter. For a detailed description how to define the parameter and the independence of the results of $\delta$ see appendix B.

As a result of this method, one receives the amount of samples in the neighborhood relative to the total amount of samples, expressed either on a scale of 0 to 1 or in percentage.

A second method that is often used to describe similarity is the Pearson correlation coefficient $\rho$ that measures the correlation of the two data sets $k_{i,j}$ and $m$. It is defined as [Mudelsee, 2014]:

$$\rho(k_{i,j}, m) = \frac{\text{cov}(k_{i,j}, m)}{\sqrt{\text{cov}(k_{i,j}, k_{i,j}) \text{cov}(m, m)}}.$$ (3.10)

It describes how much two data sets change together, expressed in a range between -1 and 1. Positive numbers describe a similar behavior, negative numbers mean an anti-correlation. In general, $\rho$ describes the linear relationship between two variables.

The last method is called cosine similarity, a tool that compares two vectors by calculating the cosine of the angle between them. This measurement of similarity suits especially well for curves with a similar trend, but different proportions, because it neglects the actual values of the vectors and compares their inclinations. So, if two curves have the same shape, though their dimension may be different, the cosine similarity still would have a value close to 1 [Middleton, 2000]. In order to calculate the similarity, two data points of the curve $k_{i,j}$ and the corresponding two data points of the 22 year running mean $m$ are understood as two vectors, so that the cosine similarity, $\cos(\gamma)$, is calculated by dividing the dot product by the product of the magnitudes of both vectors [Middleton, 2000]:

$$\cos(\gamma) = \frac{k_{i,j} \cdot m}{\|k_{i,j}\| \|m\|}.$$ (3.11)

In this study, the results range between 0 meaning orthogonality of the vectors, to 1 meaning exactly the same direction.
Repeatability

Since the results of this model depend on the input of the random numbers, one sample run is not representative. Therefore, in order to assure repeatability of the results, the sampling was repeated 50 times with varying random numbers. Analysis have shown that for more than 50 runs there are only negligible changes in the results. All results of the evaluations are stored, but for a more convenient treatment, the results for each sample mode and sample period are summarized after each run to:

- the mean value of all 11 starting points
- the standard deviation corresponding to the mean value of all 11 starting points
- the minimum of all 11 starting points

After 50 runs these values are summarized a second time to:

- the mean value of all mean values
- the mean value of all standard deviations
- the minimum of all minima.
4 Results

It is not convenient to collect data at an (sub-)annual temporal resolution due to likewise financial or time shortages. Therefore, an appropriate sample scheme must be designed that ensures that reconstruction is as complete as possible and free from biases. This sample scheme is set up by following the steps suggested by Harris and Jarvis (2011) and Borradaile (2003) (see figure 4.1).

At first, as target of the sampling the reconstruction of the long term variations has been identified. Beer (2000) distinguishes between short-term fluctuations as the 11 year solar cycle and long-term variations on a time scale of decades to centuries. This scale contains for example the great solar excursion. Consequently, these long-term variations are suitable for wiggle matching. In order to extract the long-term variations from the short-time fluctuations, a way of smoothing is necessary. It has been concluded that 22 years is a suitable time unit for long-term variations and that a running mean is the best way of smoothing (table 4.1).

Figure 4.1: Development of a sample scheme by following the steps proposed by Harris and Jarvis (2011) and Borradaile (2003). The target, sample frame, sampling method and restrictions have been discussed in respect to existing literature. The sample mode and sample period have been tested using a computer model and practical issues have been introduced in accordance to personal experience of the author after taking part personally in sampling and chemical processing.
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<table>
<thead>
<tr>
<th>Limitations</th>
<th>Required Smoothing</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>percolation, dating uncertainties</td>
<td>min. 5 years</td>
<td>[Weiler et al., 2005], [Opel et al., 2009], section 1.1, chapter 2</td>
</tr>
<tr>
<td>system effects</td>
<td>min. 20-25 years to reduce influence to 20-30%</td>
<td>[Muscheler et al., 2014], [McCracken, 2004], section 1.1</td>
</tr>
<tr>
<td>wiggle matching</td>
<td>max. 20-30 years to detect grand solar minima</td>
<td>section 1.2</td>
</tr>
<tr>
<td>aliasing effects</td>
<td>11 or 22 years to eliminate the 11 (22) year periodicity</td>
<td>[Beer et al., 2012], section 4 Particular Restrictions</td>
</tr>
</tbody>
</table>

Table 4.1: Overview of the restrictions that require smoothing of a certain time span

This decision is based on the fact that data smoothed with a 22 years running mean is only slightly biased due to system effects (section 1.1). Moreover the 11 and 22 years solar cycle is suppressed (section 4 Particular Restrictions of the Sampling Process) and percolation will not influence the signal (section 1.1). On the other hand, it is still possible to resolve important wiggles for matching (section 1.3). The running mean has the great advantage that the data point density is not reduced, so even when smoothed to 22 years, there are in the most cases more than one data point per 22 years. Therefore, the 22 years running mean of the original data is interpreted as the representation of the long-term variations and used as reference curve for any further comparisons.

Secondly, the sample frame has been outlined. The sample frame consists of all samples that one can theoretically take. The ice core has a total length of 724 m. However, for the upper first 136 m corresponding to approximately 275 years already exists an validated age-depth model [Fritzsche et al., 2005]. Moreover, there are already 176 measured samples spanning a time range from 1947 to approximately 700 years AD (figure 4.2). Sample length and density varies a lot as it is displayed in figure 4.2. Since the age-depth relation is more or less confirmed for the time span of 1900-1600 AD [Fritzsche, 2015 personal communication], more attention is drawn to the time before 1600 to the approximate total age of 3000 years.

Thirdly, as a next step of the sample scheme, systematic sampling has been chosen as sampling method due to some reasons. Systematic sampling is a probabilistic sampling method. This has the advantage that statistical tests can be done on the data and that the results are likely to be representative of the whole ice core. Moreover, systematic sampling documents gradual changes as they are present in the data very good. It is commonly applied because it is convenient, simple and efficient when sampling large populations. One can be sure that the whole data set is represented uniformly. However, systematic sampling has the disadvantage that it can be biased strongly due to periodicity in the data. Then, attention needs to payed at aliasing effects [Borradaile, 2003], [Harris and Jarvis, 2011]. Since continuous sampling, as conducted in multi year sampling, refers to center points of samples in constant spacing, it is regarded as well as systematic sampling.
Figure 4.2: Depth distribution of the samples that are already taken (blue bars) before 1600 AD [Fritzsche, 2015 personal communication]. The figure displays the great variety of sample lengths and gaps between the samples. On average samples are 0.57 m long and are located 3 m apart from each other.

Particular Restrictions of the Sampling Process

When applying systematic sampling, one must consider aliasing due to the strong periodicity in the $^{10}\text{Be}$ concentration (section 1.2). Aliasing occurs when sampling at an interval too broad to resolve the true high frequencies in the signal [Pisias and Mix, 1988]. The Nyquist-Shannon sample theorem states that aliasing occurs when sampling a signal that has a constant bandwidth of $f_0$, with a sampling rate that is smaller than $2f_0$ (= Nyquist frequency $f_{nyt}$) [Mari et al., 1999]. Aliasing causes a shift of the variance of the high frequencies that are not detected anymore into lower frequencies. This results in a distorted signal with lower, alien frequencies between zero and the Nyquist frequency (see figure 4.3) [Wescott, 2015]. If the amplitudes of these undetected high frequencies exceed the amplitudes of lower, truly depicted frequencies, the shape of the reconstructed curve might be changed seriously.

When transferring these findings to the present problem of the $^{10}\text{Be}$ concentrations the following is implied: Since the periodicity of the 11 year solar cycle is not perfectly band limited, it varies between 7–18 years, it is difficult to define a clear Nyquist frequency. Assuming the typical length of 11 years, all samples taken with a frequency smaller than $f_{nyt} = \frac{2}{110}$ data points are likely to be aliased. Since the amplitude of the variations of the 11 year cycle mostly is greater than the amplitude of the long-term variations, serious changes at the shape of the curve might occur as a result.

A way to reduce the effects of aliasing is to apply a low pass filter in advance. This can be put into practice by taking longer samples, already taking an average over the whole sample length, filtering out all frequencies higher than the sample length.
Figure 4.3: **Aliasing effects when sampling under the Nyquist frequency.** The original data (blue) has a higher frequency than the sampling (circles) resulting in a reconstructed signal (red) that has a smaller frequency than the original signal (adapted from [Burg et al., 2014]).

Figure 4.4: **Amplitude ratio $\alpha$ of reconstructed to original signal** in respect to the ratio of sample length $l$ and original period $T_{Be}$. A complete suppression of the amplitude of the original signal is given for $\frac{l}{T_{Be}} = 1, 2, ...$, so for all sample lengths that are integer multiples of the sample periodicity [Beer et al., 2012].
Therefore, the high frequency components will be attenuated by sampling longer sample intervals. This can be described as well as a zero-order hold function. The attenuation is described as ratio of the amplitude of the periodicity in the sampled data relative to the amplitude in the original data by [Beer et al., 2012]:

\[ \alpha = \frac{\sin(\pi \frac{l}{T_{Be}})}{\pi \frac{l}{T_{Be}}} \]  \hspace{1cm} (4.1)

where \( T_{Be} \) is the periodicity in the original data and \( l \) the sample length. Figure 4.4 shows how the amplitude of such a signal is attenuated. As a consequence, the amplitude of some periodicities can be minimized either on purpose or by accident. Consequently, from a theoretical point of view, aliasing can be suppressed with sample lengths that are multiples of the periodicity. Since the most dominant periodicities in the data are \( T_{Be} = 11 \) years (respective \( T_{Be} = 22 \) years), sample lengths of \( l=110, 220, 330, ... \) data points are favorable. However, it is insecure how the varying length of the 11 year cycle, dating uncertainties and missing parts will distort this. In order to confirm this theoretical statement, the computer model has been used successfully (section 4.1).

Apart from the aspects of periodicity that bias the results, there are three additional restrictions that need to be considered when sampling the Akademii Nauk ice core. The ice core is taken in an area where summer melting occurs and does not have enough reliable yearly markers. Because of these two reasons, there is a certain dating uncertainty that has been estimated to be maximal 1 year. Moreover, occasionally parts of the core are missing and therefore, it has been tested, whether results are stable under the conditions of missing parts as well. It was estimated that at most 2 years (approx. 1 m of ice) are missing. The likelihood of missing is set to 50% but can be modified as one likes. This value might seem really high, but 1 m is only the maximum gap. Far more often only a few centimeters are modeled to miss.

Lastly, the sample design has been reviewed from a practical perspective. In order to fulfill this at a best, I had the chance to participate in the actual sampling process and the chemical processing of the samples to understand the main limiting parameters. It was found that additional sawing for samples whose depth intervals do not correspond to the depth intervals of sample bags is very time consuming and might lead to loss of material. For chemical processing it could be investigated that the sample weight (previous studies 300-400 g) is not as relevant as it thought to be and could be discussed with the particular laboratory processing the samples [Merchel, 2015 personal communication].
4 Results

4.1 Results of the Numerical Simulation

The computer model aims to identify the optimal sample mode and period. Exemplary Dye-3 data is used to display the results, but all data sets show very similar findings (NGRIP and Dome Fuji figures are in appendix C). Figure 4.5 compares single point sampling (a) with multi year sampling (b). It can be stated that both modes reconstruct the rough trend of the 22 year running mean. Moreover, at first sight, all multi year sampling curves are closer to the 22 year running mean than the single point sampling curves.

Figure 4.5: Visual comparison of single point sampling curves (a) and multi year sampling curves (b). Both panels show the original data, the 22 years running mean and selected curves with starting point 10. In (a) single point sampling curves with sample steps \( s = 110, 70, 50, 30 \) are displayed. In (b) multi year sampling curves with sample lengths of \( l = 110, 90, 70, 40 \) are shown. The multi year sampling curves are all very close to the 22 years running mean, but the single point sampling curves differ considerably from it.
4.1 Results of the Numerical Simulation

Figure 4.6: **Comparison of different starting points.** In each panel the 22 years running mean and an array of curves with 11 different starting points is displayed. Panels on the top (a, b) show multi year sampling, panels at the bottom (c, d) single point sampling. Large sample periods ($T_s = 110$ data points) are shown on the left (a, c) and small sample periods ($T_s = 20$ data points) on the right (b, d). The graphs indicate that multi year sampling curves scatter less than single point sampling curves. Longer sample lengths reduces scattering even more. Regarding single point sampling shorter sample steps minimize scattering.

Evaluating the influence of the different starting points, it was found that the deviations between the curves are minimal for multi year sampling with long sample lengths ($k_{M11,j}$). However, curves with short sample lengths ($k_{M2,j}$) show still less deviation than single point sampling with long sample intervals ($k_{S11,j}$) (see figure 4.6).

Figure 4.7 displays the borders of the neighborhood in a red line and the results of selected multi year sampling curves. The parameter $\delta$ that defines the mathematical neighborhood is calculated to be $\delta = 0.035 \frac{\text{atoms}}{\text{g}} \times 10^4$ for the Dye-3 data. It can be inferred that really short samples, as $k_{M1,10}$,
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vary extremely, portraying not always the real shape of the curve (e.g. at 1595-1615 years AD). On the other hand, very long sample lengths, as $kM_{22,10}$, only map the long term trend of the 22 running mean and are not able to catch smaller wiggles (e.g. around 1610-1620 years AD). Sample lengths between these two extremes, as $kM_{8,10}$, provide good results. These assumptions based on visual analysis are confirmed by the results of the evaluation methods (figure 4.8 and 4.9). Figure 4.8 allows a comparison between single and multi year sampling revealing that multi year sampling scores better for all sample lengths except length $l = 10$.

Figure 4.7: Neighborhood $B(\delta,m)$ and selected multi year sampling curves. The surrounded curves (red) that mark the borders of the neighborhood $B(\delta,m)$ are displayed with the 22 years running mean and selected multi year sampling curves for a time interval from 1550-1650. A visual analysis reveals that small sampling intervals as $l=10$ and long sample intervals as $l=110$ do often plot outside the neighborhood. Intermediate sample lengths as $l=80$ plot almost completely within the neighborhood.
Figure 4.8: Comparison of evaluation results for different sample periods (single point sampling and multi year sampling). On the x-axis the different sample modes and periods are displayed (from larger to smaller periods) and on the y-axis the corresponding mean value of 50 runs that expresses the degree of match (on a scale of 0–1) is shown. In general, it can be stated that multi year sampling receives a higher degree of match than single point intervals.

A more detailed look at the results of the multi year sampling is displayed in figure 4.9. In part (a) and (b) of this figure the degree of match is expressed for continuous sampling and the sampling with missing parts. For each case, the average of all 50 runs is displayed along with the mean standard deviation of 50 runs as errorbars and the minimum (see section 3.1 Repeatability). The mean contains information about the behavior that is expected. The standard deviation is a parameter to determine the extent of difference between the starting points and the minimal curve displays what can be the worst reconstruction when sampling with this sample length.

The first observation that can be made is that all curves follow more or less the same pattern. For the neighborhood method a maximum $> 95\%$ is observed at a length of $l=80$, however, the maximum has more the shape of a plateau from $l=80$ to $l=40$. Apart from that, the sample length of $l=220$ appears to be another maximum of $> 95\%$. This confirms the theoretical statement made studying the aliasing effects. However, the sample length of $l=110$, corresponding to 11 years is a local minimum.
Figure 4.9: Comparison of evaluation results for different sample lengths (multi year sampling). For each sample length (x-axis) the corresponding degree of match is plotted (y-axis). In (a) the percentage of points within the neighborhood $B(\delta,m)$ is displayed. In (b) the results of the correlation coefficient are shown. In (c) the results of the cosine similarity are summarized. All curves show a similar pattern with a maximum in shape of a plateau at $l=80$ to $l=40$. A second maximum is found at $l=220$. For values that are too low to be displayed ($k_{M2}$ and $k_{M1}$) in (b) and (c) see appendix C.
Moreover, it can be stated that the standard deviations of the continuous sampling is larger for very long and very short sample lengths, indicating greater differences between starting points. The greater differences between the starting point for long sample lengths is contrary to the visual impression made before.

In general, the results of sampling with missing parts are worse than continuous sampling, but the average still reaches values greater than 85 % (neighborhood evaluation) being close or even higher than the results of the minimum of continuous sampling.

Figure 4.9 (b) summarizes the results of the correlation coefficient, revealing a very similar pattern. The values range between 0.97 and 0.995, confirming good correlations for all sample lengths.

The only real difference to figure 4.9 (a) is the extended length of the maximum plateau covering the sample lengths l=80, 70, ..., 40, 30 followed by a extreme decrease (for a better overview see figure 4.8).

The curve of the cosine similarity (figure 4.9 (c)) affirms the observations made before. Two maxima are found at $k_{M22}$ and $k_{M8}$. The plateau is not as prominent as for the other two graphs. Furthermore, it must be noted, that all values are in a very small range (0.99999980 - 0.99999998) indicating even for the minimum a very high correlation.
5 Discussion

5.1 Interpretation of the Results

The first important conclusion of the computer simulation is to prefer multi year sampling in contrast to single year sampling. This statement is based on the fact that multi year sampling achieves except for very short sample lengths better results than single point sampling (figure 4.8). An explanation for this is the fact that in multi year sampling mode no information is lost and aliasing is attenuated by averaging that takes place when melting longer ice samples.

Furthermore, the evaluation shows that the best multi year length is \( l=80 \), whereas \( l=70, 60, 50, 40 \) also perform well (figure 4.9). These intermediate lengths compensate outliers, but are still at such a high temporal resolution that they are capable of following short time fluctuations of the 22 years running mean (figure 4.7). Additionally, the sample length \( l=220 \) performs nearly as good as \( l=80 \). This is consistent with the theoretical considerations of aliasing that prognoses a total suppression of the 11 year solar cycle for sample lengths that are multiples of the underlying periodicity. However, since the correlation coefficient of the sample length \( l=220 \) is lower than the ones of the sample lengths \( l=80, 70, ..., 40 \) the latter are preferred. Furthermore, the visual analysis of figure 4.7 suggests that \( k_{M22,j} \) smooths out characteristic parts of the curve because the temporal resolution is too low. Another point in favor for the intermediate sample lengths is their small standard deviation. This means that the starting point is nearly irrelevant. Moreover, the minima curve confirms that even in the worst case, the above mentioned sample lengths perform best.

Even when parts are missing, continuous sampling still results in 85 % points within the defined neighborhood and a correlation coefficient of \( \rho=0.99 \) (figure 4.9). Due to this high degree of match, it has been concluded that reconstruction of the long-term variations is possible even when the ice core is occasionally incomplete. Missing parts in the ice core change the shape of the curve slightly, so that the sample length of \( l=60 \) reaches the best results. Since reality is somewhere between a complete ice core and a core with occasionally missing parts, it is deduced that all sample lengths between \( l=80, 70, 60, 50, \) and \( 40 \) are advisable with a slight preference for \( l=80 \). The selection of more than one sample length leaves some decision-making scope for practical issues.

The results of the cosine similarity resemble more or less the course of the other curves. Although the shape of the maximum is less pronounced, the findings of the cosine similarity shall not restrict the above discussed range of optimal sample lengths any further, because the results are all in a very small range.
5 Discussion

5.2 Bridging the Gap between Theory and Practice

Single point sampling is modeled to be a near-point measurement. In the present case this refers to a sample length of 0.1 years, but a further interpolation decreases the sample size of single point sampling. Such a short sample interval is unlikely to be taken in reality and must be neglected from the beginning, because percolation makes longer sample intervals necessary. Therefore, for a more detailed look, single point sampling must be changed fundamentally from near-point measurements to sampling of one or two year intervals with varying gaps between the samples resulting in a hybrid form between the two sample modes.

In this context, it is useful to analyze the results of these intervals of 1=10 and 1=20 in the multi year sampling mode. Such an analyze is helpful to identify certain problems in advance, that might occur in both sample modes. It can be stated that in multi year sampling mode these very short sample lengths achieve very bad results. An explanation for the bad performance could be the large ratio between sample length \( l \) and dating uncertainty \( r \). The ratio is \( \frac{l}{r} \geq 0.5 \), so the effective sample lengths vary between 50 \% and 150 \% for 1=20 and 10 \% and 200 \% for 1=10 of the original value. Such a high degree of variability produces outliers that are hard to fit in even after averaging. Thus, single point sampling with basic intervals of 1=10 or 1=20 might probably produce quite low results except the concept of the dating uncertainty is changed.

For this case and in general, the nature of the dating uncertainties needs to be investigated better. At first, the random distribution of the dating uncertainty does not meet reality because variations in the sample interval are rather systematic in reality, as the major source of them is a change in the accumulation rate [Pisias and Mix, 1988]. This leads to a positive correlation between dating uncertainties and the sample length. This would result in smaller dating uncertainties for shorter sample lengths producing better results for those. Although further studies could improve this point of the model, it is questionable if the dating uncertainty could fall beneath 1 year due to the unknown effects of percolation.

In accordance with practical issues a few considerations must be added to the results of the computer model. First of all, the model is based on an age-concentration relationship because it allows an easy transfer between different records. However, this ice core has only a few reliable indicators for yearly markers. Thus, results of this study must be transferred from age into depth taking the accumulation rate and layer thinning into account. Since accurate changes of these factors with depths are not completely known, sampling will result in varying time intervals. Therefore, further studies must be done on depth-concentration sets to identify possible sources of errors.

When transforming age to depth, this results in depth intervals that are different from the depth intervals in which the core is stored (sample bags are \( \approx 1 \, m \), see chapter 2). Hence, extra sawing for the extraordinary sample lengths elongates the sampling process and rises the probability of measurement errors and loss of material. Therefore, in practice, multiples of the sample bag length are preferred. A second practical limitation is the weight of the samples that should be between 300
and 400 g. Samples of 8 years (roughly 4 m length, minimum 1 cm diameter) exceed this weight by far, when no additional cutting is done. However, after having studied the chemical treatment of the samples, there seems to be no chemical, and only practical reasons for this restriction [Merchel, 2015 personal communication]. Consequently, for further sampling heavier samples should be considered after a consultation with the laboratory facility processing the samples.

Moreover, the transferability of the results to the Akademii Nauk ice core are discussed. Primarily, it is assumed that the results depend on the periodicity in the data that is global and therefore the results of this study can be transferred to any other ice core. This is confirmed by the fact that the three tested different records show the same results. However, if there is a dependency on weather conditions or e.g. the scale of the $^{10}$Be concentrations, the Dye-3 data set is the one that is the most similar to the Akademii Nauk ice core. Snow accumulation is high at both sites, resulting in low $^{10}$Be concentrations between 0.1-4 (Akademii Nauk) and 0.4-5 $\text{atoms} \times 10^4$ (Dye-3) deposited by mainly wet deposition. However, Akademii Nauk is located far more north than Dye-3 (closer to NGRIP) but at much lower altitude (750 m) than both other records (> 2479 m). Since none of the three records suffers from summer melting, computer simulations should be done on ice core records from study sites with summer melting, e.g. Svalbard, to test the specific influence of percolation.

As mentioned above, for calculating depth intervals thinning of annual layers has to be taken into account. Opel et al. (2013) summarized that it is assumed that the layer thickness can be explained by a Nye model that has been modified by a growth term. This knowledge can be used when calculating the 8 year intervals. For more convenience in sampling one could change the calculated depth intervals within the range of the dating uncertainty of 1 year. This will still require a lot of extra sawing. Therefore another idea is proposed that takes advantage of the fact that all sample lengths between 8 and 4 years perform quite well in the computer model. Since layers thin out of more than 50 %, one could consider taking gradually (or in steps) “longer” samples in sense of age using the full range from 4 to 8 years. This would result in almost constant depth, but changing time intervals. This suggestion is coherent with the sampling of the NGRIP ice core before 1780 AD that was sampled equidistantly leading to intervals covering 0.4-2.3 years [Berggren et al., 2009]. This requires a temporal griding afterwards, but this has been done for other ice cores before (e.g. GRIP [Yiou et al., 1997]) Consequently, a further aim is to test in the computer model whether mixing sample lengths from 8 to 4 years still produces good results.

There is already a considerable amount of data points for reconstruction, but no overall confidence. Since Walker (2005) states that wiggle matching works best over a short, but well described prominent section of the reference curve, it seems to be a good idea to concentrate the sampling on a short period. A suitable part contains well structured features, in concrete terms, considerable variations of the $^{10}$Be concentration, because this adds further confidence to the matching approach [Abreu, 2009], [Ruth et al., 2007]. Therefore, I suggest to identify a time interval that contains such prominent wiggles (e.g. 1400-1550) and “fill it up” by continuous sampling in order to reconstruct a secure dating point.
5 Discussion

5.3 Comparison to other Studies

Wiggle matching for dating or correlation of ice cores has only been used by a few researchers. In the following their approaches are compared to each other in regard to the sample mode, anti-aliasing strategies, sampling method, treatment of data and evaluation methods.

According to the sample mode Yiou (1997) stresses that for an effective study of the $^{10}$Be production signal a continuous sequences is essential. The findings of this model clearly point towards a higher success for continuous sampling. Therefore, they are easily to put into context of the strong majority of studies that use continuous sampling. For instance, Raisbeck et al. (1998) sampled the last 7000 years of Vostock ice core in continuous 50 cm intervals. This interval length was also chosen by Horiuchi et al. (2008) for the Dome Fuji ice core corresponding to 10 years to reconstruct the time span from 1900 to 700 years AD. A similar time interval (9 years) reached Raisbeck et al. (2007) by sampling EPICA Dome C ice core in continuous 11 cm samples. Records from Greenland (GRIP data extended with the GISP2 data), that are geographically closer to this study site, are used for wiggle matching by Muscheler et al. (2014). The GRIP ice core has been sampled in constant intervals of 55 cm [Yiou et al., 1997] corresponding to a mean temporal resolution of 5 years for 304-9315 years BP [Vonmoos et al., 2006].

On the other hand, Henderson working with an ice core from Franz Joseph Land (Russian Arctic) for his dissertation is the only author that was found using a not continuous sample mode [Henderson, 2002]. He matched 15 samples each containing a time interval of around 7-8 years (3 m) covering a total time span of about 500 years. However, it remains unsure whether this sampling can be applied reliably for every ice core and every time period because the grand solar excursions used for matching have sometimes shorter durations than the time intervals chosen by Henderson. So important peaks might miss and lead to misinterpretations.

There are quite opposing opinions on the question whether $^{10}$Be records are biased seriously by aliasing or not. On the one hand, authors working with Antarctic ice cores or tree rings ($^{14}$C) as Alley, Ramsey and Blauuw reported that they regard those biases as no major source of error. They argue that aliasing is lost in noise because normal sample lengths are normally greater than 10 years, and later even averaged to 25-100 years [Alley, Ramsey, Blauuw, 2015 personal communication]. Mudelsee (2014) agrees that aliasing is not a major problem because he assumes that high-frequencies are not preserved in ice cores due to diffusion-like processes working as low-pass filter. Moreover, he claims that due to uneven sample intervals and timescale errors aliasing is reduced, because in this case a Nyquist frequency is not well defined and therefore aliasing is less systematic. This is partly confirmed by a numerical simulation done by Pisisas and Mix (1988). Although they have found that aliased peaks appear even when using sample intervals that vary randomly, they could show that the magnitude of the aliased peaks was smaller. They concluded that “sufficiently random sampling interval perhaps induced by long-period variations in the sedimentation rate, might reduce the aliasing problem” [Pisisas and Mix, 1988]. Sedimentation rate can easily transferred
5.3 Comparison to other Studies

in this context to accumulation rate. Additionally, Wunsch (2000) adds that “melting multiyear segments of the core […] is a very effective filter” that might reduce aliasing. But he limits his statement to sample lengths that are integers of years, because he assumes that fractions of years can produce considerable leakage.

On the other hand, Beer et al. (2012) stress that large differences between original and reconstructed signal in respect to their amplitude and phase that arise from sampling can lead to incorrect conclusions, especially for solar physics and atmospheric processes. This is supported by McCracken et al. (2004) and McCracken (2003, 2004) that discuss pseudo-random variability of up to 35 % of the variations in the $^{10}$Be concentration as a consequence of the unresolved 11 year variation.

The findings of this numerical modeling support in principle Beer’s point, because it is assumed that the differences of up to 25 % between the sample lengths $l=220, 150, \ldots, 40$ are associated with aliasing effects. Primarily, the curve in figure 4.9 follows the trend suggested by the attenuation in shape of a sinc function. As expected there is a maximum at $k_{M22}$, but $k_{M11}$ is a local minimum. This could be explained by a shift of the sinc relationship towards smaller sample lengths. Such a shift might have different sources. Pisias and Mix (1988) state that uneven sample intervals as they are present in this model lead to a wider distribution of variance associated with the aliased peaks over a wider frequency band. This might lead to such changes, as well as the fact that the solar cycle is not constantly 11 years, but varies between 7–18 years [Beer, 2000]. Furthermore, it can not be excluded and should be tested whether smoothing to another value than 22 years, for example 11 years change the shape of the curve. To sum up, in this study aliasing is regarded as an error source, even though the effects are minimized by melting and uneven sample intervals due to dating uncertainties. A detailed study of original and sampled data in the frequency domain might help to quantify the effects of aliasing.

Since aliasing is a result of systematic sampling, the sampling method is questioned as well [Harris and Jarvis, 2011]. As mentioned above, a lot of studies use systematic sampling, but most of them sample with constant depth intervals resulting in uneven time intervals (e.g. [Raisbeck et al., 2007], [Berggren et al., 2009]). As discussed above, these irregular sample intervals might already attenuate aliasing effects. But there is also the possibility to choose another sampling method that introduces even a higher degree of randomness to the system.

Sampling methods are divided into two groups: probabilistic and non-probabilistic methods. Non-probabilistic sample techniques select samples on the researcher’s choice and are not suitable for conducting statistical analyses. This is especially relevant for quality research, for instance to get a first impression [Harris and Jarvis, 2011]. Henderson (2002) seemed to have applied this method, because he states that his samples have been “selected judiciously”. As already indicated, this can work, but because there are no other studies using this method, no reliable guarantee of success is given.

On the other hand, there are probabilistic sampling methods that are based on probability theory. Systematic sampling is an example that is commonly applied. But there are more probabilistic
methods, for example (simple) random sampling that selects samples based on a random algorithm without replacement. A specification of this technique is the stratified random sampling when random sampling is done in a given interval that was defined by systematic rules. This method is suggested by Ramsey [2015, personal communication] and Borradaile (2003) to reduce the influence of aliasing. For multi year sampling it is already discussed that this reduces the magnitude of the aliased frequencies [Pisias and Mix, 1988], but for single point sampling no reliable results are present. Therefore, further studies need to be done to test whether the advantages of suppressing aliasing can outweigh the problems concerning small sample lengths.

A subsequent variation of these main forms is cluster sampling that is based on two stages. At first the relevant area is identified, for example via non-probabilistic methods. Then, this area is sampled, e.g. with a probabilistic method [Borradaile, 2003]. This method was applied on the Akademii Nauk ice core before by identifying time spans of prominent peaks in the $^{10}$Be concentration that have been sampled. This method produced reliable results for the time span 1900-1600 [Fritzsche, 2015 personal communication], but could not completely confirm earlier ages. Reasons for this must be evaluated before further applying cluster sampling.

In this study smoothing was done with a 22 years running mean to reduce disturbing factors as system effects. There are a lot of different approaches of how to smooth data, depending on the aim and the temporal range of the studies. Working groups apply low pass or band pass filter ([Beer, 2000], [Berggren et al., 2009], [Miyahara et al., 2004], [Abreu et al., 2013]) removing the frequency range that is associated with the 11 year cycle. Numerous studies also apply binomial filters ([Muscheler et al., 2014]; [Vonmoos et al., 2006]) or Gaussian filters [Bard et al., 2000]. These filters work similar to weighted running means. For instance, a study based on similar data sets as this one by Muscheler et al. 2014 applied a 61 pt binomial filter that is similar to a 25 years running mean in order to “minimize[s] weather-related noise in the $^{10}$Be to a large extent” [Muscheler et al., 2014]. However, Berggren et al. (2009) who worked with Dye-3 and NGRIP data used a band pass filter to process the data. Muscheler et al. (2014) summarize this discussion by stating that “results do not depend on the filter method as long as the typical solar variations on multi-decadal to centennial time scales are passed” [Ibid.]. For this work, it was decided to follow the example of McCracken et al. (2004). These authors, being aware of aliasing effects, used a 22 running mean to show that there is a good correlation of 87 % (91 % without outliers) between the Dye-3 (annual resolution) and South Pole (7-8 year resolution) data. Since this study works with similar sample lengths and a similar time frame, this was decided to be reasonable. This choice was further strengthened by a recent study of Steinhilber et al. (2012) who applied a 22 year running average as well for smoothing their data sets of various temporal resolutions for a principal component analysis.

In this study, interpolation was performed linearly, in order to reach a higher temporal resolution. So far mentioned, two different ways are used by other scientists. Ruth et al. (2007) applied a spline interpolation to achieve a temporal resolution of two years. On the other side, for example
Muscheler et al. (2014) and Abreu et al. (2012) used a linear interpolation to reach a higher temporal resolution. Since none of the above mentioned methods takes into account the seasonal variation pattern of $^{10}$Be e.g. summer peaks due to intrusions of $^{10}$Be rich air from the stratosphere [Pedro et al., 2011], there is probably no real difference between the two methods. In order to make the model more realistic, such a seasonal pattern function could be applied. However, since summer melting occurs at Akademii Nauk the seasonal pattern might be transformed to a even more complex structure due to percolation.

Finally, the **evaluation methods** should be discussed. As already indicated above, the cosine similarity method produces similar results as the two other methods, but the maximal discrepancy between the maximum and minimum is so small (about 0.059 ‰ of the mean value; standard deviation: 0.018 ‰) that the method is considered subordinate to the other evaluation methods. Apart from that, the correlation coefficient is used a lot by other researchers (e.g. [Abreu, 2009], [Horiuchi et al., 2008], [McCracken, 2004], [Muscheler et al., 2014]) to compare different curves in the context of $^{10}$Be. A method comparable to the evaluation by the neighborhood method was not found. However, since it produces the same results as the correlation coefficient method, it was approved as well. The combination of these three complementary methods has the advantage that they evaluate different parameters of the curve and so a failure of all is less likely.
6 Conclusion and Outlook

A sample scheme has been set up for the Akademii Nauk ice core in order to reconstruct the long-term variations of the $^{10}$Be concentration. As target of the sampling the reconstruction of the $^{10}$Be concentration variations has been defined. The sample framework has been outlined as the core fraction older than 1600 AD. The systematic sampling method has been tested further in a numerical computer model in order to identify the the optimal sample mode and period. Important characteristics of the Akademii Nauk ice core as dating uncertainties due to percolation and the partly absence of yearly markers and occasionally missing core parts have been implemented into the model. The following conclusions are drawn:

- Multi year sampling achieves a higher degree of match than single point sampling because no information is lost and the strong variations of $^{10}$Be concentration during the 11 year solar circle is already suppressed to a certain extent. An optimum in sample length is reached for sample lengths of 80, 70, 60, 50 and 40 data points, among which $l=80$ is slightly better than the other options. A reconstruction with samples of the length $l=220$ also produces very good results, but this sample length has been subordinated to the other sample lengths because a visual analysis shows that such long samples smooth out important variations of the curve. These findings were confirmed by all three evaluation methods. Moreover, these optima are even stable when taking into account that the ice core occasionally has missing parts.

- A gap between practice and theory of the model was identified for single point sampling. This sample mode was modeled insufficiently realistic enough, because sample sizes were chosen too small (0.1 years) than percolation effects require. Furthermore, the implementation of the uncertainty is under consideration. The model assumes a randomly distributed uncertainty, though it is more likely that it varies systematically. In fact, a positive correlation of uncertainty and sample lengths is possible. This might improve the results of the smaller sample lengths of $l=20$ and $l=10$ data points because the large ratio of uncertainty to sample length is suspected to be the reason for the particularly bad results.

- The specific suggestion of this study is to sample in 8 year intervals. The corresponding depth needs to be calculated taking the accumulation rate and layer thinning into account. However, since such a pure calculation does not consider practical issues, it was proposed to test whether sampling in equidistant steps using the whole range of the appropriate sample lengths would produce reliable results as well.

Since there is already a lot of data for the ice core, and only some “save points” are missing, I suggest to identify a prominent extremum with strong variations of the $^{10}$Be concentration in another records, estimate the corresponding depth in the Akademii Nauk ice core and fill up the remaining gaps in the record with continuous samples. This approach is likely to result in a save “anchor point” for the existing record.
6 Conclusion and Outlook

- The approach of this study is consistent with a lot of other studies using wiggle matching for dating. Most authors use continuous sampling, interpolate their data linearly and smooth by applying moving averages or binomial filters. Some authors also use low-pass or bandpass filters, but this does not influence the results.

- The influence of aliasing is subject of a controversial discussion. One the one hand, researchers think that dilution effects in ice and irregular spaced sample intervals reduce aliasing effects to a negligible minimum. On the other hand, this study provides hints that that sampling can bias a record strongly due to unresolved frequencies of the 11 solar cycle.

- For further research on this topic I consider a modification of the single point sampling method to longer sample intervals. This might be combined with a change of the sampling method to a stratified random sampling to reduce aliasing. A more detailed study on the nature of uncertainty needs to be done as well to produce more realistic results. For further investigations on aliasing effects in the sampled data, I suggest to carry out a frequency analysis of the original and sampled data.
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Appendix

Appendix A: Smoothing with Moving Averages

Simple moving averages calculate a mean for each point of the curve. In order to calculate an average over 22 years, 22 needs to be among the multiples of the original temporal resolution. So, for example, samples with a temporal resolution of 2 years are easily averaged to 22 years by calculating the mean value of 11 samples. But for samples that have a temporal resolution of e.g. 7 years, a weighing term needs to be introduced to achieve an average of 22 years. This slightly changed version of the simple running mean is referred to as weighted moving average (WMA). The weighing term is applied symmetrically to the end points.

\[ SMA_i = \frac{d_{i-n} + d_{i-n+1} + \ldots + d_{i-1} + d_i + d_{i+1} + \ldots + d_{i+n-1} + d_{i+n}}{2n + 1} \]  

(6.1)

\[ WMA_i = \frac{\sum_{z=i-n}^{i+n} b_z \cdot d_z}{\sum_{z=i-n}^{i+n} b_z} \]  

(6.2)

with \(1 \leq n < i\) and \(n, i \in \mathbb{N}\), \(d_i\) is the \(^{10}\)Be concentration at point \(i\) and \(2n + 1\) the number of samples included in the moving average. The weighing factor is \(b_i\). For instance, regarding samples with a length of 7 years, the SMA for point \(i\) averages 21 years and is calculated by

\[ SMA_i = \frac{d_{i-1} + d_i + d_{i-1}}{3} \]

The symmetrically weighted running mean averaging 22 years is calculated by

\[ WMA_i = \frac{1}{14} d_{i-2} + \frac{7}{14} d_{i-1} + \frac{7}{14} d_i + \frac{7}{14} d_{i+1} + \frac{1}{14} d_{i+n+2} \]  

\[ \frac{1}{14} + \frac{7}{14} + \frac{7}{14} + \frac{7}{14} + \frac{1}{14} \]

These two different ways of averaging have been compared to each other and the reference curve (22 years running mean of original data (figure 6.1)). The figures disclose that there is barely a difference between the different averages. In case there is a slight difference, the weighted moving average is closer to the 22 years running mean than the simple moving average. This visual impression is confirmed by the findings of the evaluation methods that show better results for the WMA (figure 6.2). Therefore, it was concluded to use the WMA for the following considerations. The fact that all curves are averaged to the same term allows to exclude the error source that different running means (e.g. 20, 21, 22, 24) have any influence on the evaluation.
Figure 6.1: Enlarged section of the Dye-3 record for comparison of a simple moving average (SMA) and a weighted moving average (WMA) to the reference curve (22 years running mean). In (a) a single point sampling curve with step width $s=40$ and in (b) a multi year sampling curve with sample length $l=40$ are chosen exemplary for comparison. There is almost no difference between the two averages, though the WMA is slightly closer to the reference curve.
Figure 6.2: **Comparison of a simple moving average (SMA) and a weighted moving average (WMA)** with the neighborhood evaluation method and the correlation coefficient. In (a) the percentage of points within the neighborhood is displayed for the average of multi year sampling (50 runs). In (b) the correlation coefficient is shown. It can be stated that the results of the SMA are in general lower than the one of the WMA.
Appendix

Appendix B: Neighborhood Evaluation

In the following it is explained how the parameter $\delta$ is determined that defines the mathematical neighborhood $B_\delta(m)$. Since $\delta$ is related to the local extrema of the curve, these local extrema have been detected by the Matlab® findpeak function in a first step. Then the ratio of peak prominence ($h$) to peak width ($w$) has been calculated for each peak (corresponding to the mean inclination of the peaks $\frac{h}{w}$). Among those, the smallest prominence to width ratio has been chosen. Next, the parameter $\delta$ was elected in a way that the general trend between two points, so a positive or negative inclination, is preserved. For this purpose at first, the time interval in that the trend must be present is selected (22 years). Then, in regard to the mean inclination the corresponding concentration difference is calculated (by $\frac{h}{w} \cdot 22$). Finally, this result is divided by 2, resulting in $\delta$. All points that have a smaller distance to the running mean than $\delta$ are part of the neighborhood (see figure 6.3).

Later, it has been tested, whether there is an influence of $\delta$ on the results. It could be shown, that the general statements about local maxima are the same for different values of $\delta$. As expected the degree of match decreases when a smaller value for $\delta$ is chosen.

![Comparison of the influence of $\delta$ on the results of the neighborhood evaluation method for multi year sampling. Displayed is the mean value of 50 runs and the mean standard deviation of 50 runs as errorbars for different values of $\delta$. $\delta$ defines the size of the mathematical neighborhood. It is calculated relative to the minimal inclination in the record. For Dye-3 this results in $\delta=0.035 \ \text{atoms} \ g \times 10^4$. However, this figure shows that the statements about the optimal sample length are independent of $\delta$ because different values for $\delta = 0.040, 0.025, 0.020$ indicate the same local maxima, even though the degree of match is different.](image-url)
Figure 6.3: Determination of $\delta$ defining the $B_\delta(m)$ neighborhood exemplary done on the Dye-3 data. Local maxima (numbers 1-11) of the 22 years running mean have been identified by the Matlab findpeak function in (a). Then, the peak prominence to peak width ratio has been calculated ($\frac{h}{w}$). The smallest ratio has been selected. The general trend of this inclination (positive / negative) must be visible between two point that span an interval of 22 years. To preserve such trend, these two points must stay within a neighborhood of $\frac{\delta}{2} \cdot 22 \cdot \frac{1}{2}$ (see insert (b)). All curves ($k_2, k_3, k_4$) show the required positive inclination when connecting the two points within a neighborhood of $\delta$. The connection $k_1$ is the worst case, connecting the highest point of the neighborhood of the start point with the lowest point of the neighborhood of the end point. In this case the slope is 0. Consequently, for all points within the neighborhood $B_\delta(m) = \{x_{k_{i,j}} \in k_{i,j} \mid \|y_{k_{i,j}} - m\| < \delta\}$ the inclination of the curve is positive (or zero for one point). For the Dye-3 data set the calculation results in $\delta = 0.035 \frac{\text{atoms}}{g} \times 10^4$. 
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Appendix C: Additional Figures

In the following additional figures with Dye-3 data are plotted. Furthermore, figures with NGRIP and Dome Fuji data are displayed. The corresponding figures from the Results chapter with Dye-3 data are labeled.

![Figure 6.5: Dye-3: Complete evaluation results for multi year sampling](image)

This figure contains all results (as well the results of \( k_{M2} \) and \( k_{M1} \) that were left out for figure 4.9 due to better display.) In (a) the percentage of points within the neighborhood \( B(\delta, m) \) is displayed. In (b) the results of the correlation coefficient are shown. In (c) the results of the cosine similarity are summarized. For details see figure 4.9.
Figure 6.6: NGRIP data: single point sampling curves (see figure 4.5). The original data, the 22 years running mean and selected curves with starting point 10 are shown. Single point sampling curves with sample steps s=110, 70, 50, 30 are displayed. The single point sampling curves differ considerably from the 22 years running mean.
Figure 6.7: NGRIP data: Evaluation results of multi year sampling curves (see figure 4.5). The original data, the 22 years running mean and selected curves with starting point 10 are shown. Multi year sampling curves with sample lengths of l= 110, 90, 70, 40 are shown. The multi year sampling curves are all very close to the 22 years running mean.
Figure 6.8: NGRIP data: Display of the neighborhood $B(\delta, m)$ and selected multi year sampling curves (see figure 4.7). The surrounded curve (red) that marks the borders of the neighborhood $B(\delta, m)$ is displayed with the 22 years running mean and selected multi year sampling curves for a time interval from 1550-1650. A visual analysis reveals that small sampling intervals as $l=10$ and long samples intervals as $l=110$. Intermediate sample lengths as $l=70$ plot almost completely within the neighborhood.
Figure 6.9: NGRIP data: Comparison of multi year and single point sampling for neighborhood and correlation coefficient evaluation methods (see figure 4.8). On the x-axis the different sample modes and periods are displayed and on the y-axis the corresponding mean value of 50 runs that expresses the degree of match (on a scale of 0–1) is shown. In general, it can be stated that multi year sampling receives higher matches than single point sampling.
Figure 6.10: **NGRIP data: Evaluation results for multi year sampling** (see figure 4.9). For each sample length (x-axis) the corresponding degree of match is plotted (y-axis). In (a) the percentage of points within the neighborhood $B(\delta,m)$ is displayed. In (b) the results of the correlation coefficient are shown. In (c) the results of the cosine similarity are summarized. All curves show a similar pattern with a maximum in shape of a plateau at $l=80$ to $l=40$. A second maximum is at $l=220$. 


Figure 6.11: Dome Fuji data: single point sampling curves (see figure 4.5). The original data, the 22 years running mean and selected curves with starting point 10 are shown. Single point sampling curves with sample steps s=110,70,50,30 are displayed. The single point sampling curves differ considerably from the 22 years running mean.
Figure 6.12: **Dome Fuji data: Evaluation results of multi year sampling curves** (see figure 4.5). The original data, the 22 years running mean and selected curves with starting point 10 are shown. Multi year sampling curves with sample lengths of \( l=110, 90, 70, 40 \) are shown. The multi year sampling curves are all very close to the 22 years running mean.
Figure 6.13: **Dome Fuji data: Display of the neighborhood \( B(\delta, m) \) and selected multiyear sampling curves** (see figure 4.7). The surrounded curve (red) that marks the borders of the neighborhood \( B(\delta, m) \) is displayed with the 22 years running mean and selected multiyear sampling curves for a time interval from 1550-1650. A visual analysis reveals that small sample intervals as \( l=10 \) and long samples intervals as \( l=110 \). Intermediate sample lengths as \( l=70 \) plot almost completely within the neighborhood.
Figure 6.14: Dome Fuji data: Comparison of multi year and single point sampling for neighborhood and correlation coefficient evaluation methods (see figure 4.8). On the x-axis the different sample modes and periods are displayed and on the y-axis the corresponding mean value of 50 runs that expresses the degree of match (on a scale of 0–1) is shown. In general, it can be stated that multi year sampling receives a higher match than single point sampling.
Figure 6.15: Dome Fuji data: Evaluation results for multi year sampling (see figure 4.9). For each sample length (x-axis) the corresponding degree of match is plotted (y-axis). In (a) the percentage of points within the neighborhood $B(\delta, m)$ is displayed. In (b) the results of the correlation coefficient are shown. In (c) the results of the cosine similarity are summarized. All curves show a similar pattern with a maximum in shape of a plateau at $l=80$ to $l=40$. A second maximum is at $l=220$. 
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