Rim current and coastal eddy mechanisms in an eddy-resolving Black Sea general circulation model
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Abstract

The DieCAST ocean model is applied to a study of the circulation in the Black Sea, using 1/12° horizontal resolution and with 20 vertical layers. Boundary forcings are monthly wind stress, evaporation minus precipitation, air–sea heat flux, freshwater influx from 11 rivers and exchange with the Mediterranean Sea through the Bosphorus Strait.

The model reproduces fundamental physical features of the Black Sea: seasonal fluctuations in the quasi-permanent cyclonic Rim Current, numerous anticyclonic meanders and eddies lying between the Rim Current and the coast, Rossby waves propagating westward across the basin, coastally trapped waves, and the annual cycle of vertical mixing. Model results shed light on the mechanisms affecting such features. These include interactions of the Rim Current with coastal bathymetry abutments, leading to recirculations that pinch off vortices as in island wakes, and possible baroclinic instability of the Rim Current; these are modulated by the large annual stratification cycle above a relatively shallow and strong pycnocline, as is the Rim Current itself. The resulting wake eddies often merge into major coastal circulation features such as the seasonal Batumi and Sevastopol eddies. These anticyclonic eddies play a fundamental role in coastal and open-sea exchange processes. Hydrographic data from sampling cruises and recent Topex–Poseidon (T/P) altimeter data strongly supports our analysis.
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1. Introduction

The high resolution of recent oceanographic surveys (e.g., Aubrey et al., 1993; Oguz et al., 1993; Oguz et al., 1994), model simulations (e.g., Stanev, 1990; Oguz et al., 1995; Stanev and Staneva, 2000; Stanev and Beckers, 1999) and satellite data (Sur et al., 1994; Korotaev et al., 1998; Stanev et al., 2000, 2001), have added significant details to our knowledge of the Black Sea circulation. Vigorous mesoscale eddies, meanders and filaments have been revealed which pinch off coastal recirculation regions or Rim Current intrusions towards deep water. For example, several anticyclonic eddies have been observed, located between the Rim Current and the coast; east of Synop, along the Crimean Peninsula,
and close to the Bosphorus region. The most prominent sub-basin scale feature is perhaps the quasi-permanent Batumi eddy located in the easternmost basin of the Black Sea.

Spatially and temporally evolving meanders and sub-basin scale eddies typically have wavelengths \( \sim 125 \text{ km} \) along the western and southern coasts, and \( \sim 250 \text{ km} \) along the northern coast (Oguz et al., 1994; Demishev, 1996; Stanev and Rachev, 1999). These scales are consistent with those estimated in earlier theoretical studies (e.g., Blatov et al., 1984). The density of existing survey data is still insufficient for a detailed understanding of the mechanisms of eddy formation. We will demonstrate in this paper that numerical simulations can add significant new information to our understanding of eddy genesis, transport and decay.

As well as the sub-basin scale eddies, small elongated anticyclonic eddies lodged between the Black Sea Rim Current (shelfbreak gyre) and the coast are of critical importance for the ventilation of the coastal seas (Ovchinnikov, 1998). These small-scale (10–50 km) eddies involve coastal abutment wake recirculations similar to Von Karman vortex streets behind islands (e.g., Dietrich et al., 1997) and are high Reynolds number phenomena. Such coastal eddies are difficult to simulate in a full basin Black Sea model; even with the 1/12° resolution used in this study, they are only marginally resolved. To our knowledge, no extensive analyses of coastal eddy dynamics have been carried out in previous Black Sea modeling studies; neither has the performance of contemporary numerical models been evaluated for their skill in simulating the major quasi-permanent Batumi and Sevastopol eddies.

This contribution aims to demonstrate that by using a very low dissipation model, adapted to the Black Sea environment, one can realistically simulate a large spectrum of mesoscale processes. Our aim is not to describe yet another new model of the Black Sea, but rather to present new results obtained from the DieCAST model running robustly with very low dissipation, fully fourth-order low-dispersion numerics and unfiltered shelfbreak bathymetry. Such accurate, low dissipation numerics is required in order to simulate the marginally resolved high Reynolds number shelfbreak Rim Current and coastal eddies that dominate the Black Sea general circulation. Bathymetry filters as used in some models would result in underprediction of the intensity of the Rim Current. This in turn would result in weakened anticyclogenesis as the diminished Rim current interacts with the filtered bathymetry and smoothed coastal abutments.

In Section 2, we briefly describe the numerical model, its boundary and initial conditions. Model results are described in Section 3. There, we compare model simulations with hydrographic survey and satellite data. Along with a discussion of the role that mesoscale eddies play in lateral exchange and pycnocline ventilation, we compare model simulations with existing hydrographic survey and satellite data. In Section 4, we analyze the details of the development and evolution of the most significant coastal eddies including the Batumi and Crimean eddies. The paper ends with a short conclusion.

2. The DieCAST Model

The DieCAST ocean model (Dietrich, 1997; http://www.ssc.erc.msstate.edu/DieCAST/) used in this study is a \( z \)-level, primitive, hydrostatic, Boussinesq, finite difference model running with very low dissipation and fully fourth-order numerics. The equations used are given in Appendix A.

With careful consideration of inflow and outflow characteristics and development of the cold intermediate layer (CIL) water mass in winter, the DieCAST model produces apparently realistic coastal dynamics even in regions of tortuous bathymetry (Sheng et al., 1998). The model uses a rigid-lid approximation. For the slow modes that dominate the general ocean circulation, the surface elevation field may be derived hydrostatically from the model-determined sea-surface pressure at the rigid lid. The rigid-lid approximation does not affect internal gravity wave speeds. Thus, it does not affect geostrophic adjustment of the baroclinic mode that dominates the general circulation. The barotropic mode adjustment involves fast high frequency surface gravity waves. The dominant time scales of the wind forcing are much longer, so the barotropic mode is nearly always near \( q-g \) balance. The rigid-lid approximation may also simplify the treatment of open boundaries.
because it greatly reduces the range of frequencies that must be addressed. The Orlansky-like radiative approximation is excellent when dealing with a single dominant phase speed, but is not simple when a wide range of phase speeds must be addressed. Simple upwind open boundary treatment works nicely for some models, including DieCAST (Dietrich et al., 1997).

Fourth-order-accurate control volume approximations (Sanderson, 1998; Sanderson and Brassington, 1998) are used for all advection and horizontal pressure gradient terms, except adjacent to boundaries where second-order accuracy is used.

The model-predicted quantities are control-volume averages of horizontal momentum, potential temperature and salinity. Vertical velocity is derived from the incompressibility condition after first calculating the horizontal velocity in a manner such that the divergence of its barotropic mode matches that implied by a specified vertical velocity at the model surface. This surface vertical velocity is derived from a combination of net evaporation minus precipitation ($E - P$) and input of freshwater from river sources located around the basin perimeter. A non-zero bottom vertical velocity derived from near-bottom horizontal velocity along the depth gradient could be included; there one has to be careful about conserving incompressibility and incompressibility consistency. Instead, we assume zero velocity at the sloping bottom.

Such a barotropic mode specification implies some weak vortex stretching, but that is the long-term condition in nature. In the inviscid limit, even weak vortex stretching has significant effects in the long run because of spin-up of the net lateral inflow or outflow needed to maintain the surface level. The barotropic mode condition requires that the pressure at the model rigid-lid satisfies a Poisson equation derived from the incompressibility and horizontal momentum equations. The hydrostatic equation then determines pressure everywhere else, and may also be used to determine the hydrostatically equivalent free-surface height (e.g., Dietrich et al., 1987).

The Poisson equation is solved by an efficient EVP elliptic solver (Roache, 1995; Dietrich et al., 1975; Dietrich, 1981). Density is determined from a nonlinear equation of state relating density to potential temperature, salinity and pressure (courtesy D. Wright, Bedford Inst., Canada).

The incompressibility condition is applied to velocity components at control volume faces, thus requiring interpolation of nearby control-volume averaged velocities to the cell faces before adjustment. Fourth-order-accurate interpolations are used. The incompressibility adjustments are then communicated back to the “a” grid, again using fourth-order-accurate interpolations (Dietrich, 1997). The Coriolis terms are evaluated on the “a” grid, thus having no spatial interpolation error, which is a significant advantage for such a dominant term.

All control volumes are collocated (viz., momentum, energy, salinity and the incompressibility approximation to mass conservation are all applied on the same control volume grid). The fundamental control-volume approach can be derived by integrating the conservative form of the continuum equations within specified control volumes. Generally, the control volume equations for momentum, energy and salinity involve fluxes across the specified control volume boundaries (i.e., the faces of control volume “boxes”). Most ocean models use a control volume approximation having different control volumes for horizontal momentum than those used for pressure, temperature salinity and other scalars. DieCAST control volumes are the same (non-staggered, i.e. “collocated”) for all variables, so the control volume equations for all quantities to which conservation laws are applied relate to the same control volume grid and to the associated single set of metrics, which is simpler, allows smaller numerical dispersion (Dietrich, 1997) and has other advantages compared to staggered grid approaches.

2.1. Model adaptation to Black Sea, boundary conditions and parameters

The horizontal resolution is 1/12° (5 nautical miles). The model has 20 vertical layers, with interface depths at 0, 10, 23, 38, 56, 78, 105, 136, 174, 220, 275, 340, 420, 515, 629, 767, 932, 1130, 1370, 1660 and 2000 m. Bathymetry is unfiltered ETOPO 5 (NOAA, 1988), fitted to the nearest model z-level. Surface heating and wind stress, net evaporation minus precipitation ($E - P$) and freshwater fluxes from 11 rivers around the perimeter of the Black Sea are specified from climatological data sets (Staneva and Stanev, 1998). The sea floor is insulated and non-slip as parameterized by a quadratic bottom drag
coefficient of 0.002. Bottom drag includes all momentum exchanges with the rigid bottom boundary; lateral exchanges at vertical boundary faces are ignored.

Significant exchange with the Mediterranean Sea occurs through the Bosphorus Strait. There is a net volume outflow from the Black Sea equal to the net input from rivers and \(E - P\). The mixing processes of the Bosphorus Strait and the bottom density current entering the Black Sea are not resolved in this study. Thus, this exchange is already partially mixed at the inflow. Mediterranean Sea water of 35.75 psu is mixed with surface Black Sea water of 18 to give a mixture of \(\sim 27.5\) psu in-flowing at depth in the Bosphorus Strait, and \(\sim 22\) psu water outflowing near the surface. This exchange is spread over five horizontal and five vertical grid points at the confluence of the Bosphorus Strait with the Black Sea. The higher salinity modified Mediterranean water enters at layer 5 (between 56 and 78 m). Lower salinity Black Sea water flows out in the top two layers (between 0 and 23 m); to conserve water, the difference in transport matches the Black Sea net input of freshwater. Thus, the total salt content of the Black Sea is conserved.

Horizontal viscosity and diffusivity are set to a constant value of \(10\) m\(^2\) s\(^{-1}\). Vertical viscosity and diffusivity are set as the sum of three terms which parameterize laminar diffusivity and vertical Reynolds stresses as proposed by Pacanowski and Philander (1981; see Appendix B).

A biharmonic filter is applied to the velocity at the shelf break near the Bosphorus inflow. The purpose of the filter is to selectively damp poorly resolved small-scale turbulence that may have unphysical effects such as excessive vertical mixing. The strongest filtering is at layer 5, with no filtering at the very stable levels above the inflow. The filter strength decreases rapidly away from the Bosphorus inflow shelfbreak location. At its location of maximum strength (level 5 at the mouth of the Bosphorus), the filter is such that it dissipates a two-grid-interval feature by \(5\%\) per model time step. The filtering rate coefficient is rapidly reduced over a distance of five grid intervals, (by a factor of 25) and the filter is not applied at larger distances.

The forcing of the model includes only the monthly variability of atmospheric variables derived from the climatic handbook edited by Sorkina (1974). This data set originates from coastal and ship measurements (in total 67,000 measurements). River discharges from the main rivers in the Black Sea (i.e. Danube, Dnepr and Dnestr) are also prescribed, using the monthly mean climatic data of Altman and Kumish (1986). Momentum fluxes are also computed from the climatological monthly data sets and are interpolated at each time step. The procedure of calculation of the wind stress is described by Staneva and Stanev (1998).

The model is initialized at a state of rest with annual mean temperature and salinity fields taken from the climatological data. The spin-up phase of integration is carried out for 15 years.

3. Verifications of model results

3.1. The Black Sea modeling challenge

The Rim Current, one of the most conspicuous and interesting physical phenomena of the Black Sea, is a narrow counter-clockwise flowing, basin-wide current associated with at least two dominant physical characteristics: strong vertical and horizontal density gradients; and a narrow, steep, continental slope. Filtering bathymetry or using large dissipation to ensure numerical stability will decrease the Rim Current intensity. Such weakened Rim Current gradients in turn will lead to a reduced interaction with the smoothed bathymetry, which may eliminate the important coastal eddies altogether, thereby affecting the dynamics of the entire Black Sea. During weak winter stratification, the Rim Current interactions with fine-scale coastal abutments can be intense as a reduced Rossby radius of deformation causes the Rim Current to hug the shelf break. Thus, realistic, eddy resolving Black Sea models must: (i) completely resolve steep bathymetry; (ii) correctly simulate the annual cycle of stratification; and (iii) adequately simulate and/or parameterize shallow coastal zone processes having short length and time scales. Temporal variability, in particular that associated with mesoscale eddies, has yet to be adequately addressed.
Several numerical models of the Black Sea satisfy condition (i) by using a variable resolution grid. As examples, Oguz et al. (1995) employed the Princeton Ocean Model (POM; Blumberg and Mellor, 1987). Beckers et al. (2001) adapted the GHER double $\sigma$-coordinate model (Nihoul et al., 1989; Beckers, 1991) with constant 5 km resolution over the entire Black Sea. Both models satisfactorily resolved the narrow continental slope in the southern Black Sea; however, in both models, results have not been adequately compared with observational hydrographic data.

Staneva and Stanev (1997) and Stanev and Staneva (2000) used the Modular Ocean Model (MOM; Pakanowski et al., 1991; http://www.gfdl.gov/~kd/MOMwebpages/MOMWWW.html), running at 1/12th ($\sim$ 9 km) horizontal resolution with 24 vertical levels, to replicate quite accurately the formation of the wintertime intermediate water. However, the Rim Current was more diffuse and the coastal anticyclones produced were larger than found in nature. A number of other studies barely satisfy conditions (i) and (ii), but more importantly do not satisfy condition (iii), leading to inconsistencies in coastal eddy structure and behavior (e.g., see Gent and McWilliams, 1990). In this paper, we present modeling results which we believe overcome many of the above problems, especially those resulting from high numerical dissipation.

3.2. Dynamic topography and DieCAST model surface circulation

The Co-operative Marine Science Black Sea program (CoMBSBlack; Oguz et al., 1993; Özsoy and Unluata, 1998) included three basin-wide quasi-synoptic surveys with 1/3° resolution in both the meridional and zonal directions (2–29 September 1991; 4–26 July 1992, and 2–14 April 1993 (western Black Sea only)).

The dynamic topography calculated from these surveys (Fig. 1, right three panels) compares well with the seasonally averaged sea-level elevation produced by DieCAST (Fig. 1, left three panels) for similar times of the year. It is noteworthy that the modeled Rim Current geostrophic sea surface slope ($\sim$ 16 cm/100 km) and the associated slope of the underlying pycnocline ($\sim$ 100 m/100 km on the 15.8 $\sigma$-surface) compare well with the dynamic topography gradients ($\sim$ 12 cm/100 km; $\sim$ 80 m/100 km) calculated from the observations. This confirms that both the geostrophic and nonlinear vertical mixing are well represented in the model, unlike highly diffusive models where they are often underestimated. The width of the Rim Current is $\sim$ 70 km (defined as the width of the current where the slope of the pycnocline is $\sim$ 5 m/100 km) and is almost identical in both observations and model. This agreement is fundamental to a realistic simulation of water mass formation, which strongly depends on an accurate representation of stratification, horizontal and vertical circulation.

Another positive result of the present simulations is the intensification of the Rim Current due to reduced stratification and stronger winds during winter and spring (e.g., the modeled slope of the sea surface over the continental slope is significantly larger in April ($\sim$ 30 cm/100 km) than in July and September ($\sim$ 14 cm/100 km)). This supports the earlier results of Stanev (1990) and Staneva and Stanev (1998) who demonstrated that the seasonal transport increases by more than 50% in the winter months.

One important deficiency in earlier efforts that we have overcome is the realistic simulation of both coastal and deep basin eddies (Fig. 2). The modeled Black Sea circulation is dominated by meanders, eddies, filaments and dipole structures with scales comparable to those found during surveys (see Fig. 1 and the papers of Oguz et al., 1993, 1994; Özsoy and Unluata, 1998). Similar to the observations, the model produces about 12 coastal eddies during an annual run. These form quickly, especially near coastal abutments, and initially have space scales $O$(30 km) and time scales of a few days, but often merge to form larger eddies having longer time scales. This is slightly lower than Ovchinnikov’s (1998) estimate of about 20 eddies. However, his estimate was not derived from synoptic surveys, but rather was based on the number of locations where coastal anticyclones have been observed at some point in time.

The Rossby radius of deformation in the Black Sea is $\sim$ 20–30 km and the corresponding diameters of coastal eddies (Fig. 1, upper right panel) are comparable, particularly in the central and the easternmost sections of the basin.
3.3. Basin-mode structures and coastal trapped waves

The western propagation of Rossby waves in the Black Sea was demonstrated in earlier model simulations, forced with both stationary (Rachev and Stanev, 1997) and time varying (Stanev and Staneva, 2000) coastal currents. Similar westward-propagating basin-modes are observed in the present DieCAST simulations. This is illustrated in the time versus longitude Sea Level Anomaly (SLA) plot at 43.5°N (Fig. 3a).

The propagation time across the entire basin is ~ 12 months in both DieCAST simulations and observational data. The altimeter data from the recent US/French TOPEX/POSEIDON (T/P) mission
Fig. 2. Snapshot of sea level (cm) simulated by the model and surface streamlines during year 16. Note the existence of chains of coastal anticyclones including the dominant Batumi and Sebastopol eddies, the eastern and western gyres of the Rim Current and evidence of a small anticyclone imbedded in the Rim Current about 43°N, 35°E. This plot should be compared with the schematic of the Black Sea surface circulation based on a synthesis of dynamic height derived from hydrographic observations in Oguz et al. (1993).

The DieCAST model also produces coastally trapped waves (CTW), which propagate eastward along the southern coast. Such CTWs were first demonstrated by Sur et al. (1994) using sequential CZCS sea-surface colour observations. A time versus longitude diagram at the 1500 m isobath in the southern Black Sea, spanning west from the Sakarya Canyon to 40°E is shown in Fig. 3c. The slope of the contours provides clear evidence of the eastward propagation of the disturbance.

The principal periodicities range from 3 to 6 months. In some locations, the phase speed reaches about 5–8 cm s⁻¹, while between 34°E and 38°E the propagation sometimes stagnates; this might result from the complex topography in this region. The preponderance of small scale features is indicative that processes in the coastal zone are dominated by energetic mesoscale eddies.

To better understand the periodicities in the basin-wide oscillations, we analyzed the spatial structure of the rms amplitude of SLA in both the simulated and T/P data (Fig. 4). The zones of highest variability of SLA overlap in the general
Fig. 3. Time-longitude diagrams. The slope of the contours gives a measure of the speed of wave propagation. (a) Sea level anomaly (SLA) simulated by the DieCAST model at 43.5°N; (b) SLA from T/P data at 43.5°N; (c) SLA anomaly simulated by the DieCAST model along the southern coast 1500 m isobath.
locations of the Batumi, Sakarya and Sevastopol eddies, as well as to the south of Kerch Strait.

Good coherence was also found between the two patterns in some areas of weak oscillations (e.g., just to the west of Batumi eddy and northward of the southern coast at about 33°E). The amplitudes of oscillations are slightly higher in the simulations than in the observations along the southern and northern shelfbreaks. The decrease in model SLA oscillations in the northernmost shelf correlates with the similar decrease in the observations, but as a whole, the northern shelf area in the model does not exhibit substantial variability. Problems can arise when comparing model predictions with T/P data due to (i) insufficient resolution between the tracks (only nine tracks cover the Black Sea), introducing interpolation errors when mapping data lines onto a regular grid, and (ii) very short period of observations insufficient to derive stable statistics.

T/P time series can also be used to verify the simulations. However, the DieCAST model forcing in its present configuration supports neither inter-annual variability, nor high frequency (periods < 1 month) forced oscillations. On the other hand, the very low dissipation inherent in DieCAST produces a richness in eddy and meander motions that is absent in models running with higher friction and lower nonlinearity.

The detailed analysis of model results in the remainder of this paper compares the strength of free versus forced motions. We analyze the difference between SLA from the basin-mean elevation in several locations. This difference eliminates the variability associated with the barotropic circulation and gives a clearer picture of the transient variations in circulation.

3.4. The Batumi eddy

The most energetic seasonal oscillation in the Black Sea Rim Current is in the eastern Black Sea area, where a strongly seasonal anticyclonic Batumi eddy occurs, which waxes during winter and spring.
Fig. 4. RMS amplitudes of SLA oscillations (cm). (a) DieCAST simulations; (b) T/P data.
Fig. 5. SLA evolution at different locations of the Black Sea (upper panels correspond to the model data; lower panels to T/P data). The locations are given on the bottom.

(40 deg. E, 42. deg. N)
(30. deg. E, 43. deg. N)
(32 deg. E, 45. deg. N)
Fig. 6. Time evolution of vertical temperature profiles at (32°E, 44.5°N).
and wanes during summer and fall. This is reflected by the large positive SLA, both observed and simulated, during July (Fig. 5). The positive SLA reflects the convergence in levels above the main pycnocline as the buoyant coastal eddies merge in this region. Coastal intermediate waters sink on the small scale of the intense coastal eddies, as described by the vorticity advection term (negative vorticity is advected into the region, thereby pushing water downward as part of geostrophic adjustment) in the quasi-geostrophic omega equation. During the weaker late winter and spring stratification periods, such sinking may occur in combination with baroclinic instability as the sinking waters may be dense due to horizontal advection of dense water into the sinking regions. These interpretations are consistent with those given by Stanev et al. (1997).

The intensification of cyclonic circulation in winter and spring is revealed by the negative anomalies in the area of the Batumi eddy (Fig. 5, left two panels). One important conclusion drawn from Fig. 5 is that the seasonal appearance of the Batumi eddy is quite regular with the largest anticyclonic intensity being exhibited in summer. However, there is also a shorter period cycle revealed in Fig. 5 as a weak secondary maximum occurring in December–January. The correspondence between simulations and observations in the area of Batumi eddy is good since the variability is dominated by the seasonal transitions. Thus, our results give indirect support to the conclusions of Stanev and Staneva (2000) that sub-basin eddies are important elements in the transition of the basin-wide Rim Current circulation between its different states.

The sea level at the western basin location 32°E, 42°N shows a quite different behavior (upper and lower right panels in Fig. 5). Here the SLA is positive in winter and negative in summer. This contributes to increasing the slope of the sea surface between the coastal sea and the open ocean, associated with the winter intensification of the Rim Current. As discussed in the more detailed analysis of Stanev et al. (2000, 2001), the variability in this region appears mostly at synoptic and inter-annual time scales.

It is particularly important to note the phase differences between the time series representing the western basin location (right panels) and the Batumi eddy (left panels). Both model simulations and T/P data demonstrate almost opposite phases. This indicates an increase of cyclonic circulation in winter (positive SLA in coastal station) and an increase of anticyclonic circulation in summer–fall (positive SLA in open sea station). However, as seen in the interior of the western basin (centre two panels), at times the model signal (upper panel) exhibits quite large differences from the observations (lower panel), as well as from the other two regions. Thus, we conclude that the sea level oscillations are highly variable and provide evidence that free basin oscillations are of comparable magnitude to forced oscillations.

3.5. Convective mixing

Close agreement of time series of simulated (upper panel) and observed (lower panel) vertical temperature distributions (Fig. 6) encourages us to believe we have adequately modeled the thermodynamics. The presence of winter-time convective mixing is identified by the vertical isolines found in times of lowest SST (January to April). The permanent pycnocline maintained jointly by the inflow of river water and dense Mediterranean Sea water at depth through the Bosphorus strait inhibits deeper winter convection. In such mid-winter periods, the mixed layer depth penetrates down to ~50–60 m (and the SST correspondingly decreases to ~5–6 °C). This is the origin of the CIL. The CIL exists throughout the year, spreading over the entire Black Sea at depths of 50 to 70 m.

The maximum SST of ~24 °C is observed during August. This ambient stratification is key to understanding the formation of coastal eddies. There are two typical states: the first in winter characterized by very weak stratification and the second in summer when vertical stability increases and tends to change the potential vorticity of the upper layers of the water column.

4. Formation and dynamics of coastal eddies

Coastal eddies in the Black Sea are typically elongated, anticyclonic gyres wedged between the main cyclonic Rim Current over the shelfbreak and
the coast. The coastal anticyclones are formed principally by fluid elements shedding from elongated recirculating wakes structures formed behind coastal headlands (see Dietrich et al., 1996 for a discussion of the analogous dynamics of eddy wakes behind oceanic islands). They are often very energetic; we now discuss characteristic behaviors associated with the genesis of the Batumi and Sevastopol eddies (Figs. 7 and 8). Since vorticity dynamics play an important role in the evolution of coastal anticyclones, we plot both surface currents and their relative vorticity (coloured contours). The bottom topography affects the speed of coastal eddies relative to advection by the mean flow associated with the Rim Current via the topographic beta effect.

4.1. The Batumi eddy

One interesting area is the easternmost (Batumi) region where the widened shelfbreak apparently slows down topographic waves, propagating counterclockwise around the basin perimeter. This deceleration results in the “catching up” and merging of sequential eddies into a more circular shape (Fig. 7). During late winter and early spring, coastal eddies formed along the south coast merge into the dominant Batumi eddy, which itself spawns offshore filaments that mix with the coastal waters. Vorticity elements merge very rapidly into one another during the formation of the Batumi eddy; even snapshots at 5-day intervals do not sufficiently resolve the merging process.

The Batumi eddy then gets trapped for a time in the far eastern corner, sometimes exhibiting small, yet intense, frontal cyclones that form and advect around the perimeter of the Batumi eddy. Such effects have also been modeled in the Gulf of Mexico (see Dietrich et al., 1997, for a discussion of cyclogenesis produced by shear in the squeezed region between the major anticyclone and the coast) and the East Australian Current (Bowman et al., 2001). Various mechanisms for the trapping of the Batumi eddy are being investigated and will form the basis of a further publication.

4.2. The Sevastopol eddy

The resulting fine-scale anticyclonic eddies and vortex filaments that peel off the Crimean headlands merge into a particularly strong Crimean wake recirculation eddy during this period of weak stratification (Fig. 8; note that the relative vorticity contoured in Figs. 7 and 8 is normalized by the basin-mean Coriolis parameter \( f = 10^{-4} \text{ s}^{-1} \)) and multiplied by 10. Mesoscale processes near the Crimean Peninsula and their interaction with the shelf can substantially affect the regional mixing of chemical contaminants, biological organisms and water mass formation. The anticyclonic eddy formed to the west of the peninsula entrains water originating in the basin interior (with cyclonic rotation). This interior water wraps itself around the anticyclonic coastal water as well as penetrating its centre (Fig. 8). The inverse process of leakage of coastal waters (possessing anticyclonic vorticity) into the basin interior is periodically observed south of Kerch Strait and is supported by survey and altimeter data (see Sokolova et al., 2001, this issue).

Soon after its formation (days 385–395), the Sevastopol eddy (Fig. 8) propagates westward (days 395–405), while at the same time increasing its anticyclonic rotation. After reaching its maximum intensity, it appears to stagnate (days 405–420; Fig. 8) and its diameter increases substantially. It is thought that the arc-like topography in this region entraps the coastal anticyclone until its energy is dissipated. Further down the current, the water wedged between the jet current and the continental slope flows westwards giving rise to a new anticyclonic eddy (day 450, at 44°N, 31.5°E not shown here). The eddy exits the region at 43.75°N, 31°E by day 510.

4.3. Selective dissipation of anticyclonic vorticity

The phenomenon of selective dissipation of anticyclonic vorticity is important in shallow-sea eddy dynamics. Upper level water columns are strongly constrained by the pycnocline, so most of the exchange with coastal waters involves flow trapped above the pycnocline. Thus, for the main exchanges across the Rim Current, the effective depth is the pycnocline in deep water. When water moves shoreward across depth contours it advects the lower potential vorticity \( (\psi + f)/D \sim f/D \) of the deep water with it. Thus, it develops negative relative vorticity \( \psi \) due to water column squashing as it moves shoreward into shallow areas. Over time, this nega-
Fig. 7. Time sequence (at 5-day intervals) of currents and relative vorticity in the area of the Batumi eddy (relative vorticity is normalized by the Coriolis parameter and multiplied by 10).
Fig. 8. Time sequence (at 5-day interval) of currents and relative vorticity in the area of the Sevastopol eddy (relative vorticity is normalized by the Coriolis parameter and multiplied by 10).
tive relative vorticity is dissipated by friction in the coastal regions, thereby increasing the potential vorticity (see Dietrich and Mehra (1998) for further details). To conserve volume, an equal volume of water must leave the coastal region elsewhere. The compensating water, having resided in the coastal band for some time, will generally have larger potential vorticity than the shoreward moving water. Thus, there is a positive correlation between the magnitude of potential vorticity and the offshore velocity component, integrated around the basin perimeter.

This means the deep water will naturally tend to develop positive relative vorticity as a result of dissipation occurring selectively in the shallow coastal regions. The cross-Rim Current vorticity transport apparently converges rapidly on the interior side of the current, reinforcing its jet-like structure. This Rim Current jet formation mechanism is most effective during winter and spring, when the water columns in the coastal regions and above the pycnocline are less stratified, reducing the buoyancy constraint on vertical motions and thus leading to larger vortex squashing as material elements move across greater depth ranges (see Section 3). This mechanism is further enhanced by the deepening of the pycnocline as the winter convection penetrates downward.

4.4. Seasonal effects

Wind curl effects may be secondary in enhancing relative vorticity for a basin with the size of the Black Sea (Rachev and Stanchev, 1997; Stancheva and Stanchev, 1998), but there are still substantial thermohaline effects on the coastal eddies (Ovchinnikov, 1998); the seasonal change in Black Sea thermal stratification between its permanent halocline and the surface is one of them.

Coastal headland wake eddies tend to form during winter and spring, when the water column stratification is relatively weak. During summer and autumn, anticyclonic wakes, especially smaller scale coastal wakes, are suppressed by the strong stratification. According to the omega equation of quasi-geostrophic (slowly varying) dynamics, anticyclonic, upper-level advection tends to force sinking motion. This would transport buoyant surface water downward, thus converting eddy kinetic energy into potential energy. This mechanism works against the “normal” transfer of energy from available potential energy into kinetic energy, thereby tending to eliminate such eddies.

During winter, surface cooling decreases vertical stratification, but has less effect on horizontal buoyancy gradients, which are controlled mainly by the entrainment of river water into the coastal currents. The weakly stratified winter environment thus is more favorable for the generation of anticyclonic headland wake eddies, such as the Sevastopol eddy to the west of the Crimean Peninsula (Fig. 8).

In late February, the basin-mean surface temperature drops to its annual minimum of ~8 °C and the upper water column stratification is weakest. The shelf-break jet is generally strongest near the coast (Figs. 7 and 8). The jet is most intense southeast of the Crimean Peninsula (Fig. 8), due to the convergence of the shelf-break contours along the path of the jet. At one location (southeast and adjacent to the Crimean peninsula), the anticyclonic relative vorticity of the jet is ~−8.6 day^{-1} (~−1.0 \times 10^{-4} \text{ s}^{-1}), giving an absolute vorticity of near zero (f = 1.1 \times 10^{-4} \text{ s}^{-1} at 44°N). This is inertially neutral and thus allows local buoyancy to act free from the normally strong rotational constraint. In addition, the local baroclinicity and, hence, buoyancy forces are also locally strong.

4.5. Interannual variability

The Batumi eddy forms quasi-periodically (Sokolova et al., 2001, this issue). However, its appearance differs from year to year, exhibiting a pronounced inter-annual signal. Unlike the real Black Sea where sequential manifestations of the Batumi eddy are likely due to fluctuations in inter-annual atmospheric forcing, the DieCAST simulation, with its annually repeating forcing, demonstrates that small perturbations trigger off mesoscale motions which differ in detail from year to year.

Although careful sensitivity studies are needed to determine the exact causes of these variations, it appears that during some years, the Batumi eddy tends to form further offshore as a result of an early northward deflection of the Rim Current upstream (Fig. 7). The result is that the anticyclonic headland
wake features are advected offshore by the northward deflected current, further enhancing its early deflection, thus forming the Batumi eddy slightly offshore and west of its usual southeastern Black Sea coast-hugging location.

The dominating vorticity balance in the Black Sea is maintained by the interplay between the interior (cyclonic) and coastal (anticyclonic) circulation (Stanev and Staneva, 2000). As discussed in Section 3, decreases in intensity of the cyclonic interior circulation are accompanied by corresponding increases in the intensity of the anticyclonic circulation in the Batumi region. Under such conditions, the Rim Current is displaced westwards and the local anticyclonic circulation starts to dominate.

However, the second mode of circulation (viz., coastal currents flowing with the coast on their left; Fig. 7) reduces the influx of water parcels with anticyclonic rotation. Dissipation also tends to reduce the intensity of the Batumi eddy, which gives rise to the inverse process (intrusion of cyclonic meanders from the Rim Current eastwards), leading to eastward erosion of the Batumi eddy.

5. Conclusions

In this paper, results have been discussed from both models and observations to illustrate the importance of mesoscale eddies and meanders on the exchange of water between coastal and open-sea waters and on the ventilation of the pycnocline. The analysis has revealed some fundamental features of the Black Sea circulation: the quasi-permanent cyclonic Rim Current located over the continental slope and the existence of a considerable number of anticyclonic meanders and eddies lying between the Rim Current and the coast. These eddies play a fundamental role in coastal and open-sea exchange processes; recent Topex–Poseidon (T/P) altimeter data strongly supports these hypotheses.

As shown in other observations and modeling studies (e.g., Ovchinnikov and Popov, 1987; Staneva and Staniev, 1997), mixing in the interior Black Sea contributes substantially to the formation of the ventilation of the pycnocline and the cold intermediate water (CIW) formation. Mesoscale eddies, enhanced by basin-wide oscillations, could additionally modify the ventilation of intermediate layers.

In the last section of this paper, we discussed mechanisms controlling the variability in dynamically important areas (viz., coastal anticyclones and the Batumi and Sevastopol eddies). A fundamental characteristic of the Black Sea, which is intimately related to the exchange of coastal and open-sea waters, is the strong vertical stratification. It effectively blocks vertical mixing, in which case breaking internal waves at the permanent halocline interface, interacting with the shelf and continental slope might be another important mixing mechanism. Such mixing in the halocline might affect the thickness of the Black Sea cold intermediate water layer. This would partially explain the importance of strong signals generated in the coastal areas to lateral mixing in the interior of the Black Sea.

The DieCAST ocean model, adapted to the Black Sea conditions including the conservation of salt and water in a sea having a strong halocline, has simulated the intense cyclonic Rim Current gyre system and the important fine-scale coastal anticyclonic eddies. Many model circulation features are validated by observations. Simulating the marginally resolved intense narrow Rim Current jet current and coastal anticyclones necessitated using unfiltered bathymetry, very low dissipation, and fourth-order-accurate, reduced dispersion numerics.

The results indicate that the strong seasonal stratification cycle may have an important influence on coastal anticyclogenesis through nonlinear dynamics. Such dynamics include interactions of the coastal eddies with the Rim Current itself, with other eddies and with the coastal abutments which produced them in the first place. The work in progress is investigating in further detail the mechanisms of baroclinic instability, coastal abutment wake recirculations, shedding and selective dissipation of anticyclonic vorticity in the coastal region.
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Appendix A. DieCAST model equations

Conservation of $x$ momentum:

$$
\frac{\partial u}{\partial t} = - \nabla \cdot (u \nabla) + f v - \frac{1}{\rho_0} \frac{\partial p}{\partial x} + A_h \nabla^2 u + \frac{\partial}{\partial z} \left( \lambda_s \frac{\partial u}{\partial z} \right)
$$

Conservation of $y$ momentum:

$$
\frac{\partial v}{\partial t} = - \nabla \cdot (v \nabla) - f u - \frac{1}{\rho_0} \frac{\partial p}{\partial y} + A_h \nabla^2 v + \frac{\partial}{\partial z} \left( \lambda_s \frac{\partial v}{\partial z} \right)
$$

Conservation of salt or potential temperature:

$$
\frac{\partial S}{\partial t} = - \nabla \cdot (S V) + K_v \nabla^2 S + \frac{\partial}{\partial z} \left( K_v \frac{\partial S}{\partial z} \right)
$$

Conservation of mass:

$$
\nabla \cdot V = 0
$$

Hydrostatic equation:

$$
\frac{\partial p}{\partial z} = -(\rho - \bar{\rho}) g
$$

Equation of state:

$$
\rho = \rho(S, \theta)
$$

where $u = x$ component of horizontal velocity vector $V$; $v = y$ component of horizontal velocity vector $V$; $f =$ Coriolis parameter; $\rho_0 =$ mean density; $\bar{\rho} =$ horizontally averaged density at depth $z$; $p =$ pressure; $A_h =$ horizontal eddy viscosity; $A_v = $ vertical eddy viscosity; $S =$ salinity; $K_h =$ horizontal eddy diffusivity; $K_v =$ vertical eddy diffusivity; $\theta =$ potential temperature.

Appendix B. Parameterization of vertical mixing

Vertical viscosity and diffusivity $A_v$ and $K_v$ are given by the formulae:

$$
A_v = 0.02 + \min(10, 100 R_i) + R |W| d z / Re \quad (1)
$$

$$
K_v = 0.02 + R \min(10, 100 R_i) + R |W| d z / Re, \quad (2)
$$

$$
R = 1 / (1 + 5 Ri), \quad (3)
$$

where $|W|$ is the vertical velocity magnitude, $d z$ is the vertical grid interval, $R_i =$ the gradient Richardson number, and $Re =$ the specified vertical cell Reynolds number. This is simply a non-dimensional ratio of advection to so-called “turbulent diffusion” for variations having the scale of order one model grid interval.

The first term in Eqs. (1) and (2) represent laminary diffusivity. The second one is a standard Pacanowski and Philander (1981) mixing parameterization. The third is a generally small mixed physical/numerical term, assigned a value of 10, which avoids cell Reynolds number overshoots by vertical advection (Roache, 1976), such as produced by internal waves. It allows extremely small vertical mixing necessary to maintain the cold intermediate layer (CIL) throughout the model year. As discussed in the text, the CIL is replenished every winter with cold surface water due to convection, occupies the depth interval 50–150 m; its local topography depends on the vertical circulation. The physical processes represented by terms two and three are the vertical Reynolds stress terms representing the nonlinear interaction of subgrid-scale flow components with resolved scales. These diffusion terms are conventional ad hoc representations of the subgrid-scale effects which have limited basis outside of boundary layers.

To simulate the nonlinearly increased near-surface mixing caused by synoptic winds (because we used less energetic monthly mean wind forcing), the first terms on the right-hand side of Eqs. (1) and (2) are
enhanced seasonally. In the top three model layers, values used were: 20, 10 and 5 cm² s⁻¹ during winter; and 1.0, 0.5 and 0.25 cm² s⁻¹ during summer, respectively.
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