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#### Abstract

Over the perennial sea ice in the western and central Weddell Sea, Antarctica, the onset of summer is accompanied by a significant decrease of sea-ice brightness temperatures ( $T_{\mathrm{b}}$ ) as observed by passive-microwave radiometers such as the Special Sensor Microwave/Imager (SSM/I). The summerspecific $T_{\mathrm{b}}$ drop is the dominant feature in the seasonal cycle of $T_{\mathrm{b}}$ data and represents a conspicuous difference to most Arctic sea-ice regions, where the onset of summer is mostly marked by a rise in $T_{\mathrm{b}}$. Data from a 5 week drift station through the western Weddell Sea in the 2004/05 austral summer, Ice Station POLarstern (ISPOL), helped with identifying the characteristic processes for Antarctic sea ice. In situ glaciological and meteorological data, in combination with SSM/I swath satellite data, indicate that the cycle of repeated diurnal thawing and refreezing of snow ('freeze-thaw cycles') is the dominant process in the summer season, with the absence of complete snow wetting. The resulting metamorphous snow with increased grain size, as well as the formation of ice layers, leads to decreasing emissivity, enhanced volume scattering and increased backscatter. This causes the summer $T_{\mathrm{b}}$ drop.


## INTRODUCTION

The seasonal cycle of microwave surface signatures has been subject to several studies monitoring melt onset and freeze-up on sea ice in the Arctic (Anderson, 1997; Winebrenner and others, 1998; Drobot and Anderson, 2001) and Antarctic (Drinkwater and Liu, 2000; Haas, 2001). Once air temperatures approach or exceed the freezing point, melting causes the formation of liquid water within the snowpack, which leads to the attenuation of microwaves and the increase of surface emissivity $(\varepsilon)$. This results in a conspicuous decrease in backscatter coefficients and increase in brightness temperatures, a feature that has been found to be characteristic for summer sea ice in the Arctic. However, as stated by Drinkwater (1998) and Haas (2001), the meltwater-induced decrease of radar signals is not observed on perennial Antarctic sea ice. Instead, summer values of backscatter even exceed winter values, so the summer signal evolution is the opposite of what is found in most Arctic sea-ice regions (Barber and others, 1998; Winebrenner and others, 1998). Long-term studies of passive-microwave data on sea ice in the Weddell Sea, Antarctica, reveal the same contradiction for the evolution of surface brightness temperatures (Kern and Heygster, 2001). The seasonal cycle of sea-ice brightness temperatures $\left(T_{\mathrm{b}}\right)$ is characterized by a sharp drop in surface emissivity from the beginning of summer to minimum values in late summer, and a subsequent increase during fall and winter to the maximum in spring (Fig. 1). The $T_{\mathrm{b}}$ decrease cannot be exclusively triggered by low sea-ice concentrations since it is also found when ice concentrations are close to $100 \%$.

One of the processes that generate the specific evolution of summer signals in the Antarctic is the metamorphosis of snow, together with the formation of ice layers and superimposed ice. The latter is triggered by internal snowmelt, which eventually causes meltwater to percolate downwards and refreeze at the snow/ice interface (Haas
and others, 2001). The resulting metamorphous overlying snow with increased grain sizes and ice layers enlarges the microwave volume- and surface-scattering intensities (Haas, 2001) and reduces the emissivity significantly. The formation of superimposed ice from snow has been observed at the snow/ice interface of drifting pack ice in the Antarctic during several field campaigns (Gow and others, 1987; Ackley and Sullivan, 1994; Jeffries and others, 1994; Eicken, 1998; Haas and others, 2001). However, extensive ponding and complete melting of the snow cover, as observed in the Arctic, are rarely reported from Antarctic sea-ice regions. This discrepancy in surface processes during summer between Arctic and Antarctic (Nicolaus and others, 2006) is expressed in the different evolution of $T_{\mathrm{b}}$ and radar backscatter. Therefore, to identify melt-specific patterns on Antarctic sea ice from remote-sensing data, the processes involved in the summer-season evolution of $T_{\mathrm{b}}$ and backscatter need to be closely investigated.

In this study, we report results from comprehensive physical investigations of ice and snow properties, atmospheric conditions, as well as satellite-derived $T_{\mathrm{b}}$ of sea ice. The measurements were performed in the western Weddell Sea during a 5 week drift station in the 2004/05 austral summer. These time series provide insight into snow and sea-ice surface processes at the transition to summer. Based on our data, we presume that freeze-thaw cycles, snow metamorphosis, grain-size growth and the formation of ice layers cause the high variability and observed decrease in $T_{\mathrm{b}}$. These processes have profound consequences for remote-sensing studies on Antarctic sea ice in summer.

## DATA AND METHODS

From 27 November 2004 to 2 January 2005, the German research vessel Polarstern drifted with an ice floe through the western Weddell Sea during the Ice Station POLarstern


Fig. 1. (a) Seasonal cycles of $S S M / I T_{\mathrm{b}}(37 \mathrm{~V})$ (bold line) and Bootstrap sea-ice concentration (grey line), 1994-2005, at $66^{\circ} \mathrm{S}, 54^{\circ} \mathrm{W}$; 31 day moving averages. (b) Seasonal cycles of European Remote-sensing Satellite (ERS) $40^{\circ}$ backscatter (C-band; 1994-2000) and QuikSCAT backscatter (Ku-band; 2000-05) (bold line), and $T_{\text {air }}$ from European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-40 reanalyses (grey line), 1994-2001; 31 day moving averages. The ISPOL observational period is highlighted by a grey box.
expedition (ISPOL; Hellmer and others, 2006). The drift started at approximately $68.04^{\circ} \mathrm{S}, 54.88^{\circ} \mathrm{W}$, where Polarstern was initially anchored to an ice floe of $10 \mathrm{~km} \times 10 \mathrm{~km}$ size. The ISPOL floe was predominantly composed of 2 m thick second-year ice (SYI) and smaller amounts of 0.91.8 m thick first-year ice ( FYI ), with average snow heights of 0.8 and 0.3 m , respectively. During ISPOL, several field stations were established on the ice for continuous meteorological and glaciological measurements of snow and ice properties and their dependence on atmospheric boundary conditions. The measurements included data from an automatic weather station (AWS) that recorded wind speed, wind direction, air temperature ( $T_{\text {air }}$ ), sea-level pressure and relative humidity at 2 m as well as long- and shortwave radiation components. The AWS was set up close to measurement sites of characteristic snow thicknesses. At


Fig. 2. Time series of daily mean SSM/I brightness temperature (37V) and QuikSCAT backscatter coefficient $(13.4 \mathrm{GHz})$ at the ISPOL position, 1 October 2004 to 10 February 2005. Black lines represent 21 day moving averages. The period with coincident in situ measurements during ISPOL is highlighted by a grey box (cf. Fig. 1).
each site, vertical profiles of snow wetness, snow density and snow temperature were measured up to six times a day with a vertical spacing of 5 cm . In order to investigate the amplitude and phase of the diurnal snow temperature cycle and the time of its maximum, measurements were performed every 3 hours for more than a week at the beginning of ISPOL. Snow wetness in percentage liquidwater content was measured with a dielectric resonator probe (TOIKKA Snow Fork, Espoo, Finland; Shivola and Tiuri, 1986), and snow temperature was determined with a hand-held Pt-100 thermometer. Snow measurements were performed on both ice types with their characteristic snow thicknesses. We estimate the accuracy of our wetness measurements to be on the order of only $\pm 1 \%$ liquid-water content. Therefore we present only averages over a vertical sampling range from each profile.

We obtained Special Sensor Microwave Images (SSM/I) swath data for the ISPOL period from the Global Hydrology Resource Center (GHRC). The $T_{\mathrm{b}}$ for the pixel containing the ISPOL position and the surrounding area were computed from swath images of horizontally polarized $19 \mathrm{GHz}(19 \mathrm{H})$, and vertically polarized $37 \mathrm{GHz}(37 \mathrm{~V}), T_{\mathrm{b}}$. An indicator for the strength of the diurnal $T_{\mathrm{b}}$ amplitude was derived by averaging the $T_{\mathrm{b}}(37 \mathrm{~V})$ from passes between 0500 and 1100 h local time (LT) to 'early $T_{\mathrm{b}}$ ' (am $T_{\mathrm{b}}$ ), and passes between 1700 and 2300 hLT to 'late $T_{\mathrm{b}}{ }^{\prime}\left(\mathrm{pm} T_{\mathrm{b}}\right)$. The 37 V channel is chosen because this shows the strongest diurnal variations. The diurnal $T_{\mathrm{b}}$ amplitude ( $\mathrm{D} T_{\mathrm{b}} \mathrm{A}$ ) was calculated as $\mathrm{D} T_{\mathrm{b}} \mathrm{A}=\mathrm{pm} T_{\mathrm{b}}-\mathrm{am} T_{\mathrm{b}}$. Moreover, we computed the crosspolarized gradient $T_{\mathrm{b}}$ ratio (XPGR, similar to Abdalati and Steffen, 1997) by calculating the ratio of $19 \mathrm{H} / 37 \mathrm{~V}$. Variations in this parameter are mainly caused by varying differences in emission depth of both channels which can be induced by internal snowmelt and snow surface metamorphosis. Since XPGR was initially used to detect the onset of melt (Abdalati and Steffen, 1997), we derived this parameter to see how its evolution is related to measured snow wetness and swath $T_{b}$.


Fig. 3. Time series of SSM/I swath $T_{\mathrm{b}}$ (black line with small circles), daily mean $T_{\mathrm{b}}$ (black squares) and vertically averaged snow wetness (grey line with circles), December 2004.

At the end of the expedition, time series of satellite data and ground measurements from the drift station were combined into a comprehensive dataset that contains space-borne and in situ records from the region of the ISPOL floe. Gridded daily mean SSM/I data were provided from the US National Snow and Ice Data Center (NSIDC) for the period 1995-2005 to integrate the ISPOL measurements into the long-term evolution of $T_{\mathrm{b}}$ in this region. Time series of radar backscatter at 5.3 GHz (C-band), from January 1994 to December 2000, and 13.8 GHz (Ku-band), after January 2001, were computed from European Remotesensing Satellite-1 and -2 (ERS-1/-2) scatterometer (ESCAT) and QuikSCAT data, respectively. These were provided by the Centre ERS d'Archivage et de Traitement (CERSAT) of the Institut Français pour I'Exploitation de la Mer (IFREMER), France.

## RESULTS

Time series of daily mean 37V SSM/I $T_{\mathrm{b}}$ and QuikSCAT backscatter at the ISPOL drift positions are presented in Figure 2 for the period 1 October 2004 to 10 February 2005 (see Fig. 1 for a comparison with the long-term development at this position). The ISPOL observational period is highlighted by a grey box. From careful examinations of QuikSCAT backscatter maps of the ISPOL region, we assume that the microwave signatures are typical of predominantly SYI, as was also the case for the ISPOL floe itself (see above). The $T_{\mathrm{b}}$ is at a level of approximately 245 K in mid-November 2004 before it begins to decrease to approximately 190 K at the beginning of February 2005. This decrease is characterized by strong oscillations of up to 60 K within only 5 days and represents the typical summer $T_{\mathrm{b}}$ drop in the western Weddell Sea (Fig. 1). The scatterometer signals behave in the opposite way: backscatter coefficients begin to increase in mid-November and reach their summer maximum at the beginning of February. A remarkable $T_{\mathrm{b}}$ minimum in midDecember is complemented by a local backscatter maximum, a feature that occurred parallel to low air temperatures, as is discussed below.

Figure 3 focuses on the period with ISPOL measurements, showing $T_{\mathrm{b}}$ values derived from swath data plotted at the hour of their acquisition. The $T_{\mathrm{b}}$ minimum in mid-December (Fig. 2) also appears in the swath data. Obviously, the strength of the diurnal $T_{\mathrm{b}}$ cycle is more or less continuously increasing during this month. Immediately after the minimum at 16 December, the diurnal $T_{\mathrm{b}}$ cycle strengthens
significantly, with low $T_{b}$ in the morning and high $\mathrm{T}_{\mathrm{b}}$ in the late evening hours. This evolution is well correlated with the evolution of snow wetness. The mean wetnesses computed from each vertical profile are shown. Wetness oscillates similar to the $T_{\mathrm{b}}$. Additionally, after 16 December, snow wetness increased from about $3 \%$ to $8 \%$ volumetric water content and oscillated with higher amplitude around higher values. Thus, the typical summer drop in $T_{\mathrm{b}}$ is accompanied by increasing diurnal $T_{\mathrm{b}}$ oscillations which are caused by variations in snow wetness.

AWS measurements of $T_{\text {air }}$, daily sums of global radiation, $K^{*}$, and daily sums of longwave downward radiation, $L_{\downarrow}$, are presented in Figure 4. The evolution of $T_{\text {air }}$ shows a minimum of $-4^{\circ} \mathrm{C}$ at 16 December, when the $T_{\mathrm{b}}$ minimum is also observed. The $T_{\text {air }}$ minimum resulted from a highpressure system ( 1010 hPa at 16 December) centered over the southwestern Weddell Sea. This was responsible for prevailing clear skies, and hence high fluxes of $K^{*}$ and low fluxes of $L_{\downarrow}$. The weakening of the high pressure was coupled with an air mass exchange as radiosonde data indicate: wind direction changed from south to north, and warmer air with higher moisture content was advected. Afterwards, snow wetness increased, although the atmospheric energy fluxes did not change significantly. The mean surface heat balance during ISPOL was positive, with a heat gain of just a few $\mathrm{Wm}^{-2}$ for the snow surface. Therefore, snow thickness decreased by not more than $0.2-0.3 \mathrm{~m}$. Sensible and latent heat fluxes were predominantly directed upwards due to cooling of the snow by cold, dry air (Andreas and Ackley, 1982; Nicolaus and others, 2006). The albedo decreased only slightly, from 0.87 to 0.73 , which is not enough to trigger significant snowmelt-albedo feedback processes. We observed increasing snow grain sizes, the formation of ice layers and some superimposed ice while $T_{\mathrm{b}}$ decreased.

As shown in Figure 5, snow temperatures, $T_{s}$, increased during ISPOL in both thick and thin snow. The temperature at the snow-ice boundary was lower under thick snow $\left(-4^{\circ} \mathrm{C}\right)$ than under thin snow $\left(-2.5^{\circ} \mathrm{C}\right)$. The $0^{\circ} \mathrm{C}$ isotherm moved significantly downwards at the beginning of December but did not reach a depth of more than $50 \%$ of the total snow height, even during daytime with maximum surface temperatures ( 1300 hLT ). At 16 December, when $T_{\text {air }}$ was low, the upper snow layers also showed very low temperatures. Snow height decreased more in thin snow over FYI patches.

As discussed with respect to Figure 4, the strength of the diurnal $T_{\mathrm{b}}$ amplitude ( $\mathrm{D} T_{\mathrm{b}} \mathrm{A}$ ) increases during December,


Fig. 4. Time series of air temperature ( $T_{\text {air }}$ ), daily mean $T_{\text {air }}$, daily sum of global radiation $\left(K^{*}\right)$ and daily sum of longwave downward radiation $(L \downarrow)$ as measured by the AWS on the ISPOL floe, December 2004. Measurement gaps are due to rescues of the AWS when the floe broke up.
especially after 16 December, when average snow wetness increased (Fig. 6). Also, XPGR increases at the beginning of December and reaches a higher level of values after 16 December (Fig. 6). The rise of this parameter was found for all the years 1995-2005 on perennial Antarctic sea ice.

## DISCUSSION

Here we have to consider that the ISPOL floe was composed of different ice types, predominantly 2 m thick SYI with patches of $0.9-1.8 \mathrm{~m}$ thick FYI. This means that processes typical for both ice types are superimposed on each other in the mixed pixel that supplied the time series of satellite data for ISPOL. An intensive comparison of field measurements and satellite data from ISPOL reveals that the daily mean $T_{\mathrm{b}}$ is decreasing during December 2004. Superimposed on this, we found a diurnal $T_{\mathrm{b}}$ cycle that is well correlated with variations in internal snow wetness. This is driven by a combination of diurnal $T_{\text {air }}$ variability and shortwave radiation input since we found predominantly low values of snow wetness in the morning and high values in the evening hours (Fig. 3). The observed total decrease of $T_{\mathrm{b}}$ in the Weddell Sea is accompanied by increasing backscatter coefficients over the perennial sea ice during summer. This observation is the opposite of the backscatter behaviour of seasonal Antarctic sea ice used by Drinkwater and Liu (2000) whose melt-onset criterion was a decrease in backscatter. We suspect that this behaviour is due to flooding, when the freeboard of the deteriorating ice becomes negative due to strong bottom melt.

Garrity (1992) found that $T_{\mathrm{b}}$ in the Weddell Sea increases for a snow wetness of $0-1 \%$ and decreases for higher free water content associated with slush. We have measured snow wetness values of $2-4 \%$ at the beginning of December when the daily mean $T_{\mathrm{b}}$ was at its maximum during ISPOL (Fig. 3), and $6-8 \%$ after 16 December. As stated in Ulaby and others (1986), the emission depth for 37 GHz is only on the order of 2 cm (and 8 cm for 19 GHz ) when the top several centimeters reach $2 \%$ or greater liquid-water content. Davis and others (1987) found that emission at 35 GHz reaches its black-body limit with 5-6\% liquid water in the top 3 cm of snow. From this, we see that snow reached a very high emissivity and consequently high $T_{\mathrm{b}}$ when it was wet in the evening ( $8 \%$ after 16 December). Emissivity and $T_{\mathrm{b}}$ decreased again when wetness was low in the early
morning (Fig. 3). Although the accuracy of our snowwetness measurements is only $\pm 1 \%$ at best, a confident diurnal wetness cycle which was most pronounced after 16 December was measured. This cycle causes the decrease of emissivities when the wet snow refreezes. The observed repeated thawing and refreezing ('freeze-thaw-cycles') during December 2004 led to a change of the internal snow structure. We observed increasing grain size (roughly: from $<1 \mathrm{~mm}$ at the beginning to approximately 3 mm at the end of ISPOL) while the daily mean $T_{\mathrm{b}}$ dropped and backscatter increased. Thus, while continuous snow wetting would cause increasing emissivities and decreasing volume scattering, the refreezing of snow during repeated freezethaw cycles has the opposite effect.

The fact that emissivity is close to its black-body limit after 16 December is probably represented in the evolution of XPGR. We derived this parameter in order to see how its evolution correlates with measured snow wetness and swath $T_{\mathrm{b}}$. XPGR exceeds a value of 1 , which means that $T_{\mathrm{b}}(19 \mathrm{H})$ becomes larger than $T_{\mathrm{b}}(37 \mathrm{~V})$. This applies theoretically, when the contribution of lower snow layers to the total signal increases as these layers are more represented in the 19 H channel which has a higher emission depth compared with 37 V . Thus, an increase of XPGR could reflect a downward progression of the $0^{\circ} \mathrm{C}$ isotherm in the snow. This increase stops when the snow becomes opaque for both channels since it reaches its black-body limit. Nevertheless, we assume that the strength of the typical XPGR rise in early summer supplies a significant indicator for melting in the upper snow layer.

The variations of snow wetness were mostly limited to the upper $20-30 \mathrm{~cm}$ of snow. This resulted from the low atmospheric downward energy fluxes. They were never sufficient to heat more than this upper snow layer to the melting temperature of $0^{\circ} \mathrm{C}$ (Nicolaus and others, 2006), as is shown in Figure 5. Rising air temperatures at the beginning of ISPOL (1-3 December; Fig. 4) caused a downward progression of the isothermal melt snow layer and, hence, increasing daily mean $T_{\mathrm{b}}$ (Fig. 3). After that, the air temperature oscillated around the freezing point. This induced freeze-thaw cycles that kept the melt snow-layer depth constant and caused the diurnal $T_{\mathrm{b}}$ amplitude to increase. This evolution is interrupted by cold air temperatures at 15 and 16 December, decreasing the depth of the $0^{\circ} \mathrm{C}$ isotherm (Fig. 5).


Fig. 5. Evolution of snow temperature profiles, $T_{\mathrm{s}}$, at the time of day of maximum surface temperatures ( 1300 h LT ) over FYI (a) and SYI (b) on the ISPOL floe, December 2004.

Colbeck (1974) has categorized the saturation regimes in wet snow as either pendular or funicular, i.e. low or high water saturation, respectively. We assume that the observed wet snow represented the pendular regime, since the amount of water was apparently still too low to percolate downwards and, hence, transport heat to lower snow layers. This would have caused a more rapid downward progression of the $0^{\circ} \mathrm{C}$ isotherm, which was not observed (Fig. 5). As a consequence, superimposed ice formed only rarely, as the snow was not saturated with meltwater. We found diurnal snow processes (Hanesiak and others, 1999) to be of great importance for the seasonal cycles of $T_{\mathrm{b}}$ and radar backscatter in the ISPOL region. Short daily snowmelt events, decreasing emissivity and enhancing volume scattering (snow metamorphism, grain-size growth) are dominant over strong melt, increasing emissivity and decreasing volume scattering (Abdalati and Steffen, 1997; Anderson, 1997). The enhanced contribution of diurnal thaw variations at low atmospheric energy fluxes on the snow cover is the main difference between our study region and Arctic sea-ice regions (Nicolaus and others, 2006), where melting progresses almost continuously and rapidly once started. From these findings, we suggest that the progression and the strength of diurnal freeze-thaw cycles can be monitored by means of $T_{\mathrm{b}}$ swath data. This might lead to approaches for the detection of melt-specific patterns on Antarctic sea ice by means of remote-sensing data.

## CONCLUSIONS

ISPOL offered the unique opportunity to sample ground data during the characteristic summer drop of sea-ice $T_{\mathrm{b}}$, which represents a dominant feature of the seasonal $T_{\mathrm{b}}$ cycle in the western and central Weddell Sea. Passive-microwave data show that the beginning of this $T_{\mathrm{b}}$ decrease is accompanied by an increase in diurnal $T_{\mathrm{b}}$ amplitudes which also causes the high signal oscillations at this time of year. Field data indicate that the diurnal cycle of sea-ice $T_{\mathrm{b}}$ is directly related to the observed freeze-thaw cycles in the snow volume.

We assume that repeated diurnal freeze-thaw cycles are widespread in the Antarctic and dominate the cascade of summer surface processes on sea ice. This is the main way in which surface processes differ from those in Arctic sea-ice regions, where melting progresses rapidly and almost continuously once started. Thus, existing algorithms for the
detection of melt onset (Drinkwater and Liu, 2000; Drobot and Anderson, 2001; Belchansky and others, 2004), that are based on the effect of increasing emissivities after increasing snow wetness, do not provide reasonable results when applied in perennial Antarctic sea-ice regions under the present climate. However, with increased summer air temperatures and different surface energy fluxes in the Antarctic (Nicolaus and others, 2006), the seasonal cycle of $T_{\mathrm{b}}$ could reverse and might make Arctic algorithms applicable.

Satellite monitoring of the strength of the diurnal $T_{\mathrm{b}}$ cycle gives insight into the temporal and spatial variability of freeze-thaw cycles. Therefore, we suggest that future algorithms for the detection of melt-specific patterns on Antarctic sea ice should take these findings into account.
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Fig. 6. Time series of the XPGR parameter $(19 \mathrm{H} / 37 \mathrm{~V}, 3$ day moving average) and the diurnal $T_{\mathrm{b}}$ amplitude from SSM/I swath data ( $\mathrm{D} T_{\mathrm{b}} \mathrm{A}, 3$ day moving average), December 2004.
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