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Zusammenfassung

Permafrostböden bedecken bei weitem das größte Gebiet der arktischen Landoberfläche

und werden von der Klimaerwärmung besonders betroffen sein. Das Auftauen der Dauer-

frostböden wird häufig mit klimatischen Rückkopplungsprozesssen in Verbindung gebracht,

wie dem zusätzlichem Ausstoß von Treibhausgasen und der Veränderung der hydrologischen

Kreisläufe. Diese Mechanismen werden zukünftige klimatische Entwicklungen entscheidend

beeinflussen und die aktuelle Klimaerwärmung weiter verstärken. Für Klimaprognosen ist es

deshalb entscheidend, die momentane und die zukünftige Ausdehnung der Permafrostgebiete

zu erfassen und die klimarelevanten Prozesse zu verstehen. Dazu müssen verlässliche Moni-

toringprogramme und Modelle entwickelt werden, die den Zustand der Permafrostböden

charakterisieren können. Untersuchungen der Energiebilanz der Landoberfläche sind ein

wichtiger Beitrag für die Entwicklung von Klimamodellen. Nur so können die Austausch-

prozesse in der atmosphärischen Grenzschicht verstanden werden, welche in den Klima-

modellen abgebildet werden.

Die vorliegende Arbeit untersucht anhand von einer Reihe intensiver Messkampagnen die

Energiebilanzen der Oberfläche von polygonaler Tundra im Lena-Delta im Nordosten Sibi-

riens. Die Energiebilanz wird von drei wesentlichen Faktoren gesteuert: der Schneedecke,

der Wolkenbedeckung und des Bodenwärmehaushalts. Die Schneedecke und die Wolkenbe-

deckung beeinflussen imWesentlichen die Strahlungsbilanz der Oberfläche. Die Schneedecke

reflektiert im Frühling einen beachtlichen Teil der einfallenden kurzwelligen Strahlung. Das

Gleiche gilt für eine Wolkendecke, die allerdings gleichzeitig die am Boden einfallende lang-

wellige Thermalstrahlung erhöht. Während des polaren Winters hat insbesondere der Bo-

denwärmestrom einen bemerkenswert hohen Anteil an der Strahlungsbilanz. Durch das

Rückfrieren der sommerlichen Auftauschicht wird ein großer Teil der gespeicherten Energie

wieder frei gesetzt. Zusätzlich wird der Bodenwärmestrom von einem sehr hohen Boden-

temperaturgradienten gestützt, hervorgerufen durch die extrem kontinentalen klimatischen
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Bedingungen am Untersuchungsstandort.

In den Sommermonaten nehmen die fühlbaren und latenten Wärmeflüsse den größten Anteil

ein. Mehr als die Hälfte der zur Verfügung stehenden Nettostrahlung geht in den latenten

Wärmestrom. Temperaturunterschiede werden im Wesentlichen durch die stark struktu-

rierte Geländeoberfläche bestimmt. Innerhalb weniger Meter finden Wechsel von trocke-

nen und feuchten Bereichen statt, die Temperaturdifferenzen zwischen 5 und 10 Kelvin

aufweisen können. Diese Unterschiede in der Oberflächentemperatur verschwinden aller-

dings, sobald die Durchschnittstemperaturen über Zeiträume länger als einen Tagesgang

betrachtet werden. Dieses Ergebnis stellt eine wertvolle Erkenntniss für Permafrostmoni-

toring dar, welches auf Fernerkundungsdaten zur Abschätzung der Oberflächentemperatur

zurückgreift. Da in der Tundra im Sommer über längere Mittlungszeiträume nur geringe

Temperaturunterschiede auftreten, sinken die Anforderungen an die räumliche Auflösung

satellitenbasierter Temperaturmessungen. Die Studie unterstreicht daher das Potential von

Fernerkennungsdaten zur Erforschung und Überwachung des Permafrostzustands.
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Abstract

Permafrost soils, which occupy by far the largest fraction of the arctic land area, are ex-

pected to be substantially affected by climate warming. The degradation of permafrost

is potentially associated with climate feedback mechanisms such as greenhouse emissions

and changes in the hydrological cycle, which could magnify future climate warming. The

determination of the recent and future permafrost distribution and its thermal condition

is therefore an essential issue for the prediction of future climate change. This requires

the development of reliable monitoring and modeling schemes, which allow both the future

predictions and the validation of the permafrost conditions.

Studies of the surface energy balance can significantly contribute to the development of

modeling schemes, since they directly measure the processes at the ground-atmosphere in-

terface as they are represented in climate models. This thesis investigates the surface energy

balance in a polygonal tundra landscape of the Lena River Delta, Siberia, in a series of ex-

tensive field measurements. The controlling factors of the surface energy balance are in

particular the snow cover, the presence of a cloud cover and the ground thermal regime.

The first two factors mainly influence the radiation budget by reflecting the largest part of

the incoming short-wave radiation in spring, and by increasing the incoming long-wave ra-

diation, respectively. The ground heat flux is found to be of remarkable importance for the

surface energy balance, especially during the polar winter, when the refreezing active layer

provides a strong supply of energy. In addition, the large annual temperature amplitude

at the study site contributes to the strong ground heat fluxes. Turbulent heat fluxes are of

great importance particularly during summer, when latent heat fluxes consume about half

of the net radiation. However, spatially distributed measurements of the turbulent heat

fluxes suggest distinctly different surface energy balances over scales of ten meters due to

the regular pattern of dry and wet areas of the polygonal tundra. This is also confirmed by

spatially resolved measurements of the surface temperature with a thermal imaging system
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during the summer season. Due to different partitioning of energy at dry and wet surfaces

remarkable temperature differences on the order of 5 to 10 K can occur. These spatial dif-

ferences in the surface temperature are found to vanish in temporal averages longer than the

diurnal cycle. While this suggests that the summer radiation budget of dry and wet areas

is not too different, it also has important implications for permafrost monitoring schemes

based on remotely sensed land surface temperatures. The diminished surface tempera-

ture variability for temporal averages reduces the requirements on the spatial resolution of

satellite-based surface temperature products. The study is a clear indication of the potential

of satellite-based monitoring of permafrost landscapes.

viii



Contents

Zusammenfassung v

Abstract vii

1 Background and Outline 1

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 State of the art and scientific goals . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Permafrost monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.2 Permafrost modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Study site . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3.1 The polygonal tundra . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3.2 Climate and weather conditions . . . . . . . . . . . . . . . . . . . . . 8

1.4 Applied methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.4.1 Thermal imaging system and the radiation balance . . . . . . . . . . 10

1.4.2 Turbulent heat fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.4.3 Soil heat fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.5 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.5.1 The surface temperature variability . . . . . . . . . . . . . . . . . . . 18

1.5.2 The surface energy balance during spring, summer and fall . . . . . 19

1.5.3 The winter surface energy balance . . . . . . . . . . . . . . . . . . . 20

1.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.6.1 Permafrost monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.6.2 Permafrost modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.7 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.8 Overview of publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

ix



1.8.1 Spatial and temporal variations of summer surface temperatures of

wet polygonal tundra in Siberia - implications for MODIS LST based

permafrost monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.8.2 Permafrost and surface energy balance of a polygonal tundra site in

northern Siberia - Part I: Spring to fall . . . . . . . . . . . . . . . . 25

1.8.3 Permafrost and surface energy balance of a polygonal tundra site in

northern Siberia - Part II: Winter . . . . . . . . . . . . . . . . . . . 26

1.8.4 Further publications . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2 Paper I 27

2.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.3 Site characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.4.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.4.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.4.3 Land surface emissivity determination . . . . . . . . . . . . . . . . . 35

2.4.4 Offset correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.4.5 Geometrical correction . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.4.6 Satellite dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.5.1 General synoptic conditions . . . . . . . . . . . . . . . . . . . . . . . 37

2.5.2 Short term spatial variability . . . . . . . . . . . . . . . . . . . . . . 40

2.5.3 Long term spatial variability . . . . . . . . . . . . . . . . . . . . . . 41

2.5.4 MODIS surface temperature observations . . . . . . . . . . . . . . . 45

2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.7 Summary and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.8 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3 Paper II 51

3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.3 Study site . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

x



3.4.1 The Radiation balance . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.4.2 Turbulent heat fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.4.3 Ground heat flux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.4.4 Ancillary measurements . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.5.1 Seasonal energy balance characteristics . . . . . . . . . . . . . . . . . 60

3.5.2 Spatial energy balance variability . . . . . . . . . . . . . . . . . . . . 66

3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.6.1 Data quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.6.2 Controlling factors in the energy balance . . . . . . . . . . . . . . . . 68

3.6.3 Spatial differences of the surface energy balance . . . . . . . . . . . . 71

3.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.8 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.8.1 The calorimetric method . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.8.2 The conductive method . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.8.3 Modeling of latent heat fluxes . . . . . . . . . . . . . . . . . . . . . . 76

3.9 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4 Paper III 79

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.2 Study site . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.3.1 Radiation balance and turbulent heat fluxes . . . . . . . . . . . . . . 82

4.3.2 Subsurface heat fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.3.3 Snow cover measurements . . . . . . . . . . . . . . . . . . . . . . . . 85

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.4.1 Early winter (October 1 – November 30) . . . . . . . . . . . . . . . . 86

4.4.2 Polar winter (December 01 - January 30) . . . . . . . . . . . . . . . 90

4.4.3 Late winter (February 01 - March 30) . . . . . . . . . . . . . . . . . 92

4.4.4 Controlling factors of surface temperature . . . . . . . . . . . . . . . 93

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.5.1 The winter time energy balance characteristics . . . . . . . . . . . . 94

4.5.2 Implications for large–scale modeling . . . . . . . . . . . . . . . . . . 96

xi



4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

xii



List of Tables

3.1 Soil and snow parameters for ground heat flux calculations . . . . . . . . . 58

3.2 Heat fluxes and climate parameters . . . . . . . . . . . . . . . . . . . . . . . 61

4.1 Soil and snow parameters for ground heat flux calculations . . . . . . . . . 85

4.2 Heat fluxes and climate parameters . . . . . . . . . . . . . . . . . . . . . . . 87

xiii



xiv



List of Figures

1.1 Permafrost distribution in the Arctic . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Impact of climate change on the Arctic . . . . . . . . . . . . . . . . . . . . . 2

1.3 Polygonal tundra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 Climate diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5 Measurement plot on Samoylov Island . . . . . . . . . . . . . . . . . . . . . 11

1.6 Climate station . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.7 Lake station . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.8 Eddy covariance system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.9 Radiation measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.10 Thermal camera . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.11 Transect station . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.12 Fieldwork . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.13 Surface energy balance during summer and winter . . . . . . . . . . . . . . 20

2.1 Location of study site . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.2 Field of view IR camera . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3 Work flow of IR camera data processing . . . . . . . . . . . . . . . . . . . . 32

2.4 Climate parameters in summer 2008 . . . . . . . . . . . . . . . . . . . . . . 38

2.5 Spatial surface temperature differences (day & night) . . . . . . . . . . . . . 39

2.6 Surface temperature differences versus net radiation . . . . . . . . . . . . . 41

2.7 Reduction of surface temperature differences . . . . . . . . . . . . . . . . . 42

2.8 Surface temperature differences (weekly averages) . . . . . . . . . . . . . . . 43

2.9 Comparing IR camera and MODIS LST . . . . . . . . . . . . . . . . . . . . 46

3.1 Study site and measurement plot . . . . . . . . . . . . . . . . . . . . . . . . 54

3.2 Spring time energy balance . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

xv



3.3 Internal energy of the ground . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.4 Summertime energy balance . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.5 The energy balance from spring to fall . . . . . . . . . . . . . . . . . . . . . 67

3.6 Spatial differences in net radiation . . . . . . . . . . . . . . . . . . . . . . . 68

3.7 Spatial differences turbulent heat fluxes . . . . . . . . . . . . . . . . . . . . 69

3.8 The energy balance ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.1 Location of study site in the Lena Delta . . . . . . . . . . . . . . . . . . . . 81

4.2 Parameterization of soil water content . . . . . . . . . . . . . . . . . . . . . 84

4.3 Snow cover and temperature evolution at the tundra and the pond site . . . 88

4.4 The winter time energy balance . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.5 Polar winter energy balance . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.6 Late winter energy balance . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.7 Surface temperature versus incoming long-wave radiation . . . . . . . . . . 95

xvi



Chapter 1

Background and Outline of the Thesis

1.1 Introduction

Permafrost is defined as soil or rock that feature temperatures continuously below the
freezing point for at least two consecutive years (Harris et al. 1988). Thus, permafrost
is associated with specific climate conditions typically occurring in the Arctic or in high
mountain regions. About 25% of the landmass of northern Hemisphere is occupied by per-
mafrost, most of which is located in Siberia and on the North-American continent (Canada,
Alaska) (Brown et al. 1997, Zhang et al. 2008). A commonly used classification of per-
mafrost distinguishes four zones based on the fraction of the surface that is underlain by
permafrost (Fig. 1.1). The largest part of the permafrost area is in the zone of continuous
permafrost, where at least to 90% of the area is underlain by permanently frozen ground.
The zones of discontinuous (50 to 90% fraction of permafrost area), sporadic (10 to 50%
fraction of permafrost area) and isolated (occasional patches) permafrost correspond to the
gradual transition from a periglacial to a non-periglacial landscape. The current permafrost
distribution results from both current and past climate conditions. The geological past of
some existing permafrost structures reaches back into the Pleistocene, about 1.5 million
years ago (Velichko and Nechayev 1984, Astakhov et al. 1996). Such ancient permafrost is
typically found in the zone of continuous permafrost and can reach depths of up to 1.5 km
(French 2007). However, most permafrost occurrences feature depths of less than 400 m
(French 2007). Due to the thermal inertia of the ground, which can be significantly am-
plified by an isolating organic soil layer or a vegetation cover, permafrost is often found to
be in disequilibrium with recent climate conditions (Yershov and Williams 2004). This is
especially true during periods of fast climatic changes (Fig. 1.2).
There is convincing evidence from both observations and modeling that the Arctic has

experienced a significant warming in the last decades (e.g. Overpeck et al. 1997, Comiso
2003, Hinzman et al. 2005, Tape et al. 2006, Turner et al. 2007, Overland et al. 2008),
which can be attributed to sustained changes in the global atmospheric circulation pattern
affecting the arctic climate system (Thompson and Wallace 1998, Fyfe et al. 1999, Moritz
et al. 2002). This warming trend is also reflected in the thermal conditions of the per-
mafrost. Over the past decades, a warming of permafrost temperatures has been reported

1



2 CHAPTER 1. BACKGROUND AND OUTLINE

Figure 1.1: The permafrost distribution in the Arctic classified according to its spatial
occurrence (UNEP/GRID-Arendal 2005b).

Figure 1.2: The impact of climate change on the Arctic. The map shows the projected
near surface air temperature according to the Arctic Climate Impact Assessment (ACIA)
(UNEP/GRID-Arendal 2005a).
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in the entire Arctic (Osterkamp 2005, Brown and Romanovsky 2008). The magnitude of
the warming strongly varies according to the local conditions, but is generally in the range
of 0.5 to 2.0 ◦C a−1 at the depth of zero annual amplitude. The most pronounced effect
on permafrost is observed during spring and the long-lasting arctic winter season, which is
mainly related to changes in precipitation (snow fall) and cloud cover (Serreze et al. 2000,
Hinzman et al. 2005; 2006). The warming trend is predicted to continue and even accelerate
in the future by General Circulation Models (GCM’s). The warming rate in the Arctic is
expected to be by a factor of two to three larger than the global average, with a projected
increase of the average near-surface air temperature of about 10 ◦C within the next 100
years. This accelerated warming is related to strong positive climate feedback mechanisms,
induced by the shrinking sea-ice cover and increased wintertime cloudiness (e.g. Holland
and Bitz 2003, Kaplan et al. 2003, Vavrus 2004).
Permafrost has received much attention as a potential source of a positive feedback mecha-
nism on the climate, as large amounts of carbon are stored in permafrost soils (Christensen
and Cox 1995, Callaghan et al. 2004). Until now, it is unclear whether permafrost regions
will turn into massive sources of greenhouse gases, such as methane and carbon dioxide,
when the frozen soils begin to thaw (Hobbie et al. 2000, Davidson and Janssens 2006). The
transformation of permafrost soils from net carbon sinks to sources depends on the amount
of carbon that is made available for microbial decomposition. Zimov et al. (2006) estimated
that about 970 Gt of carbon are stored in permafrost soils, mostly in wet tundra landscapes
of Siberia, northern Canada and Alaska, which is about twice the amount of carbon cur-
rently contained in the atmosphere (Schuur et al. 2008). To realistically assess the emission
potential of greenhouse gases of these regions, it is crucial to know how the thermal state
of the permafrost will change under a warming climate. In particular, this concerns the
evolution of the annual thaw depth and the active layer thickness, as they determine the
timespan, during which the uppermost soil layers remain unfrozen. Moreover, increasing
active layer depths are considered to lower the stability of permafrost soils towards erosion,
which in turn could lead to the expansion of thaw lakes and ponds (Hinkel et al. 2003). The
expansion of lakes is associated with the reallocation of organic soil material into the water
body, where the conditions are favorable for anaerobic decomposition. Walter et al. (2006)
demonstrated that permafrost degradation and thaw (thermokarst)-lake expansion has an
effect on the atmospheric methane budget. These processes do not require permafrost to
vanish completely, but only a change in the annual freeze and thaw dynamics and thus of
the heat budget of the uppermost soil layers. These can react on short timescales to external
forcing, such as rising air temperatures, compared to the entire permafrost body. Further
climate feedback mechanisms associated with permafrost degradation might be induced by
changes in the vegetation cover, such as shrub expansion and the northward shift of the tree
line (McGuire et al. 2006). Such prominent changes of the surface characteristics might in
turn affect important parameters in the land-atmosphere interactions, such as the surface
albedo, the snow cover, the thermal soil characteristics and the hydrological cycle. For
many of these factors, it is yet unclear whether they will enhance or attenuate the recent
warming trend in the Arctic.
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It is highly desirable to gain a better understanding of permafrost processes and possible
feedback mechanisms on the climate system, which could eventually facilitate to develop
reliable permafrost monitoring and modeling schemes. Furthermore, it should be carefully
evaluated whether the representation of permafrost processes in current climate models re-
quires enhancement in order to improve predictions on the future climatic changes in the
Arctic.

1.2 State of the art and scientific goals

The studies presented in this thesis contribute to (i) satellite-based Land Surface Tempera-
ture (LST) detection and (ii) the understanding of the processes of surface energy exchange
in typical permafrost landscapes in northern Siberia. Both topics are motivated by the
requirement of future permafrost monitoring and modeling schemes.

1.2.1 Permafrost monitoring

To evaluate the impact of climate change on permafrost landscapes, one must (i) determine
permafrost areas that are vulnerable to climate change and (ii) evaluate the magnitude of
the changes, such as the increase of active layer depths.
These key issues are addressed in the international monitoring projects ‘Thermal State of
Permafrost’ (TSP) and the ‘Circumpolar Active Layer Monitoring’ (CALM) program, which
have been initiated by the International Permafrost Association (IPA). Despite the fact that
these programs comprise more than 120 sites for active layer observations and about 800
boreholes for temperature measurements, the largest part of the arctic permafrost areas is
not covered, as it is considered to be inaccessible under reasonable effort.
Satellite-based monitoring of permafrost offers a cost-efficient alternative to cover the vast
and remote arctic landscapes. However, since permafrost is a subsurface phenomenon, it is
not directly detectable with remote sensing applications. Therefore, two different concepts
are followed in satellite-based permafrost monitoring schemes. The first concept is based on
the detection of changes of landscape elements, such as the vegetation cover or landscape
structures (e.g. thaw lakes) that are associated with the occurrence of certain permafrost
conditions (e.g. Leverington and Duguay 1998, Stow et al. 2004, Grosse et al. 2005, Duguay
et al. 2005). A more direct scheme uses time series of satellite-derived Land Surface Tem-
perature (LST) measurements in combination with a soil heat transfer model to calculate
the evolution of subsurface temperatures. First applications of LST-based permafrost de-
tection have been demonstrated by Hachem et al. (2008) and Marchenko et al. (2009), who
use a surface temperature product provided by the Moderate Resolution Imaging Spectro-
radiometer (MODIS).
There are a number of satellite LST products available (e.g. ASTER, Landsat, MODIS,
AVHRR, MVIRI, ATSR), which all have specific limitations concerning the spatial and tem-
poral resolution. The resolution in space and time is a crucial factor for the suitability of a
product for LST-based permafrost monitoring schemes, since the scales must be sufficiently
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captured, at which variations of the surface temperature occur that are relevant for per-
mafrost. Spatial differences of the surface temperature become relevant for the permafrost
heat budget when they persist over a longer period, which then might cause differences in
thaw depth and permafrost temperatures. This in turn could be an important indicator of
relevant processes such as initial thermokarst erosion, which is often triggered by spatial
heterogeneities (French 2007). The temporal resolution of satellite measurements could be
even more critical, since adequate time series of surface temperatures are required as upper
boundary condition in the heat transfer models. The required resolution essentially depends
on the investigated process. The correct representation of the active layer dynamics, for ex-
ample, requires a temporal resolution of several days or less, since temperature fluctuations
on shorter time scales are largely damped in the soil after a few centimeters. With regard to
satellite-based permafrost monitoring schemes, it should be checked whether satellite-based
LST measurements can deliver adequate spatial and temporal averages, which is especially
important in heterogeneous landscapes, such as the wet polygonal tundra. For this purpose,
the following goals are set:

• The evaluation of the spatial and temporal variability of the summer surface temper-
atures of a typical wet tundra landscape by using a high resolution thermal imaging
system. This involves the development of a retrieval algorithm for radiometric and
geometric corrections, to infer the “true” skin surface temperature from these mea-
surements.

• The assessment of the performance of the MODIS L2 LST product at the study site
in comparison with upscaled measurements of the thermal imaging system. With
this, the possibilities and limitations of MODIS LST for permafrost monitoring in the
heterogeneous landscapes of the wet polygonal tundra can be clarified.

1.2.2 Permafrost modeling

Due to the potential climatic feedback mechanisms triggered by permafrost degradation
(such as the release of stored organic carbon or the change of vegetation cover), efforts have
been initiated to include permafrost and the annual dynamics of freezing and thawing into
global climate models (e.g. Stendel and Christensen 2002, Lawrence and Slater 2005, Nicol-
sky et al. 2007, Lawrence et al. 2008). The interactions of land and atmosphere in GCM’s
are based on the surface energy balance equation, which is solved using parameterizations
for typical parameters, such as the albedo, the surface roughness (roughness length), the
surface resistance to evapotranspiration and the soil heat conductivity, just to mention a
few. The ground heat flux determining the permafrost heat budget depends on the calcu-
lated energy partitioning at the surface and hence on the used parameterizations. However,
in reality, the surface-atmosphere interactions are very complex and the thermal state of
permafrost essentially depends on local soil and surface characteristics. It is therefore ques-
tionable, whether large-scale parameterizations as they are used in global climate models
are applicable in heterogeneous landscapes, such as the polygonal tundra. To answer this
question it is necessary to determine the crucial factors governing the permafrost processes
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which must be accounted for in model schemes. This can only be evaluated by field exper-
iments directly measuring the surface energy balance under different synoptic and seasonal
conditions. Studies of the surface energy balance constitute an important tool to assign
and assess the controlling factors of the land-atmosphere interactions, which can be used
to develop and improve model schemes. Such studies are especially required in the Arctic,
where meteorological measurements and detailed studies of the surface energy balance are
very rare. The present study aims to achieve:

• A comprehensive compilation of the surface energy balance at a typical wet tundra
landscape covering the entire annual cycle.

• The identification of spatial and temporal variabilities of the surface energy budget
in order to obtain information about the controlling factors of the energy exchange
processes, especially for the permafrost heat budget.

• The assignment of processes and factors, which must be represented in large-scale
permafrost model schemes.

Furthermore, the performed energy balance study aims to evaluate the role of the ground
heat flux for processes of the boundary layer of the lower atmosphere. It is known from
several studies that the ground heat flux can have a distinct impact on the atmospheric con-
ditions, such as the near-surface air temperatures and the evolution of stable atmospheric
stratifications. It has been demonstrated by Viterbo et al. (1999) that stable atmospheric
conditions, which are related to extreme surface cooling, are largely prevented by the release
of latent heat from freezing soils. The implementation of soil freezing essentially improves
the performance of weather forecast models, which otherwise deliver unrealistically stable
atmospheric conditions during winter. Similar effects are reported for climate models (Cox
et al. 1999). However, the parametrization of the soil characteristics in climate models is
optimized for the mid-latitudes and is therefore not necessarily applicable in permafrost
regions. Hence, the study of the surface energy balance aims to achieve a better under-
standing of (i) how the thermal state of permafrost is determined by processes above the
surface and (ii) how these processes are in turn affected by the thermal conditions of the
soil.

1.3 Study site

This study is performed in northeast Siberia on Samoylov Island situated in the southern
part of the Lena River Delta (72◦ 22’ N; 126◦ 30’ E). The Lena River Delta is the largest
delta in the Arctic. It covers an area of about 32, 000 km2 and stretches about 230 km
in east-west and about 150 km in north-south direction. With a catchment area of about
2, 490, 000 km2, the Lena River constitutes the main drainage channel of Siberia with a total
annual discharge of about 520 km3 (Rachold et al. 2007). The highest stream flow through
the braided network of the Delta channels is measured in June, when approximately 35% of
the annual discharge is released (Yang et al. 2002). The timing of this event is closely related
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to the ice run and snow melt in the Delta. According to its geological and geomorphological
structure, the Lena River Delta can be divided into three main terraces. The first and
the second terrace are mainly characterized by wet tundra featuring the typical polygonal
surface structures. Whereas the third terrace consists of the so-called ice complex, which
is a massive ground ice body overlain by a shallow organic soil layer. The first Holocene
terrace and a recent floodplain basically occupy the eastern part of the River Delta. The
western part of the Lena Delta has been inactive recently and consists of deposits of at
least Pleistocene age, which constitute the second and third terrace (Schwamborn et al.
2002). Samoylov Island is located at the fork of the two main channels of the Lena River
(Bykovskaya & Trofirmovskaya) close to the Kharaulakh Ridge, the prolongation of the
Verkhoyansk Range. The island has a surface of about 4.5 km2, of which the eastern part
belongs to the first terrace and is about 10 m elevated above the water level. The western
part of the island is a recent floodplain regularly flooded in June.
On Samoylov Island, a periodically manned Russian-German research station has been
operated since 1998. Continuous climatological measurements have been carried out since
then. The station belongs to the Lena Delta Reserve that comprises about 61, 000 km2,
including the New Siberian Islands and thus being the largest nature reserve of Russia.

1.3.1 The polygonal tundra

The polygonal tundra is certainly one of the most eye-catching types of landscape in per-
mafrost regions. It constitutes a comb-like surface with regular polygonal structures that
feature elevated rims and lowered centers (Fig. 1.3). At occasional locations, the low-center
structure is inverted, so that the center is elevated compared to the rims (high center
polygon). The diameter of a polygon is typically 15 to 40 m and the elevation difference
between center and rim ranges from 0.1 to 0.5 m. According to the most common expla-
nation, these structures originate from thermal contraction cracking during the winter and
ice-wedge growth due to subsequent water and sediment infiltration into the crack (Lachen-
bruch 1962; 1966). Recent studies suggest that soil cracking typically occurs when the
soil temperature approaches about −15 ◦C or below (Allard and Kasper 1998, Fortier and
Allard 2005). However, the mean soil temperature is less important for the formation of
frost-cracks and hence the polygonal tundra, than is the magnitude and the duration of
the soil cooling rate. Mackay (1993) showed that ice-wedge cracking favorably occurs when
soil cooling rates larger than 1.8 ◦Cd−1 persist for more than 4 days. Such temperature
evolutions are often reached under arctic-continental climate conditions. However, a direct
correlation between the occurrence of polygonal tundra and climate conditions is difficult
since the frost-cracking depends on a wide range of factors, e.g. the local soil conditions
(French 2007).
The micro-relief of the polygonal tundra is associated with a strong heterogeneity in surface
wetness and vegetation cover, which is facilitated by shallow active layer depths and a high
soil water content (French 2007, Minke et al. 2009). The water level relative to the surface
essentially depends on the dynamics of the active layer and the rates of precipitation. Obser-
vations at the study site have shown that the water level during the summer period is always
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Figure 1.3: Typical surface structure of the polygonal tundra landscape.

close to the surface of the polygonal centers, which are consequently saturated with water
(Kutzbach et al. 2004). The elevated rims are significantly drier, which is also reflected in
the vegetation cover. The lowered centers are dominated by hydrophytic peat mosses and
sedges, while the elevated rims are mainly occupied by mesophytic sedges, mosses and dwarf
shrubs (Kutzbach et al. 2004). Moreover, the polygonal tundra is typically characterized
by frequent open water areas, ranging from small ponds to large thermokarst lakes. The
water bodies at the study site range from a few to several hundred square meters in size
with depths between 0.5 and 5 m.
The soils at the study site are water-saturated, featuring a high organic content with a con-
siderable fraction of silt and fine sand. The soils can be roughly classified as gelic gleysols
at the rims and gelic histosols at the centers (Mueller 2007). Due to ice-wedge growth, the
soils at the rims are significantly affected by cryoturbation, whereas the peat soils at the
centers are only marginally disturbed (Kutzbach et al. 2004). The maximum thaw depth
ranges from 0.4 to 0.6 m and is found to be almost similar at the rims and the centers.

1.3.2 Climate and weather conditions

The climate at the study site is characterized by arctic-continental conditions featuring a
strong seasonality in temperature and generally low precipitation rates (Fig. 1.4). At the
Stolb-Station close to the study site, where routine measurements of meteorological vari-
ables are conducted, the mean annual air temperature (MAAT) is about −13 ◦C and the
annual precipitation is between 200 and 300 mm (Fig. 1.4). The snow-free season lasts from
June until August and the frost free period is limited to about 70 days (Laing et al. 1999).
During the summer months, the air temperature frequently exceeds 20 ◦C, especially dur-
ing the polar day period, which lasts from the beginning of June until mid of August. The
synoptic conditions during the summer are characterized by frequent high pressure condi-
tions, which can be disturbed by the influx of cyclones that predominately originate in the



1.4. APPLIED METHODS 9

0

20

40

60

mm

-40

-30

-20

-10

0

10

20

J an Feb Mar Apr May J un J ul Aug Sep Oct Nov Dec

Stolb Island
72°41'N 126 5'E, Altitude:26m

°C
-30

-25

-20

-15

-10

-5

0

-40 -30 -20 -10 0 10 20 30

d
e

p
th

 [
m

]

minimum temperature
maximum temperature

active layer

zero annual amplitude

m
e
a

n
 a

n
n
u

a
l 
a

ir
 t
e

m
p
e

ra
tu

re

Figure 1.4: Left: Climate diagram of Stolb station (1996-2006) in the vicinity of the study
site. Right: Annual minimum and maximum permafrost temperatures measured in a 26 m
borehole at the study site; active layer depth and depth of zero annual amplitude are marked.

west (Zhang et al. 2004). The cyclone activity is associated with a dense cloud cover and
rain. Air mass thunderstorms are observed occasionally, which can be locally very heavy
featuring high wind speeds and strong rain events.
The climate conditions during winter are mainly characterized by the polar night (beginning
of December until end of January) and the presence of the Siberian High, which cause the
air temperature to fall frequently below −45 ◦C. The influence of the Siberian High affects
the monthly precipitation (snow fall) rates, which are significantly reduced compared to
the summer period (Fig. 1.4). However, cyclones also frequently occur during the winter
period, but feature a high intensity and short life times (Zhang et al. 2004). The cyclone
activity is usually associated with strong snow storms. About half of the entire annual pre-
cipitation (≈ 100 mm ) occurs as snow fall from October to May (Fig. 1.4). The very low
winter time temperatures are also reflected in the ground, which is characterized by very
low annual average temperature of about −9.5 ◦C. The high annual temperature amplitude
of the continental climate is also reflected in the annual soil temperature variations, which
are observed at depths of about 16 m (Fig. 1.4).

1.4 Applied methods

The energy partitioning at the ground-atmosphere interface is the main driving force in
the global climate system. The amount of energy that is delivered to or from the ground
surface is largely determined by the earth radiation budget, which consists of a short- and
a long-wave part. While the short-wave part originates from direct solar and diffuse sky
radiation, the long-wave part is thermal radiation originating from the ground surface or the
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atmosphere, respectively. In this thesis, all incoming radiation components, that transport
energy towards the ground surface, are defined positive. The net radiation Qnet, which
is the sum of incoming and outgoing short-and long-wave radiation, is balanced by energy
fluxes in the ground and in the atmosphere. In the atmosphere, turbulent transfer of energy
gives rise to the sensible heat flux QH and the latent heat flux QE . In contrast, the ground
heat flux QG is mainly determined by conductive heat transfer. A more detailed description
of all components of the energy balance is given in Chapter 3. The surface energy balance
equation is therefore written as

Qnet = QH +QE +QG. (1.1)

During the snow melt season, the surface energy balance equation must be complemented
by an additional term, that represents the energy consumed by the melting snow.
In this thesis, the results of several months of intensive field work on Samoylov Island are
presented. The measurements were conducted within four expeditions in early spring 2008
and 2009 and in summer and fall 2007 and 2008. The following sections give a brief overview
of the applied measurements that are used to derive the surface energy balance and related
climate parameters. The measurement plot on Samoylov Island and the locations of the
instrumentation are depicted in Fig. 1.5. A detailed overview of the station equipment and
the employed sensors is given in Figs. 1.6 to 1.11. Ancillary field measurements are listed
in Fig 1.12.

1.4.1 Thermal imaging system and the radiation balance

During the summer field campaign in 2008, a high resolution thermal camera is used for
the detection of surface temperature variabilities at the polygonal tundra (Fig. 1.10). The
imaging system is mounted on a 11 m tower and features a 12 mm wide-angle lens. The
field of view of the measurement system comprises a 100 m2 tundra section, featuring wet
and dry surfaces elements, as well as a polygonal pond. The VARIOCAM thermal imag-
ing system consists of an uncooled microbolometer detector with a resolution of 384 x 288
pixels. The spectral sensitivity ranges from 7.5 to 14 µm. The thermal camera delivers
brightness temperatures of the tundra surface, measured under an off-nadir angle of 55◦.
With the measurement rate set to 10 min, a data set of more than 7000 thermograms could
be generated during the observation period from the end of July until the end of Septem-
ber. In order to obtain spatially distributed measurements of the surface temperature, the
entire dataset must be processed with a geometric and radiometric correction algorithm. A
detailed description of the used procedure is given in the concerning article (Chapter 2).
The radiometric corrections require measurements of the downwelling thermal sky radia-
tion, which is measured by a four component radiation sensor in the vicinity of the thermal
camera (Fig. 1.9).
Further radiation measurements are conducted in the context of the surface energy bal-

ance study. Besides the already mentioned four component sensor, additional net radiation
sensors are applied. The net radiation sensors are located at the standard climate tower
(Fig. 1.6) and at the Lake Station (Fig. 1.7). At the standard climate tower, the outgoing
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Figure 1.5: The study site and locations of the used measurement systems. The realized
field experiments are based on 8 measurement location distributed along a east-west transect
across Samoylov Island.



12 CHAPTER 1. BACKGROUND AND OUTLINE

Instrument Manufacturer Measured parameter Quantity

MP100 Rotronic air temperature and humidity 2

Nrlite Kipp&Zonen net radiation 1

CG1 Kipp&Zonen outgoing longwave radiation 1

05103-5 RM Young wind speed and direction 1

ARG 100 RM Young precipitation 1

SR50 Campbell Scientific snowheight 1

CC640 Campbell Scientific surface image 1

107-L Campbell Scientific soil temperature in profiles 32

CS610-L Campbell Scientific soil moisture in profiles 20

XR-420 RBR soil temperature profile (27 m) 1

Climate station

(Station I)

Figure 1.6: The climate station and the employed sensors. The system is operational since
1998 and delivers continuous meteorological and soil physical measurements.

Lake station

(Station II)
Instrument Manufacturer Measured parameter Quantity

Nrlite Kipp&Zonen net radiation 2

SR50 Campbell Scientific water depth 1

PT100 Campbell Scientific air/soil/water temperature in profiles 16

CS616 Campbell Scientific soil moisture in profiles 5

Figure 1.7: Technical details of the lake station, the system was in installed in summer 2006.
The small lake features a diameter of about 20 m and is about 0.8 m deep.
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Eddy covariance Station

(Station III)

CSAT-3 Campbell Scientific wind speed, sonic temperature

LI-7500 LI-COR concentration of H2O/CO2

Instrument Manufacturer Measured parameter

Figure 1.8: The applied eddy covariance station at the field site on Samoylov Island. The
system was installed in Spring 2007. A second eddy station featuring a similar setup was
applied as mobile station in summer 2008.

Radiation balance tram system

(Station IV)
Instrument Manufacturer Measured parameter

NR01 Kipp&Zonen 4-component radiation

RPT410 Druck Limited pressure

MP100 Rotronic air temperature and humidity

SP1110 Skye Instruments global radiation

Figure 1.9: The radiation balance is measured by a four component sensor. The four
component sensor was operated during summer 2007 and from spring 2008 until winter 2009.
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Thermal camera

(Station V)
Instrument Manufacturer Measured parameter

VARIOCAM HR Infratec spatially resolved surface temperature

Figure 1.10: The thermal imaging system mounted on the 11 m tower at the field site on
Samoylov Island. The thermal imaging system was applied during the summer expedition in
2008.

long-wave radiation is continuously measured using a single-component long-wave radia-
tion sensor (CG1, Kipp & Zonen, Netherlands). In order to obtain spatially distributed
measurements of the outgoing long-wave radiation, six infrared surface temperature sensors
(IRTS-P, Apogee Instruments, USA) are placed along the Transect Stations (Fig. 1.11).

1.4.2 Turbulent heat fluxes

Turbulent fluxes of sensible and latent heat are measured using an eddy covariance system
(Fig. 1.8). The method is based on high-frequency measurements of wind speed, air tem-
perature and specific humidity. Due to the high-frequency measurements, it is possible to
correlate up- and downwind fluctuations to fluctuations of air temperature and humidity.
As sensible and latent heat fluxes are facilitated by up- and downward moving air parcels
of different size and different temperature and moisture content, the sensible and latent
heat fluxes can be calculated from the covariances between the fluctuations of the vertical
wind speed and the air temperature, and the vertical wind speed and the specific humidity,
respectively.
The employed eddy covariance system consists of a Campbell C-SAT 3D sonic anemometer
and a LiCOR LI-7500 CO2 and H2O open-path gas analyzer unit. The sensors are mounted
on a 2.4 m mast. The data are sampled at a rate of 20 Hz using a Campbell CR3000 data
logger. The gas analyzer is only operational during field campaigns due to the required
system maintenance and the high power demand, which could not be guaranteed during
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Transect station

(Station VI-VII)
Instrument Manufacturer Measured parameter Quantity

CS616 Campbell Scientific soil moisture in profiles 5

Thermocouple Omega soil and snow temperature in profiles 20

IRTS-P Apogee surface temperature 2

CSAT-3 (temporarily) Campbell Scientific wind speed, sonic temperature 1

LI-7500 (temporarily) LI-COR concentration of H2O/CO2 1

Figure 1.11: Three transect stations were installed in summer 2008. The stations provide
continuous measurements of soil temperature, soil moisture and surface temperature at the
polygonal rim and the center. Moreover, the stations were temporarily used for the mobile
eddy covariance measurements.
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Snow Soil

snow water equivalent soil composition

snow density soil density

heat capacity heat capacity

heat conductivity heat conductivity

thermal diffusivity thermal diffusivity

depth in transects thaw depth

distribution soil moisture

organic content

Mapping Instrument

Aerial Imaging Nikon D200 (VIS/NIR)

Albedo SP1110, Skye Instruments

Surface moisture

Surface topography

Vegetation

Figure 1.12: Ancillary field measurements are conducted during the campaigns in 2007 and
2008.
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the harsh winter period. During the field campaign in summer 2008, a second eddy co-
variance system of similar design was applied as a mobile station to obtain measurements
about the spatial variability of the turbulent heat fluxes (Fig. 1.11). The data processing
is carried out with the standardized ‘QA/QC’ software package ‘TK2’, which contains all
state-of-the-art corrections and quality tests (Mauder and Foken 2004, Mauder et al. 2007).
A detailed description of the data analysis is given in Chapter 3.

1.4.3 Soil heat fluxes

For the calculation of the soil heat heat flux, two different methods are applied. The first
method is based on soil temperature and moisture measurements and calculates the average
ground heat flux from changes in the sensible and latent heat content of the soil column. This
so-called calorimetric method requires measurements to a depth, where the temperature
do not change in the considered time interval. For this purpose, soil temperatures are
measured with a thermistor chain in a borehole down to a depth of 26 m (Fig. 1.6). The
temperature and liquid water content changes in the active layer zone are measured in a
0.4 m profile using 5 thermistors and 5 Time-Domain-Reflectometry (TDR) soil moisture
probes (Fig. 1.6). The liquid soil water content is inferred from the TDR measurements
similar to Boike and Roth (1998) and the soil heat capacity, which is required to calculate the
sensible heat content of the soil column, is evaluated from soil component analyses (Boike
et al. 1998). The calorimetric approach has the advantage that it accounts for the latent
heat of freezing, which makes it applicable during the entire annual cycle. The accuracy of
this method is limited by the spatial resolution of the temperature and soil moisture profiles
and the accuracy of the used sensors. The best results are obtained for large changes in
temperature and water content, which makes the calorimetric method most suitable for
long-term averages. Details on the method are provided in Chapter 3.
The second method uses shallow temperature profiles close to the surface to evaluate the
ground heat flux by solving the equation of one-dimensional heat conduction. The ground
heat fluxes determined by this method are mainly based on the near-surface temperature
profiles at the Transect stations (Fig. 1.11), which consists of thermocouples. The very small
sensors (5 mm) facilitate the placement in thin soil horizons, since the method requires at
least three temperature sensors placed in a homogeneous soil layer. The temperature records
obtained by the first and the last sensor are used as upper and lower boundary condition
for the solution of the differential equation, whereas the middle sensor is used to evaluate
the thermal diffusivity. A detailed description of this method is given by Westermann et al.
(2009) who successfully applied the method in permafrost soils. This method does not
account for the phase change of water and is therefore only applicable, as long as neither
freezing nor thawing occurs within the measured temperature profile. The advantage of
the conductive method is the high temporal resolution of the obtained ground heat fluxes,
whereas on longer time scales, the applicability is limited due to the exclusion of freezing
and thawing periods (see details in Chapter 3).
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1.5 Main results

The following sections briefly summarize the most essential results of the performed studies,
which in detail are documented in the appended articles.

1.5.1 The surface temperature variability

The surface heterogeneity of the polygonal tundra is highest during the summer months,
when the landscape is snow-free and the thawed tundra is characterized by dry and wet
surface patches. The summertime surface heterogeneity is also reflected in the land surface
temperature, which features a high spatial and temporal variability. Spatial temperature
differences on the order of 5 ◦C are frequently observed between dry and wet tundra surfaces,
and can exceed differences of 10 ◦C between dry tundra and water bodies. The magnitude
of the surface temperature differences is essentially controlled by the net radiation. The
most pronounced differences in the surface temperature are observed during clear-sky con-
ditions at noon, when the incoming solar radiation is highest and the dry surfaces heat up
strongly. During clear nights, when the net radiation becomes negative, the surface tem-
perature differences still exist, but are inverted so that the warmest temperatures are now
measured at the water surface. The highest temporal variability is measured at the dry
tundra surfaces, where the diurnal temperature amplitude can be on the order of 20 ◦C.
In temporal averages of the surface temperature on time scales longer than the diurnal cy-
cle, the spatial differences of the surface temperature are found to be significantly reduced.
For weekly averages, maximum spatial temperature differences of about 2 ◦C are observed
between wet and dry surfaces, but the differences are significantly smaller than 1 ◦C most
of the time. Sustained differences of the surface temperature in weekly averages are only
observed between the tundra and a small pond, which can be as large as 3.5 ◦C, but are
usually in the range of 1 ◦C.
The surface temperatures obtained by the high-resolution thermal imaging system are com-
pared with the MODIS L2 LST product. The field measurements are upscaled to the
satellite scale (≈ 1 km) by fractional upscaling based on a surface classification of the study
site. The direct comparison reveals that most of the satellite data are in good agreement
with the ground measurements. However, large data gaps in the satellite dataset, as well
as occasional erroneous measurements are noticed. Both findings are most likely related to
clouds, which prevent satellite surface temperature detection and, if wrongly classified and
not excluded, cause erroneous measurements of the surface temperature. Furthermore, the
performance of the satellite product was checked for temporal averages. High accuracies
with temperature deviations of less than 1 ◦C between the averages from field observa-
tions and satellite measurements are obtained during periods of predominately clear-sky
conditions, whereas the satellite-derived averages can be biased up to 4 ◦C during overcast
conditions.
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1.5.2 The surface energy balance during spring, summer and fall

During the period from April to September, the surface energy balance is naturally domi-
nated by the incoming short-wave radiation, which is especially true during the polar day
season (Fig. 1.13). About 50% of the available net radiation is balanced by the latent heat
flux, whereas the remaining sensible and ground heat fluxes are approximately of similar
magnitude (Fig. 1.13). The summertime surface energy balance at the polygonal tundra
is therefore essentially characterized by evapotranspiration, with an average Bowen ration
close to 0.5.
The most pronounced seasonal changes in the surface energy balance are related to the fast
snow melt at the beginning of June, when the surface heat budget experiences a sudden
change from winter to summer conditions. The snow melt itself is partly driven by high
values of incoming short-wave radiation and the sensible heat flux. After the snow melt, the
net radiation increases by a factor of three, which affects all energy balance components.
A more gradual transition of the energy balance characteristics is observed after the end
of the polar day at the beginning of August. The decreasing surface radiation budget is
accompanied by steadily decreasing sensible and ground heat fluxes, whereas the latent heat
flux remains relatively high.
Inter-annual variations in the energy balance are observed in spring, before the onset of the
snow melt, when the soil temperature evolution is affected by inter-annual differences in the
near-surface air temperatures. The most significant variability in the annual surface energy
budget occurs in the radiation balance, which is most likely caused by differences in cloudi-
ness. The differences in the radiation budget develop their greatest impact on the ground
heat budget during fall, when the timing of refreezing is affected by the slight variations of
the net radiation.
The spatial variability of the energy balance is investigated by distributed energy balance
measurements. The investigations focus on the most prominent surface types of the wet
tundra landscape, which in particular are wet and dry peat tundra surfaces, as well as
small water bodies such as polygonal ponds. Radiation balance measurements reveal spa-
tial differences on the order of 5 to 10% between wet and dry tundra surfaces, while larger
differences on the order of 20 to 30% are measured between water surfaces and the wet
tundra. During the summer months, these spatial differences in the radiation budget are
found to be related to variations in the surface albedo, since spatial surface temperature
differences are almost non-existent for long-term averages. However, pronounced surface
temperature differences between wet and dry tundra surfaces are observed within the diur-
nal cycle to be on the order of 5 to 10◦C. These short-term surface temperature differences
indicate micro-scale variations of sensible and latent heat fluxes. Hence, the polygonal sur-
face elements, such as the elevated rims and the lowered centers, constitute different sources
for the atmospheric heat fluxes on the landscape scale. The size of the polygonal surface
structures therefore determine the larger-scale ratio between sensible and latent heat fluxes
(Bowen ratio). These differences are observed with spatially distributed eddy covariance
measurements. The most significant differences are observed during situations of high ra-
diative forcing. The measurements reveal that differences of about 20% in the ratio of wet



20 CHAPTER 1. BACKGROUND AND OUTLINE

44

QE

18

C

ΔQ L
ΔQS

22

Q
H-41

145

20

Q
G

9

Q
G,sensible

11

Q
G,latent

-21

-9

-1

ΔQ L

QH

C

-21

4

QE

Q
G

-17

-3

Q
G,latent

-14

Q
G,sensible

(a) (b)

Figure 1.13: The average surface energy balance exemplified (a) for the summer period from
July to August 2008 and (b) for the winter period from December 2007 to January 2008. ∆QS :
net shortwave radiation; ∆QL: net long wave radiation; QH : sensible heat flux; QE : latent
heat flux; QG: ground heat flux, separated in a sensible and a latent component according to
the partitioning of the heat storage in the soil; C: residual of the surface energy balance.

and dry surfaces cause differences on the same order of magnitude in the Bowen ratio.

1.5.3 The winter surface energy balance

During the winter half year (October-April), the net radiation is largely negative (Fig. 1.13).
The short-wave radiation budget is either strongly reduced by the high reflectance of the
snow cover, or not present during the polar night period. The negative radiation budget is
mainly balanced by the ground heat flux, which makes up 50 to 60% of the net radiation
(Fig. 1.13). With the beginning of spring, the ground heat flux looses its dominant role in
favor of the sensible heat flux. Except for the first weeks of October, the latent heat flux is
very small and mainly positive, which indicates that only minor sublimation occurs at the
snow cover.
The most pronounced inter-annual differences in the surface energy balance are revealed in
the ground heat fluxes during the early winter period, which are related to differences in
the snow cover evolution. The refreezing process, which is already delayed by differences in
the radiation budget during fall is further delayed by about 14 days owing to a fast snow
cover build-up. This difference in the surface energy balance is even more pronounced in
the refreezing process of the small ponds, which is about one month delayed compared to a
year with lower snow depth.
Hence, it is not surprising to find significant spatial energy balance differences between the
freezing tundra soils and the shallow ponds. During the entire winter period, the heat flux
released at the investigated pond is about a factor of two higher than the ground heat flux
measured for the tundra soils. This agrees well with the radiation budget of the water
bodies, which is more negative according to higher surface temperatures.
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1.6 Conclusions

In this thesis comprehensive field measurements are conducted, which mainly focus on the
soil-atmosphere energy exchange processes. The presented studies aim to achieve a better
understanding of the controlling factors of permafrost processes and the different temporal
and spatial scales over which they vary. The factors range from the regional synoptic
framework to the micro-scale surface characteristics and cover diurnal variations, as well as
inter-annual differences. The obtained field measurements have important implications for
both permafrost monitoring and modeling, which are summarized in the following sections.

1.6.1 Permafrost monitoring

The surface temperature measurements clearly show that the landscape heterogeneity of the
polygonal tundra largely vanishes for averaging periods longer than the diurnal cycle. This
has important implications for the resolution requirements of LST-based permafrost moni-
toring schemes, since micro-scale surface temperature differences are basically negligible for
long-term averages. Hence, the spatial resolution of satellite products, as they are provided
by the Moderate Resolution Imaging Spectroradiometer (MODIS) appear to be well suited
for monitoring application in wet tundra regions. However, this is only valid for temper-
ature differences between wet and dry tundra surfaces, but not for water bodies like lakes
and ponds. The results reveal that water bodies feature sustained surface temperature dif-
ferences compared to tundra soils, even on longer time scales. If water surfaces are frequent,
the spatial average could be biased, which consequently limits the validity of coarse-scale
LST measurements for permafrost monitoring. It is therefore crucial to control the validity
of large-scale LST measurements by high-resolution water masks. Further requirements for
LST-based permafrost monitoring are compiled by investigating the performance of MODIS
LST at the study site:

• The temporal resolution of the satellite time series is strongly limited by clouds, which
leads to a highly clustered temperature record. The unequally spaced time series is
problematic for averaging procedures, since clear-sky conditions can be overrepre-
sented in long-term averages. Therefore, it might be necessary to develop gap filling
methods. Such procedures could be based on reanalysis products of weather models,
from which at least near-surface air temperatures could by inferred during overcast
conditions.

• The presence of several erroneous measurements, most likely caused by incorrect cloud
detection, indicate that the reliability of the cloud cover mask, as used in the current
MODIS LST (version 5) product, must be improved. These measurement errors
are largely unidentifiable, if no reference measurements are available. The erroneous
surface temperatures lead to strongly biased average values, especially when the data
density is low. In the present state, this problem constitutes a major obstacle for the
development of reliable gap filling methods.
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1.6.2 Permafrost modeling

Long-term energy balance measurements give an insight into the relevance and variability
of factors, such as cloudiness, thermal soil properties, or snow cover, for the thermal state
of permafrost. Depending on their importance, these controlling factors must be accounted
for in the development of permafrost models. The following points give an overview about
the factors that are found to significantly affect the permafrost energy budget at the study
site.

• The surface heat budget and thus the thermal state of the permafrost is mainly con-
trolled by the radiation balance. The snow-free period is dominated by incoming
short-wave radiation, whereas the snow covered period is mainly controlled by the
long-wave radiation budget. Both periods are significantly influenced by clouds, which
induce strong short-term fluctuations in the radiation budget. On longer time scales,
clouds generally lower the net radiation during summer, while they decrease the radia-
tive losses during the winter period. Hence, the average cloud coverage constitutes an
important factor for the surface heat budget, which naturally affects the thermal state
of the permafrost. The correct representation of the surface radiation budget and thus
the average cloud coverage are fundamental prerequisites for the implementation of
permafrost into climate models.

• As mentioned above, the surface radiation budget is essentially determined by the
presence or absence of snow owing to its high albedo. The impact of the snow cover
is largest during spring, when the incoming short-wave radiation is high, but the
largest fraction of the incoming short-wave radiation is reflected. Hence, the timing of
the snow melt constitutes an important controlling factor of the entire surface energy
budget. The measurements reveal that the snow melt event is at least partly triggered
by sensible heat fluxes, which are possibly related to the influx of warm air masses
and thus to the larger-scale atmospheric circulation. Due to the outstanding impact
of the spring time snow cover on the surface energy balance, the timing of snow
melt should be represented in model approaches. However, the triggering factors of
snow melt are not clear yet and further field work on this issue is required to clarify
this important interaction between larger-scale atmospheric conditions and the local
surface characteristics.

• The snow cover not only affects the surface radiation, but also the thermal regime
of the soil during winter. Inter-annual variations of only a few centimeters of snow
substantially affect the ground heat flux and the duration of refreezing. Hence, the
snow depth and therefore the wintertime precipitation is a further important control-
ling factor. It must be emphasized, that variations in the refreezing process can be
of importance for the microbial decomposition of organic matter, which essentially
depends on temperature and availability of liquid water.

Moreover, the ground heat flux, which is strongly determined by permafrost processes,
constitutes a significant component of the surface energy balance. This is especially true
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during the winter period, when the largest fraction of the surface heat budget is provided
by the ground heat flux. The ratio between sensible and ground heat flux at the study
site suggests that an even stronger cooling of the near-surface atmosphere is largely pre-
vented by the strong ground heat flux. This is especially true during the refreezing period,
when large amounts of latent heat are released from the uppermost soil layers. It must be
emphasized that the ground heat flux dominates the surface energy balance over a period
of at least four months and that similar permafrost conditions occur in vast areas of the
Arctic. Hence, it is highly desirable to check whether the ground heat flux and the freeze
and thaw dynamics are represented realistically in the current climate models. The imple-
mentation of permafrost into climate models might help to improve the representation of
the soil-atmosphere interactions over vast arctic regions.
Another aspect in permafrost modeling concerns the spatial heterogeneity of the surface
energy balance. The largest spatial differences are observed between the tundra surface and
shallow water bodies, which feature significant differences during the entire annual cycle.
Primarily, these differences become manifest in significantly longer freezing periods of the
shallow ponds. This might be important for permafrost modeling, if the freeze and thaw
dynamics are evaluated for large tundra areas, where small water bodies are frequent. This
is especially true, if such models are used to evaluate the potential microbial activity and
carbon decomposition rates.

1.7 Outlook

This study contributes to a better understanding of the energy exchange processes at the
arctic tundra, particularly of the spatial and temporal variabilities of the energy flux compo-
nents and the identification of controlling factors. Based on the results, several implications
for both permafrost monitoring and modeling have been explored. In future studies, the
following aspects should be further investigated: (i) the timing of snow melt (ii) the impact
of small water bodies on the thermal conditions of the permafrost and (iii) the impact of the
wintertime ground heat flux on the larger-scale atmospheric conditions. These processes
are related to the arctic winter season, which in the opinion of the author deserves much
more attention in studies of energy balance processes in the Arctic.

(i) During the snow melt period, pronounced sensible heat fluxes are observed. This
suggests that influx of warm air masses could be a triggering factor for the onset
of snow melt. Therefore, it is desirable to investigate the timing of snow melt in
relation to larger-scale atmospheric circulation patterns. Such analyses could make
use of active microwave remote sensing to detect the onset of the snow melt (Bartsch
et al. 2007), which are available for more the 10 years. The larger-scale atmospheric
conditions could be obtained from e.g. the ERA re-analysis products of the European
Centre for Medium-Range Weather Forecasts” (ECMWF).

(ii) Small variations in snow depth lead to distinctly different timing in the refreezing of
small water bodies. This suggests that microbial decomposition of organic matter,
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which largely depends on temperature and availability of liquid water, can feature a
high inter-annual variability. This could significantly affect the emission of greenhouse
gases from the northern wetlands. Therefore, it is necessary to further investigate
shallow ponds and their potential importance as sources of methane and carbon diox-
ide. Such investigations could be based on field measurements of gas emissions during
the freezing period and satellite-based detection of shallow water bodies.

(iii) The contribution of the ground heat flux to the surface energy balance during the
winter period is remarkable. Further investigation might focus on the larger-scale
implications of the ground heat flux in permafrost regions during winter. This espe-
cially concerns the impact of the ground heat flux on the atmospheric stratification,
which may affect larger-scale circulation patterns. Such investigations would require
the application of climate models.
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Chapter 2

Paper I
Spatial and temporal variations of summer surface
temperatures of wet polygonal tundra in Siberia -
implications for MODIS LST based permafrost monitoring

2.1 Abstract

The surface temperature of permafrost soils in remote arctic areas is accessible by satel-
lite land surface temperature (LST) detection. However, the spatial resolution of satellite
measurements such as the MODIS LST products is limited and does not detect the hetero-
geneities of the wet polygonal tundra landscape where surface wetness varies over distances
of several meters. This paper examines the spatial and temporal variability of summer
surface temperatures of a polygonal tundra site in northern Siberia using a ground based
high resolution thermal imaging system. Thermal infrared images were taken of a 1000 m2

polygonal tundra area in 10 min intervals from July to September 2008. Under clear sky
conditions, the individual measurements indicate temperature differences of up to 6 K be-
tween dry and wet tundra surfaces and which can exceed 12 K when dry tundra and water
surfaces are compared. These differences disappear when temperature averages are consid-
ered for intervals longer than the diurnal cycle; for weekly averages the spatial temperature
variability decreases below 1 K. The exception is the free water surface of a shallow polyg-
onal pond where weekly averaged temperature differences of 2.5 K are sustained compared
to the tundra surface.

The ground based thermal infrared images are upscaled to MODIS sized pixels and com-
pared to available MODIS LST data for individual measurements and weekly averages.
The comparisons show generally good agreement for the individual measurements under
clear sky conditions, which exist during 20% of the studied time period. However, sev-
eral erroneous measurements and large data gaps occur in the MODIS LST data during
cloudy conditions, leading to biased weekly temperature averages inferred from the satellite
observations. Based on these results the following recommendations are given for future
permafrost temperature monitoring based on MODIS LST products: (i) high resolution
surface water masks for the quality assessment in landscapes where lakes and ponds are

27
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frequent and (ii) reliable cloud cover detection in conjunction with a gap filling procedure
for accurate temporal averages.

2.2 Introduction

The land surface temperature (LST) is related to all components of the energy balance
and is therefore a crucial parameter for the energy budget of permafrost environments.
The sensitivity of permafrost towards degradation and the potential activation of a massive
carbon source is directly associated with the energy exchange processes occurring at the soil-
atmosphere interface. Especially wet tundra landscapes, where large quantities of carbon
are stored in frozen organic soils, may become a massive source of green house gases under
a warmer climate (Davidson and Janssens 2006). A number of studies revealed a sustained
large scale warming of the Arctic during the last decades (e.g. Rothrock et al. 1999, Comiso
2002, Serreze et al. 2003, Stroeve et al. 2005), which is also reported by Comiso (2003)
and Comiso (2006) using long term satellite LST measurements. The satellite observations
indicate strong warming trends of LST during summer over the entire Arctic, which is
essential for the summer thaw depth of permafrost soils. Hence, the monitoring of LST
in permafrost environments monitoring of LST can be an important tool to assess the
effects of climate change in the usually remote and inaccessible permafrost envirmoments.
Land surface temperatures are currently accessible by various remote sensing platforms
e.g. Terra/Aqua-MODIS, Terra-ASTER, NOAA-AVHRR, Meteosat-MVIRI, ERS-ATSR
and Landsat. Since they are available on a global scale with high overpass frequencies,
these products have a great potential for two major applications in permafrost regions.

1. The LST provides access to atmospheric boundary layer processes in regions where
climate data are sparse. Efforts have been initiated to synthesize surface-based me-
teorological data with satellite observations and numerical models in arctic regions
(Martin and Munoz 1997, Rigor et al. 2000). In addition, several projects in non-
arctic regions, such as FIFE (Sellers et al. 1992), BOREAS (Sellers et al. 1995) and
SEBAL (Bastiaanssen et al. 1998), examined surface energy balance models based on
satellite products. A detailed overview of LST derived energy balance models is given
by Friedl (2002).

2. Land surface temperatures can serve as upper boundary condition in permafrost mod-
els, calculating the annual thaw depths and the thermal stability of permafrost soils.
Hachem et al. (2008) introduce satellite derived land surface temperatures for per-
mafrost detection, while essential issues such as data gaps due to cloud cover and
the decoupling of soil and surface temperatures due to snow cover are addressed. A
proposed scheme of satellite based permafrost modeling is given in Marchenko et al.
(2009), which makes use of a MODIS LST product in combination with the analytical
permafrost model GIPL-1.1. to calculate permafrost active layer dynamics for the
entire Arctic.
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The spatial resolution of satellite LST products typically ranges from 60 meters (Landsat)
to one kilometer (MODIS). Temperature differences on smaller scales are therefore not
resolved, but are nevertheless critical when they occur systematically over long time periods.
In such cases, they result from sustained differences in the surface energy balance and
might indicate differences in the thermal state of the subjacent permafrost, potentially
triggering processes such as initial thermo karst erosion. Previous studies in non-arctic
regions have outlined the effect of surface heterogeneity on satellite based energy balance
detection (Humes et al. 1994, Hall et al. 1992, Friedl 1996, Brunsell and Gillies 2003).
In particular, sub-resolution LST variations are expected to occur in highly fractionated
landscapes. This is especially true for permafrost environments, such as the wet polygonal
tundra, where a sharp contrast between wet and dry surface patches occurs on scales of
several meters. Hence, it is desirable to elucidate the sub-resolution surface temperature
variability and its impact on the accuracy of satellite permafrost monitoring schemes.

In this paper, we present summer surface temperature observations using a tower-mounted
high resolution thermal imaging system at a Siberian polygonal tundra site. This surface
type is characteristic for a large area of circumpolar wet tundra landscapes. At first, the
spatial and temporal variability of surface temperatures obtained with the thermal camera
is analyzed for the snow free period. Secondly, the MODIS L2 LST product (Wan 2008)
is compared to up-scaled LST data from the thermal camera and evaluated with respect
to its applicability for the monitoring of permafrost active layer dynamics in wet polygonal
tundra landscapes.

2.3 Site characteristics

The study was performed on Samoylov Island (72◦ 22’ N; 126◦ 30’ E), which represents
a typical Siberian wet tundra landscape in the zone of continuous permafrost (Fig. 2.1a).
Samoylov Island is located in the upper plain of the Lena River Delta, close to one of
the main river channels (Fig. 2.1b). The region is characterized by an arctic continental
climate. The mean annual air temperature (MAAT) at Samoylov Island is −14.7 ◦C and the
total annual precipitation is around 250 mm, showing high inter-annual variations (Boike
et al. 2008). Snowmelt and Lena ice drift typically start in the beginning of June and
the snow free season lasts from mid-June to mid-September. The regional permafrost in
the region reaches depths of 500− 600 m (Grigoriev 1960) and is characterized by a very
low temperature of −9.2 ◦C at the depth of zero annual amplitude approximately 10 m
beneath the surface. Samoylov Island covers an area of 4.3 km2. While the western part of
the island is characterized by a recent flood plain, the eastern part consists of an elevated
terrace 10− 16 m a.s.l. (Fig. 2.1c). This terrace is characterized by wet tundra showing the
typical polygonal micro-relief, which features elevation differences of 0.2 to 1.0 m. The size
of the polygons typically ranges from 5 to 10 m. The depressed polygonal centers consist
of water saturated peat soils or they constitute shallow ponds. The vegetation at these
wet locations is dominated by hydrophilic sedges and mosses (Kutzbach et al. 2004). The
lowered centers are surrounded by elevated dry polygonal rims, which are dominated by
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Figure 2.1: (a) Location of the Lena River Delta in northern Siberia, the map shows the
permafrost boundaries (Brown et al. 1997). (b) Location of Samoylov Island in the upper
plain of the Lena River Delta close to one of the main river channels. (c) Measurement site on
Samoylov, the ellipses show typical footprint areas of the MODIS scanner swath; the dashed
ellipses indicate footprint areas which do not fit the 80% overlap criterion with the island (see
Sec. 2.4.6).
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Figure 2.2: Field of view of the thermal imaging system (about 1000 m2). Surface classi-
fication based on aerial images taken on 08/15/2008 (projection: UTM 52N WGS84). The
considered polygonal structures (a) and (c) are typical low center wet polygons with moss
dominated centers, while polygon (b) is dominated by sedges and polygon (d) is filled by a
shallow pond with a free water surface.

mesophytic dwarf shrubs, forbs and mosses (Kutzbach et al. 2004, Sachs et al. 2008).

The experimental plot is located on the elevated terrace. It consists of three low center
polygons and one polygonal pond surrounded by elevated dry rims (Fig. 2.2). Polygon
(a) (Fig. 2.2) is characterized by a wet peaty center, which is dominated by hydrophilic
mosses such as Limprichtia revolvens. Vascular plans are only sparsely distributed, while
some mosses (pillows of Aulacomium turgidum) occur at the transition of the dry rim and
the wet center. The vegetation of polygon (b) (Fig. 2.2) is characterized by sedges (Carex
aquatilis) with a growth height of 20 cm. The sedge canopy is underlain by hydrophilic
mosses. Polygon (c) (Fig. 2.2) is comparable in shape to polygon (a). It shows a similar
vegetation cover, but is characterized by an increased number of isolated moss pillows
(Aulacomium turgidum) occurring in the transition zone and in the polygon center. Polygon
(d) (Fig. 2.2) contains a shallow pond, about 1.5 m deep. The edge of the pond is covered
by sedges. The dry polygon rims are generally dominated by mesophilic mosses, such as
Hylocomium splendens. Considerably more vascular plants occur at the dry locations. The
elevation differences of the investigated polygons vary between 0.2 to 0.5 m. The water level
is mostly located directly underneath the surface of the wet polygonal centers, resulting in
a patchy structure of puddles and moss agglomerations. During the observation period the
water level decreased about 5 cm, while occasional rain events temporarily raised the water
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table.

2.4 Methods

2.4.1 Experimental setup

The surface temperature measurements were conducted using a tower mounted high reso-
lution thermal camera (VARIOCAM HR, Infratec GmbH, Dresden, Germany). The VAR-
IOCAM thermal imaging system consists of an uncooled microbolometer detector with a
resolution of 384 x 288 pixels. The spectral sensitivity ranges from 7.5 to 14 µm and the
imaging system is equipped with a 12 mm wide angle lens. The camera is mounted on an
11 m tower and is oriented south with an off-nadir angle of 55◦. This inclination is consistent
with the recommended angles for radiative temperature measurements of vegetated surfaces
(Huband and Monteith 1986, Vining and Blad 1992). The setup facilitates continuous sur-
face temperature measurements of an area of about 1000 m2 (Fig. 2.2). The measurements
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were conducted from end of July until end of September 2008. With a measurement interval
of 10 minutes, a database of more than 7000 thermograms could be obtained.

Ancillary meteorological data such as radiation, precipitation and soil temperatures are
obtained in the immediate vicinity of the measurement plot (Fig. 2.1). Soil temperatures
are detected by three thermistor profiles (T107, Campbell Scientific Incorporated, Logan,
Utah, USA) and the precipitation is measured by an automatic rain gauge (ARG100, Inge-
nieursbureau Wittich & Visser, Netherlands). The radiation balance is detected by a four
component radiation sensor (CNR1, Kipp & Zonen, Delft, Netherlands), calibrated accord-
ing to WMO standards. In this study, the radiation directed towards the surface is defined
as positive. During the measurement period high resolution visible (VIS) and near infrared
(NIR) orthorectified aerial images of Samoylov Island were obtained (cp. Scheritz et al.
2008). To obtain a land cover classification, the aerial photographs are further processed
by a supervised maximum likelihood classification. We distinguish water bodies, wet, moist
and dry surfaces (Fig. 2.2). The entire area of the island consits of 15% free water surfaces,
26% wet areas, 32% dry surfaces and 27% moist areas.

2.4.2 Theory

According to Planck’s law the emitted spectral intensity of a black body B(T, λ) is related
to its temperature T ,

B(T, λ) =
2hc2

λ5

1

e
hc

λkT − 1
, (2.1)

where λ is the wavelength, h the Planck constant, k the Boltzmann constant and c the
speed of light. Following the terminology of Norman and Becker (1995), surface temper-
atures obtained from radiance measurements under the black body assumption are called
brightness temperatures TB. The thermal camera is calibrated to deliver brightness tem-
peratures, from which we can evaluate the corresponding radiation Rs(TB) received at the
thermal imaging system in the 7.5 to 14 µm spectral window

Rs(TB) =

14µm∫
7.5µm

B(TB, λ) dλ . (2.2)

Natural surfaces usually do not feature black body characteristics. The spectral intensity
of thermal radiation Bn leaving a natural surface is modified due to the spectral emission
characteristics of the surface. Using Kirchhoff’s law we obtain:

Bn(T0, θ, φ, λ) = ε(θ, φ, λ)B(T0, λ) +

+ [1− ε(θ, φ, λ)]Bsky(θ
′, φ′, λ) , (2.3)

where T0 denotes the surface temperature, ε the spectral directional emissivity and Bsky the
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spectral intensity of the sky radiation. Note that the emissivity and sky radiation induce
an angular dependence from the zenith angle θ and azimuth angle φ with the corresponding
opposite angles (θ′, φ′). The thermal radiation leaving the surface is affected by absorp-
tion and emitted thermal radiation originating from the traversed air column, which can
be accounted for by a transmission coefficient τ , depending on the path length s and an
additional radiation source Bair, respectively. Using Eq. 2.3 we obtain

Rs(T0, θ, φ, s) =

14µm∫
7.5µm

τ(s, λ) [ε(θ, φ, λ)B(T0, λ) +

+ [1− ε(θ, φ, λ)]Bsky(θ
′, φ′, λ)] +

+ Bair(s, λ) dλ . (2.4)

For our analysis, the following assumptions are used:

1. The absorption and emission of thermal radiation in the traversed air column is mostly
due to water vapor. In our case, the maximum path length through the air column is
35 meters, and the maximum absolute air-water content measured during the study
period is 14 gm−3 (LI-7500 gas analyzer located 300 m from the study site). The
combined effect of absorption and emission of radiation in the air is evaluated for the
measured temperature and humidity range using the ’libRadtran’ software package
based on the ’uvspec’ radiative transfer model (Mayer and Kylling 2005). The results
indicate a maximum modification of 0.4% of the thermal radiation received at the
thermal camera. This results in a maximum error ∆Tabsorb of about 0.3 K in surface
temperature, which we include in our error analysis (Fig. 2.3).

2. We assume an emissivity ε̄, which is independent of wavelength and view angle. The
resulting error ranges from 0 to 1.5 K and is included in the error calculation (see Sec.
2.4.3 and Fig. 2.3).

3. The thermal sky radiation is assumed to be isotropic. The downwelling sky radi-
ation measured by the pyrgeometer Rsky (spectral range from 5 to 42 µm) is used
to estimate the thermal radiation emitted by the sky over the entire spectral range.
The ambient sky temperature Tsky is calculated assuming black-body behaviour using
Stefan-Boltzman’s law:

Rsky = σ T 4
sky , (2.5)

where σ denotes the Stephan-Boltzmann constant. With Tsky, we can evaluateBsky(λ)
similar to Eq. 2.1

The black body assumption is a good approximation for overcast conditions, which
prevail during a large part of the study period (see Sec. 2.5.1). An additional error
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may occur for clear sky conditions, where the spectral distribution of the sky radiation
is different from a black body.

As a result of these assumtions, Eq. 2.4 can be simplified to:

Rs(T0, Tsky, ε̄) = ε̄

14µm∫
7.5µm

B(T0, λ) dλ+

+ (1− ε̄)

14µm∫
7.5µm

B(Tsky, λ) dλ , (2.6)

where ε̄ is the effective emissivity as described in Eq. 2.7 in the following section. Using
Eq. 2.2 and Eq. 2.6, the surface temperature T0 can be evaluated via a numerical equation
solver (MATLAB). Note that the solution is unambiguous, since the integral over Planck’s
function from 7.5 to 14 µm is monotonous with respect to temperature in the relevant
temperature range.

2.4.3 Land surface emissivity determination

The land surface emissivity (LSE) is a crucial parameter for radiative measurement of
surface temperatures (see Sec. 2.4.2). We determine emissivities using the land cover
classification based on aerial images (Fig. 2.2). We distinguish water and dry vegetation as
two basic classes, for which we use spectrally resolved emissivities provided by the MODIS
USCB emissivity library (Wan and Zhang 1999). The corresponding effective emissivity
values ε̄ in the 7.5 to 14 µm window are then calculated as:

ε̄ =

14µm∫
7.5µm

ε(λ)B(T0, λ) dλ

14µm∫
7.5µm

B(T0, λ) dλ

(2.7)

This yields emissivities of 0.985 for water and 0.964 for dry vegetation. Note that the tem-
perature dependence of ε̄ is negligible in the considered temperature range from −10 ◦C to
40 ◦C (around 0.0005). The emissivities of the wet and moist tundra classes are set by esti-
mating the fractions of water and dry vegetation in each class from field observations, with
50% water and 50% dry vegetation for wet tundra and 25% water and 75% dry vegetation
for moist tundra, respectively. This results in emissivity values of 0.975 for wet tundra and
0.969 for moist tundra. Our values are in good agreement with published emissivity values
for similar surfaces, which range from 0.96 for dry vegetation to 0.99 for water (Salisbury
and D’Aria 1992, Rees 1993, Snyder et al. 1998).

A potential view angle dependence of the emissivity, which may become substantial under
extreme off-nadir angles, induces uncertainty in the obtained surface temperature T0 (Becker
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et al. 1985, Labed and Stoll 1991, Snyder et al. 1997; 1998). Norman and Becker (1995)
report a slight decrease of the emissivity of about 0.01 for forest canopies at off-nadir angles
of 75◦. Snyder and Wan (1998) compare modeled and measured directional emissivity
values. They report a maximum emissivity decreases of 0.046 for savanna, 0.042 for dry
soils and 0.01 for water. Following these reported angular emissivity variations, we assume
a maximum error ∆ε̄ of 0.04 for all used emissivities. For the emissivity values calculated
above, this error margin also accounts for possible wrongly classified points. Furthermore,
all measurements under off-nadir angels of more than 75◦ are excluded from our analysis.
The induced error on temperature due to the uncertainty of the emissivities is included
in the error calculation (Fig. 2.3). This temperature error is small when the ambient sky
temperature approaches the surface temperature (see Eq. 2.6), which is the case for overcast
conditions, which frequently occur at the study site.

2.4.4 Offset correction

The thermal imaging system shows a vignetting-like decrease in the measured temperatures
from the center towards the edges, which becomes obvious during overcast conditions, where
surface temperatures show almost no spatial variations. The temperature offset is circular,
with a maximum value of 0.8 K at the corners of the image. Due to the shape and the
consistent occurrence in thermograms with little temperature variation, we can assume the
temperature offset to be a systematic error present within the entire data set. To correct
for the offset on the edges of the thermograms, a two-dimensional second-order polynomial
with rotational symmetry is fitted to more than 400 scenes with approximately homogeneous
surface temperatures. From this, an average correction matrix is extracted, which is used for
correction of the entire data set. The variability within the 95% confidence limits of the fitted
polynomial coefficients is used to provide an error estimate on the temperatures due to the
correction procedure. The maximum errors occurring at the edges of the thermograms are
on the order of 0.2 K, which we assume to be an additional temperature uncertainty ∆Toffset

induced by the offset correction procedure. The temperature uncertainty is included in the
error analysis (Fig. 2.3).

2.4.5 Geometrical correction

To obtain spatially resolved surface temperature measurements with equal pixel sizes it is
necessary to orthorectify the thermograms. This geometrical correction is accomplished
by a transfer function, which accounts for the internal camera geometry and the external
orientation parameters (Slama et al. 1980). The internal camera parameters include the
sensor and pixel size, the focal length and two radial lens distortion parameters. The
external camera orientation is defined by the position and the view angles of the imaging
system. While the sensor and pixel size are provided by the manufacturer of the thermal
imaging system, the remaining parameters can be calculated from a sufficiently large set of
image and corresponding ground control points (Slama et al. 1980). This set of points is
obtained by relating distinct features in the thermograms to structures of an orthorectified
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aerial image where the coordinates are known. Hereby, the small elevation differences of the
micro-relief are neglected and the images are projected on a plane. The resulting horizontal
displacement error is smaller than 1.0 m.

2.4.6 Satellite dataset

We evaluate the performance of the MODIS L2 LST products (MOD11L2.5 and MYD11L2.5)
obtained by the satellites Terra and Aqua at the study site. The satellite data are obtained
from the National Aeronautics and Space Administration Land Processes Distributed Ac-
tive Archive Center (Wan 2008). These products contain processed surface temperatures
using the generalized split window approach (Wan and Dozier 1996). The L2 product pro-
vides the unprojected swath data format (Wan 2009), from which the footprint area of the
MODIS pixels and the exact acquisition time can be calculated. In the case of Samoylov
Island, which only covers an area of about 4.3 km2, it is crucial to control the footprint
area to avoid influences of the surrounding Lena River. For the footprint analysis, the field
of view of each sensor pixel is assumed to be circular (Nishihama et al. 1997). Based on
internal sensor parameters such as focal length and sensor size, the measurement spot is
projected on the earth surface, resulting in an elliptically shaped footprint of a sensor pixel.
Depending on view angle and distance, the measurement spot varies in shape and size (see
Fig. 2.1c for example). The region of interest within the satellite scene is selected to repre-
sent the surface of the entire island (compare Sec. 2.3). Mixed pixels containing fractions
of the Lena River of more than 20% are discarded (see Fig. 2.1c). Due to the polar orbits
of the satellites Terra and Aqua, a high overpass frequency is obtained in polar regions.
Hence, up to 18 satellite scenes are potentially available per day at the investigation site.
During the observation period from end of July until end of September 2008, a total of 1077
MODIS granules is used.

2.5 Results

2.5.1 General synoptic conditions

The measurement period extends from the end of the polar day season until equinox in fall
(08/01 - 09/17) (Fig. 2.4). It can be divided into three distinct periods, each characterized
by different weather conditions (Fig. 2.4a). The first period (08/01 - 08/19) is characterized
by large positive values of net radiation, high surface temperatures and a warming of the
subjacent soil. The second period (08/20 - 09/02) is dominated by cloudy conditions with
frequent rain events and low values of net radiation. This results in generally low surface
temperatures, which are associated with decreasing soil temperatures. Due to lower sun
angles and increased night hours, the third period (09/03 - 09/17) is characterized by
steadily decreasing surface and soil temperatures. However, clear sky conditions frequently
occur especially in the middle of period (3), but are interrupted by sporadic rain events.
Towards the end of the third period the surface temperatures sometimes fall below the
freezing point, which results in occasional ice layer formation at the polygonal pond.
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Figure 2.4: (a) Seasonal variations of surface temperature, precipitation and soil temper-
atures in 1 cm, 20 cm and 40 cm depth during the observation period in 2008. (b) Seasonal
variations of net radiation and day time hours during the observation period. The observation
period is divided in three distinct intervals of synoptic conditions.
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Figure 2.5: Surface temperature differences in Kelvin from the average scene temperature
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2.5 hours after local noon and midnight (times in the diagrams are local times). The average
scene temperature Tav is defined as the average over the entire thermogram with the average
error margines ±∆Tav. R

0 denotes the net radiation.
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2.5.2 Short term spatial variability

A typical day and night time surface temperature situation under clear sky conditions during
period (1) is displayed Fig. 2.5. These examples, in which the net radiation R0 amounts
to 330 W m−2 during the day and −50 W m−2 during the night, illustrate the surface
temperature variations as they occur under strong radiative forcing. The orthorectified
thermograms show the difference of each pixel from the average temperature over the entire
field of view, which we define as the average scene temperature Tav. During day time a
sharp temperature contrast exists between the dry polygonal rims and the wet centers (Fig.
2.5a). The observed deviations from the average scene temperature are 4 to 6 K for the
dry rims, -2 to −1 K for the wet centers, and about −6 K for the pond. These spatial
surface temperature differences are clearly outside the total error margins ∆T0, which are
1.0 K for the scene average. The largest error is found at the dry rims, which could be
as large as 1.7 K, while the lowest temperature uncertainty of 0.6 K occurs at the free
water surface. Compared to the other wet locations, polygon (b) shows a higher surface
temperature with no difference to the scene average. The increased temperature of polygon
(b) is probably explained by the high fraction of vertically oriented dry vegetation elements
seen by the inclined imaging system, since polygon (b) is dominated by sedges (compare Sec.
2.3). During night time the temperature situation reverses (Fig. 2.5b) and the temperature
differences between the wet and dry surfaces are less pronounced. Now the dry locations are
about 1 K colder than the scene average, including the sedge dominated center, which again
is in contrast to the other wet locations. The other wet locations remain 1.0 to 1.5 K warmer
than the average scene temperature, which reflects the large heat storage capacity of the
water saturated soils. During the night the polygonal pond remains the warmest surface,
with a temperature of 2 K above the scene average. Even so, the spatial temperature
differences are less pronounced, they are still larger than the found maximum temperature
error of 0.7 K found at the dry rims. The different temporal temperature behavior of wet
and dry surfaces is mostly a result of distinctly different diurnal temperature amplitudes.
For the given example, the diurnal temperature amplitude of the dry rims is twice as large
as at the one of the wet polygonal centers.

Under cloudy conditions or low sun angles as typical for periods (2) and (3), the temperature
contrast between wet and dry locations is less pronounced. This is illustrated in Fig. 2.6,
which shows the relationship between the net radiation R0 and the temperature differences
between the scene averages Tav and the single surface classes T0, such as wet, moist, dry
and water surfaces (compare Sec. 2.4.1). For high values of net radiation, significant
differences between surface temperatures are observed, while these differences vanish for
zero net radiation. The net radiation can hence be identified as the main factor for the
formation of spatial temperature variations. A significant spread remains (see Fig. 2.6),
which can be explained by the influence of other components of the surface energy budget,
such as sensible, latent and ground heat fluxes. For positive values of net radiation, the
temperatures of dry surfaces are increased compared to the wet and moist surfaces. The
most pronounced temperature difference to the average scene temperature is found for the
free water surface of the polygonal pond. This behavior reverses for a negative net radiation
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Figure 2.6: Surface temperature differences from the scene average (T0 − Tav) versus net
radiation, as found for hourly averages of the different surface classes. The binning of the net
radiation is set to 50 W m−2, the standard deviations within the radiation classes are indicated
by error bars. The histogram shows the distribution of net radiation hours as they occur during
the observation period.

budget, with exception of the free water surfaces. The very low surface temperatures of
the water body during the periods of highly negative net radiation (−100 W m−2) lead to
significant negative temperature difference to the scene average. This behaviour could be
associated with occasional ice cover formation during these times. As shown in Fig. 2.6,
the measurement period is dominated by net radiation values between -50 and 50 W m−2,
while conditions of high radiative forcing are comparatively rare. Hence, the temperature
distribution is rather homogeneous for a large part of the study period. Situations with
pronounced surface temperature differences, as shown in Fig. 2.5, are not characteristic for
the observation period.

2.5.3 Long term spatial variability

Since the diurnal temperature cycle is damped rapidly in deeper soil layers, only the average
surface temperature trend is reflected in the development of the ground temperatures. Fig.
2.4a displays surface temperatures and corresponding soil temperatures at depths of 1, 20
and 40 cm, which show that the diurnal temperature cycle is damped out below 20 cm
depth. In contrast to the short term diurnal temperature variations, the long term surface
temperature signal determined by the three synoptic periods propagates down to the freezing
front. Since significant temperature changes usually occur on time scales longer than one
week, weekly averages of LST are appropriate time intervals to resolve the general soil
thermal dynamics during the observation period. The spatial variability of the surface
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Figure 2.8: Weekly averages of surface temperature variations in Kelvin in the periods 1
(a), 2 (b), and 3 (c) (similar to Fig. 2.5). Surface temperature differences steadily decrease
over the course of the observation period. The same is found for the corresponding standard
deviations Stdav (d, e, f), but they show a higher spatial contrast. R0

av denotes the average
net radiation. Note that the colorbar is valid for all thermograms.
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temperatures can only lead to temperature differences in deeper soil layers, if the surface
temperature differences are persistent in averages over such longer periods.

To investigate the general effect of temporal averaging on the spatial temperature vari-
ability, the spatial surface temperature variability is evaluated for a number of different
averaging intervals (Fig. 2.7). We only illustrate averaging intervals up to 128 hours, since
no significant changes occur for longer intervals. We divide the entire measurement period
in predominately fair weather (period 1) and overcast (period 2 + 3) conditions. Averaged
time series of thermograms are constructed from these subperiods, featuring averaging in-
tervals between 0 and 128 hours. From the obtained aggregated time series we evaluate
the average spatial standard deviations (σs), which give us a measure of the spatial surface
temperature variabilty during the subperiods. It can be seen in Fig. 2.7, that the averaging
procedure significantly reduces the spatial variability in surface temperature. The spatial
standard deviations of the fair weather condition decrease from about 1.1 K to 0.6 K for
averaging intervals of 1 and 128 hours. Compared to the fair weather conditions, the spa-
tial temperature variability is generally lower for the overcast periods, which is a result of
decreased radiative forcing under cloudy conditions (see Sec. 2.5.2). During the overcast
periods, the average spatial standard deviation is 0.4 K for 1 hour averages, which again
decreases by a factor of two for intervals of 128 hours. The most effective reduction of
temperature variability occurs when the averaging interval covers the time span from solar
noon to solar midnight, so that the diurnal amplitude averages out. Since the displayed
standard deviations are based on averaging intervals starting at solar noon, the most pro-
nounced reduction of spatial temperature variability occurs at the 12 hour interval for both
synoptic situations (see Fig. 2.7).

In any case, the spatial variability of surface temperature is strongly reduced for averaging
periods of one week, which determine the general temperature development of the subjacent
soil column. Three examples of weekly averaged thermograms, each representative for one
period as shown in Fig. 2.4, are displayed in Fig. 2.8a-c. The temporal variations within
the weekly averages are indicated as images of standard deviation (Fig. 2.8d-f). Sustained
differences in average surface temperatures are only observed during period (1). With a
total temperature difference of about /unit1K between dry and wet surfaces, they are small
and in the range of the error ∆T0, which amounts to 0.8 K for the dry rims and to 0.6 K for
the scene average. The only considerable temperature difference to scene average of −2.2 K
is generated at the free water surface of the pond, where the temperature uncertainty is
found to be 0.5 K (see Fig. 2.8a). The pronounced diurnal cycle, as described in Sec. 2.5.2,
results in high values of the standard deviation (Fig. 2.8d). A sharp contrast exists be-
tween the standard deviations of the wet and dry surfaces, which reflects their differences
in the diurnal temperature amplitude. The average values of the period (2) show only in-
significant spatial differences in surface temperature (Fig. 2.8b). The pond is now warmer
than the other surfaces, which is probably due to the large heat storage of the water body.
The predominately cloudy conditions with low values of net radiation during period (2)
lead to reduced standard deviations (Fig. 2.8e), which indicate the reduced diurnal tem-
perature amplitude compared to period (1). Furthermore, strong temperature differences
occur relatively rarely in period (2), which is reflected in the reduced spatial contrast of the
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standard deviation. During the third period (Fig. 2.8c), almost no temperature differences
are observed between the wet polygonal centers and the dry rims. The average surface
temperature is close to the freezing point and occasional ice cover formation on the pond
has been observed towards the end of period (3). This ice cover possibly explains the pond
surface temperatures well below the freezing point, but the effect is not fully understood
since only few data are available at the very end of the observation period. Compared
to the previous period, the standard deviation does not show significant differences (Fig.
2.8f). With exception of the free water surface, the observed spatial temperature differences
during period (1) and period (2) are not significant because they fall within the margin of
error, which is in the order of 0.4 K for both periods.

In the weekly averages only the pond shows a surface temperature, which is distinctly
different from the other surfaces. The temperature differences between wet and dry tundra
surfaces are reduced to an insignificant level within the weekly averages. These results
demonstrate that almost no long-term spatial temperature differences occur at the polygonal
tundra surface. Hence, sustained surface temperature differences due to the heterogenic
surface characteristics of the polygonal tundra can be excluded as a potential source of
spatial variability soil temperatures in deeper layers.

2.5.4 MODIS surface temperature observations

We compare the MODIS MOD11L2.5 and MYD11L2.5 LST products with the surface
temperature measurements of the terrestrial thermal imaging system (Fig. 2.9). The local
surface temperature measurements of the thermal camera are upscaled by weighting the
fractions of 26% wet, 27% moist, 32% dry and 15% water areas, as obtained by the land
cover classification over the entire island (see Sec. 2.4.1). The surface classes are uniformly
distributed over the island, so that all valid MODIS footprint areas represent the surface
composition of the island. The average measurement density during the entire observation
period is two measurements per day. The strong reduction of the potential 18 overpasses per
day not only originates from cloud cover, but also from footprint areas, which do not match
the 80% overlap criterion (see Sec. 2.4.6 and Fig. 2.1). Especially satellite measurements
under oblique angles produce footprint areas, which are much larger than the optimum
footprint area of 1 km2 and can exceed the total surface area of the island. In general,
the satellite data are in good agreement with the measurements of the thermal camera
(Fig. 2.9). Nevertheless, on few occasions the satellite measurements deviate strongly from
the terrestrial observations, most likely caused by incorrect cloud cover evaluation. These
measurements are found to be 5 to 15 K colder than the temperatures inferred from the
thermal camera, which indicates that cloud top temperatures are measured rather than
land surface temperatures. For this reason, these data values are classified as erroneous
measurements (Fig. 2.9). In addition to the cloud cover mask, the MODIS product provides
quality flags, which might help to exclude cloud affected data values. The flags indicate
that almost the entire data set is affected by nearby clouds. A general exclusion of these
data would result in a 90% reduction of the data set over the entire period, which would
be an unnecessary limitation, since most data values are found to be reasonable compared
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Figure 2.9: Land surface temperature (LST), as observed by the thermal camera and MODIS
sensor (erroneous data are marked). The differences between the weekly averages of the thermal
camera and the satellite data ∆Tsat are low for the first weeks, where the data density is high.
The satellite LST averages are strongly bias, where the data density is sparse and the erroneous
measurements induce additional temperature offsets (error bars).

to terrestrial observations (Fig. 2.9). In period (1) the average measurement density of
three successful satellite observations per day is high due to prevailing clear sky conditions.
Only two erroneous measurements are observed at the beginning of the period. During
period (2), which is dominated by overcast conditions, few successful satellite observations
are obtained, exclusively during short periods of clear sky conditions. The achieved average
measurement density is 0.6 per day. Most of the data received during this period must
be considered as erroneous. Period (3) is characterized by frequent clear sky conditions,
resulting in a number of successful satellite measurements without erroneous data. The
average measurement density during period (3) is one per day.

We now compare the weekly averages of the available satellite data with the true averages
obtained by the thermal camera. The weekly surface temperature values are based on step
wise averaging, using previous averages with hourly and daily intervals, in order to avoid the
overrepresentation of clumped satellite data. The differences between the weekly averages
of the upscaled thermal camera data and the MODIS product with and without erroneous
data are illustrated in Fig. 2.9. The erroneous measurements of the satellite data set lead
to a strong additional bias of the average values, especially when the data density is sparse.
The following evaluation is conducted under the assumption that a reliable cloud cover mask
is provided in order to separate the effect of erroneous data from the effect of the unequally
spaced satellite time series on the average temperature values. In period (1), the satellite
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averages are in very good agreement with the terrestrial observations due to the high data
density. During the beginning of period (2) average values can not be calculated, since no
measurements other than erroneous observations are available. At the end of period (2)
satellite data are predominately available during the night and the late afternoon, which
results in an underestimated average surface temperature. During period (3) satellite data
are frequently obtained near local noontime, which leads to an overestimated average value.
Hence, the averaging procedure fails under conditions with low measurement density and a
systematic overrepresentation of certain daytimes.

2.6 Discussion

On time scales longer than the diurnal cycle, the results of this study show that the surface
temperature variations, except for free water surfaces, average out. Hence, our results imply
that permafrost temperatures in the polygonal tundra are not affected by spatial surface
temperature differences due to heterogeneities of surface soil moisture. Sustained differences
in surface temperature occur at free water bodies, such as the examined polygonal pond,
which shows a surface temperature offset of 2.5 K in the weekly average during period (1).
The observed surface temperature differences between the pond and the tundra surface
are most likely the result of a distinctly different energy partition at free water bodies
induced by efficient energy storage due to convective heat transport and absorption of solar
radiation in the water column or at the ground. The effect of energy balance differences of
lakes on regional arctic climates has been shown in measurements by Rouse et al. (2005)
and simulations by Krinner (2003), Gutowski Jr et al. (2007) and ?, who demonstrate the
significantly different energy exchange processes at high latitude lakes compared to the
surrounding soil surface. It can be expected that larger fractions of water bodies within the
spatial averaging area induce significant temperature offsets.

Assuming that the results of this study can be transferred to other arctic wet tundra regions,
unresolved spatial surface temperature heterogeneities are not a limitation for permafrost
monitoring schemes based on remote sensing LST measurements. Temporal averages of
satellite LST measurements are valid for the covered surface area, even so landscape het-
erogeneities are not resolved by the sensor, as long as the fraction of free water surfaces is
small. This has been implicitely assumed in the permafrost monitoring schemes by Hachem
et al. (2008) and Marchenko et al. (2009). Hence, LST products such as MODIS L2 with a
spatial resolution of about 1 km2 are applicable for permafrost monitoring schemes. How-
ever, such schemes require accurate temporal LST averages, which are necessarily based
upon accurate measurements in appropriate temporal density. Due to these requirements
three major problems are identified for the development of satellite based permafrost mon-
itoring schemes:

1. The temporal resolution of the satellite time series is strongly affected by cloud cover,
which leads to clustered time series, where averaging is problematic. Hence, reliable
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gap filling methods must be developed. Possible gap filling procedures are demon-
strated by Hachem et al. (2008), other approaches might be based on reanalysis prod-
ucts.

2. The existing cloud cover detection of satellite products such as MODIS must be im-
proved, since unidentifiable measurement errors result in strongly biased average tem-
peratures, especially when data are sparse. In the present state, this problem would
make reliable gap filling methods more difficult or even impossible.

3. For satellite pixels with a high fraction of free water surfaces, a biased temperature
record for the land area is likely. Further work on the effect of water bodies, such as
polygonal ponds and thermokarst lakes, on the larger-scale surface temperature and
energy balance is desirable for the implementation of LST products in future schemes
of permafrost monitoring in wet tundra landscapes.

Although the results show that spatial temperature differences vanish on longer time scales,
they are important for atmospheric energy exchange processes acting on much shorter time
scales. The observed short term spatial surface temperature differences are mainly con-
trolled by the by net radiation. Under clear sky conditions and strong radiative forcing,
the temperature differences between wet and dry locations can be on the order of 4 to 6 K
and exceed 12 K between open water bodies and dry surfaces. The temperature variations
indicate distinctly different surface energy budgets, which can be caused by differences in
albedo, energy storage in the ground, aerodynamic resistance or resistance to evapotran-
spiration. The surface temperature differences at wet and dry locations lead to distinctly
different sources of sensible heat fluxes in immediate vicinity of each other. Furthermore,
the differences in surface soil moisture most likely result in different evapotranspiration
rates and thus latent heat fluxes. Due to the small distance between the sensible and latent
heat flux sources, energy reallocation processes are possible, which could affect the energy
balance on a larger scale (e.g. Guo and Schuepp 1994, Mahrt et al. 1994, Neumann and
Marsh 1998). A better understanding of the relation between these small-scale processes
and the larger-scale boundary layer dynamics, which are the result of accumulated local
energy exchange processes, would enhance the process knowledge of the landscape specific
climate dynamics in wet tundra regions.

2.7 Summary and Conclusion

The spatial and temporal characteristics of summer surface temperatures of a heterogeneous
polygonal tundra landscape are investigated using ground based high resolution thermal
infrared measurements. The measurements are used for ground-truthing a MODIS LST
product. The following conclusions are drawn with respect to future satellite permafrost
monitoring schemes:

• The spatial surface temperature variations at the wet polygonal tundra greatly reduce
for averaging periods longer than the diurnal cycle. This has strong implications for



2.8. ACKNOWLEDGEMENTS 49

satellite based permafrost monitoring schemes, since the validity of surface tempera-
ture averages is not affected by unresolved landscape heterogeneities, except for free
water bodies.

• Free water bodies show sustained differences in surface temperature to the remaining
tundra surface. Hence, high resolution land-water masks are essential for the interpre-
tation of satellite LST products, since unresolved water bodies can bias the satellite
observations, if a high fraction occurs in the satellite footprint area.

• The success rate of MODIS LST data acquisition is limited due a frequent cloud cover,
which is typical for arctic regions. Reliable surface temperature averages therefore
require the development of gap filling procedures. Furthermore, the satellite data are
biased by occasional erroneous measurements, which are caused by an incorrect cloud
cover mask. This limitation should be overcome to enhance the data quality of the
LST product.

Satellite based LST measurements bear great potential as a basic input parameter for a
monitoring scheme of the thermal state of permafrost soils. However, continued effort will
be required to overcome the mentioned limitations, if such monitoring schemes are intended
to be applied on large scales.
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Chapter 3

Paper II
Permafrost and surface energy balance of a polygonal tundra
site in northern Siberia - Part I: Spring to fall

3.1 Abstract

Permafrost thawing is essentially determined by the surface energy balance, which poten-
tially triggers the activation of a massive carbon source, if previously frozen organic soils
are exposed to microbial decomposition. In this article, we present the first part of a com-
prehensive annual surface energy balance study performed at a polygonal tundra landscape
in northeast Siberia, realized between spring 2007 and winter 2009. This part of the study
focuses on the half year period from April to September 2007-2008, during which the sur-
face energy balance is obtained from independent measurements of the radiation budget,
the turbulent heat fluxes and the ground heat flux at several sites. The short-wave radiation
is the dominant factor in the surface energy balance during the entire observation period.
About 50% of the available net radiation is consumed by latent heat flux, while the sensible
and the ground heat flux are both on the order of 20 to 30%. The ground heat flux is mainly
consumed by active layer thawing, where 60% of soil energy storage are attributed to. The
remainder is used for soil warming down to a depth of 15 m. The controlling factors for
the surface energy partitioning are in particular the snow cover, the cloud cover and the
soil temperature gradient. Significant surface temperature differences of the heterogeneous
landscape indicate spatial variabilities of sensible and latent heat fluxes, which are verified
by measurements at different locations. However, differences in the partition between sensi-
ble and latent heat flux for the different sites only exist during conditions of high radiative
forcing, which only occur occasionally.

3.2 Introduction

The thermal state of permafrost and its susceptibility towards degradation is fundamentally
determined by the surface energy balance. Recent studies revealed that essential climate
changes take place in the Arctic and are expected to proceed in the future (Overpeck
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et al. 1997, Hansen et al. 2001, Comiso 2006, Overland et al. 2008). There is observational
evidence that energy and water exchange processes in the arctic landscapes are already
substantially affected, which also involves the thermal state of permafrost (Serreze et al.
2000, Hinzman et al. 2005). Permafrost, which occupies about 25% of the land area of the
Northern Hemisphere (Brown et al. 1997), is considered an important factor in the complex
feedback mechanisms of the climate system due to its massive carbon storage capabilities
(Christensen and Cox 1995, Callaghan et al. 2004, McGuire et al. 2006). Zimov et al. (2006)
estimated that about 970 Gt of carbon are stored in permafrost soils worldwide, which is
about twice the amount of the actual atmospheric carbon concentration. Until now it is un-
clear whether permafrost regions will turn into massive sources of greenhouse gases, such as
methane and carbon dioxide, as the frozen soils begin to thaw (Hobbie et al. 2000, Davidson
and Janssens 2006). This raises the question about the amount of stored organic material
that will be exposed to microbial decomposition as a result of permafrost degradation and
progressing thaw depths under a warming climate. Recent measurements in wet tundra
landscapes demonstrate the importance of the freeze and thaw dynamics for methane emis-
sion, which are related in a non-linear manner (Christensen et al. 2003, Sachs et al. 2008,
Mastepanov et al. 2008). For this purpose, efforts have been initiated to incorporate per-
mafrost and the annual freeze and thaw dynamics in global climate models (e.g. Stendel and
Christensen 2002, Lawrence and Slater 2005, Nicolsky et al. 2007, Lawrence et al. 2008).
However, the energy exchange processes at the soil-atmosphere interface strongly depend
on the landscape characteristics, such as surface moisture, vegetation cover, snow cover and
soil properties. These characteristics are incorporated in climate models as parameteriza-
tions of e.g. surface roughness, resistance to evaporation and thermal properties of soil or
snow. The representation of permafrost in climate models therefore essentially depends on
the parameterization that is used to describe the surface energy balance. To support and
validate modeling, it is desirable to obtain process studies, which deliver important infor-
mation about the landscape specific energy balance characteristics and their determining
factors. Long-term energy balance studies are especially important in arctic regions, where
the surface energy budget is characterized by an extreme seasonality and where meteoro-
logical measurements are sparse (Westermann et al. 2009).
This study presents the annual energy balance of a wet tundra landscape in northern Siberia
from spring 2007 until winter 2009. The study has been performed at a site dominated by
polygonal tundra, which constitutes a typical permafrost landscape (Zhang et al. 2008).
Based on standard meteorological measurements Boike et al. (2008) contrasts the energy
and water balances of a wet and a dry summer at the study site. In this study, we extend
this previous work over the entire annual cycle by using independent measurements of all
components of the surface energy balance. Furthermore, we investigate the impact of the
considerable surface heterogeneity of the wet tundra landscape on the regional energy bal-
ance. The results of this study are presented in two parts: Part I comprises the period from
April to September, which is characterized by increasing soil temperatures at the study site.
Part II focuses on the winter period from October to March, which represents the period
of soil cooling (Langer et al. 2010b).
The aim of the study is (i) to evaluate the annual surface energy balance at the study site,
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(ii) to determine the controlling and limiting factors in the energy partitioning and the
transport processes, (iii) to evaluate the seasonal and inter-annual variability and (iv) to
elucidate the impact of surface heterogeneities on the energy balance at the landscape scale.

3.3 Study site

The study site is located on Samoylov Island (72◦ 22’ N; 126◦ 30’ E) at the upper part of
the Lena River Delta (Fig. 3.1). It is characterized by a wet tundra landscape typical of
northern Siberia. Samoylov Island covers an area of about 4.5 km2 with an elevated eastern
terrace and a lower western flood plain. The region features a typical arctic-continental
climate with a mean annual air temperature (MAAT) of about −13 ◦C and a total annual
precipitation around 250 mm (Boike et al. 2008). The ice break-up of the Lena River and
the snow melt usually start at beginning of June. The snow-free period lasts until the end
of September, during which maximum air temperatures of about 20 ◦C are reached. The
regional climate and the synoptic conditions are influenced by both the Siberian High and
the Polar Low pressure system. During the summer period, intermediate cyclone activity
with low intensity are typically observed, while cyclones with high intensity, but short life-
time are more frequent in winter (Zhang et al. 2004). However, the strong Siberian High
strongly affects the Lena Delta region during the winter months and causes air temperatures
to fall frequently below −45 ◦C. The study site is in the zone of continuous permafrost, with
permafrost depths reaching 500 to 600 m in the wider area around the study site (Grigoriev
1960). The soil temperatures are very low: in the depth of the zero annual amplitude (ap-
proximately 15 m), the soil temperatures are about −10 ◦C. The maximum thaw depths
during summer range from 0.40 to 0.50 m. The permafrost landscape features characteristic
polygonal surface structures, which are typical for the wet tundra landscapes. These pat-
terns are 50 to 100 m2 large and usually consist of dry elevated rims and depressed centers,
which are filled with water-saturated peat soils or shallow ponds. The vegetation at the
wet centers is dominated by hydrophilic sedges and mosses, while the elevated dry rims are
dominated by mesophytic dwarf shrubs, forbs and mosses. For a more detailed description
of the vegetation and landscape characteristics, refer to Are and Reimnitz (2000), Kutzbach
et al. (2004), Kutzbach et al. (2007), Boike et al. (2008) and Sachs et al. (2008).

3.4 Methods

The energy balance equation is written as

Qnet = QH +QE +QG + [Qmelt] + C, (3.1)

where Qnet denotes the net radiation, QH the atmospheric sensible heat flux, QE the at-
mospheric latent heat flux, QG the ground heat flux, Qmelt is the energy flux consumed
by the snow melt, which can be inferred from to the energy required to thaw the snow
pack, Emelt, and the duration of the melt period. As independent field measurements of the
components are subject to errors, a residual of the energy balance or closure term C can
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Figure 3.1: (a) Permafrost distribution in Siberia (Brown et al. 1997); the location of the
Lena River delta is marked in red. (b) Satellite image of the Lena River delta obtained from
the Landsat Thematic Mapper (USGS 2000); the location of Samoylov Island is marked in red.
(c) High-resolution aerial image of the study site on Samoylov Island, where the considerable
small-scale heterogeneity of the surface cover is visible. The locations of all installations are
marked, the approximate footprint areas of the eddy covariance systems are indicated in red.
The fractions of wet, dry and water surfaces in the concerning foot print areas are calculated
using the foot print model of Schmid (1994).
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remain. The measurement setup and the expected margins of error are described in detail
in the following paragraphs.

3.4.1 The Radiation balance

The net radiation budget is the most essential term in the surface energy balance and can
be written as

Qnet = QS↓ −QS↑ +QL↓ −QL↑ , (3.2)

where QS↓ and QS↑ are the incoming and outgoing short-wave components and QL↓ and
QL↑ the incoming and outgoing long-wave components, respectively. Using the surface
albedo α and Stefan-Boltzmann law, the radiation balance can also be rewritten as

Qnet = QS↓(1− α) + εQL↓ − εσT 4
surf , (3.3)

where ε is the surface emissivity, Tsurf the surface temperature and σ is the Stefan-Boltzmann
constant. In the present study, a variety of sensors is used to determine the radiation compo-
nents. The net radiation Qnet is measured with the NR-Lite (Kipp & Zonen, Netherlands)
net radiation sensors mounted in 1.5 m height. Additional net radiation measurements
(CNR1, Kipp & Zonen, Netherlands) with higher accuracy are available during mid sum-
mer 2007 and for the entire observation period of 2008. The CNR1 four component sensor
separately measures all radiation balance components. The sensor is located in the vicinity
of the eddy-covariance station and is mounted on a 2 m mast (Fig. 3.1). Further net radi-
ation measurements with an NR-Lite sensor are conducted at a thermokarst pond, which
is approximately 0.8 m deep. These additional measurements are performed to investigate
differences in the radiation balance between the tundra surface and shallow water bodies,
which are a frequent landscape element (Fig.3.1). The evaluation of the accuracy of the em-
ployed net radiation sensors is difficult, since World Meteorological Organization (WMO)
quality standards are not available for net radiation sensors. Studies comparing the em-
ployed sensors with high-accuracy single component sensors (Brotzge and Duchon 2000,
Kohsiek et al. 2007) suggest a relative measurement accuracy of about 20% for the NR-Lite
and about 10% for the CNR1 sensor. A sensor comparison under field conditions shows
that daily averages of the NR-Lite sensor are about 5 to 10 W m−2 lower compared to the
values obtained by the four component sensor. This bias is in most cases within the assumed
error margins, but becomes significant under conditions of low net radiation. In addition
to the net radiation sensors, measurements of the upwelling thermal radiation (CG1, Kipp
& Zonen, Netherlands) are available at the standard climate tower (Fig. 3.1), while spatial
differences are measured with distributed infrared surface temperature sensors (IRTS-P,
Apogee Instruments, USA). The infrared sensors are mounted on small tripods about 0.8 m
above the surface and are placed above different tundra soils. According to instrument
specifications, the IRTS-P sensors deliver surface temperatures with an accuracy of about
0.5 ◦C, from which we infer the upwelling thermal radiation following Stefan-Boltzmann law
(compare Eq. 3.3). We assume emissivities ε of 0.98 for wet and 0.96 for dry tundra surfaces
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(Langer et al. 2010c). In order to obtain a more differentiated picture of the short-wave
radiation balance, spatially distributed albedo measurements are conducted with a mobile
short-wave radiation sensor. The albedo measurements are conduced during solar noon
under clear-sky conditions to obtain a maximum accuracy.

3.4.2 Turbulent heat fluxes

The turbulent fluxes of momentum, u2∗, sensible heat, QH and latent heat, QE , are deter-
mined with the eddy covariance method. The applied eddy covariance system consists of
a Campbell C-SAT 3D sonic anemometer and open path LICOR LI-7500 CO2 and H2O
gas analyzer mounted on a 2.4 m mast. The data are sampled at a rate of 20 Hz using
a Campbell CR3000 data logger. Sonic anemometer measurements are conducted during
the entire observation period, while the gas analyzer is operated only during the field cam-
paigns, when a reliable power supply and regular maintenance can be accomplished. The
eddy-covariance method is based on high-frequency measurements of the sonic temperature
Ts, the specific humidity q, the horizontal and vertical wind speed components u and w.
Using Reynolds decomposition, the turbulent flux components can be evaluated from the
covariances u′w′, T ′

sw
′ and q′w′ of the fluctuations u′, w′, T ′

s and q′ around the average
values of the above quantities as

u2∗ = u′w′, (3.4)

QHB = ρair cp T ′
sw

′, (3.5)

QH = ρair cp T ′w′ = ρair cp (T ′
sw

′ − 0.51T q′w′), (3.6)

QE = ρair Llg q′w′, (3.7)

where QHB denotes the buoyancy flux, cp the specific heat capacity of air at constant
pressure and Llg the specific latent heat of vaporization of water. Note that in the case
of measurements over a frozen (snow) surface, Llg must be replaced by the latent heat of
sublimation Lsg. The buoyancy flux QHB differs from the true sensible heat flux QH due to
the difference between the measured sonic and the real air temperature Ts = T (1 + 0.51q).
Hence, the covariance T ′w′ must be corrected according to Eq. 3.6, if measurements of the
specific humidity q are available (Schotanus et al. 1983). As the LICOR gas analyzer is
not operated continuously (see above), this correction cannot be applied during parts of
the spring and summer period in 2007. The error induced by interpreting the buoyancy
flux as sensible heat flux can be estimated using the Bowen ratio, QH/QE . For Bowen
ratios of approximately 0.5 and average air temperatures of T ≈ 300 K, the offset is on
the order of 15%, which constitutes an additional error during the respective periods. The
turbulent fluxes are calculated for 30 minute intervals with the internationally standardized
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‘QA/QC’ software package ‘TK2’ (Mauder and Foken 2004, Mauder et al. 2007), which in-
cludes all ‘state-of-the-art’ corrections and tests. The quality assessment follows the scheme
of Foken et al. (2004), which is based on tests for stationarity of the turbulence and the
integral turbulence characteristic (ITC). In this study, the latter is not applied, since the
quality criterion of the integral turbulence characteristic is not well defined in arctic region,
where stable atmospheric stratification and intermittent turbulence are common (Lüers and
Bareiss 2009). The stationarity criterion is considered to be sufficiently fulfilled (quality flags
1 and 2), if the average covariance inferred from 5 minute subintervals do not deviate more
than 30% from the covariance value over the entire 30 minute interval (Foken et al. 2004).
A graduation of the deviation is used as a quality measure, expressed with quality flags
between 1 and 9. In this study, we accept sensible heat fluxes, if both the quality flags of
u′w′ and T ′

sw
′ feature quality values of 6 or better. For the latent heat fluxes QE , we use

the quality flags of u′w′ and q′w′, respectively. This quality standard is recommended for
long-term observations (Foken and Wichura 1996). In other field experiments, this quality
level is found to be associated with a relative measurement accuracy of about 15% (Mauder
et al. 2006), which we assume as the general accuracy of the obtained turbulent heat fluxes.
The quality assessment causes a data reduction of about 3% for the sensible and about
4% for the latent heat fluxes. A further data reduction of about 14% originates from the
exclusion of the wind sector between 263◦to 277◦, which is considered to be the lee area of
the measurement setup. In order to obtain the magnitude of the latent heat fluxes, when
measurements of the LICOR gas analyzer are not available, we use a model approach based
on the parametrization of turbulent fluxes introduced by Høgstrøm (1988). The required
parameters, such as roughness lengths and surface resistance to evaporation, are determined
by model optimization to available measurements. A detailed description of the used model
is given in Appendix 3.8.3. An overview of the available dataset is given in Tab. 3.2, where
the modeled latent heat fluxes are marked.
Large-scale differences in the distribution of wet and dry tundra patches as well as shallow
ponds potentially create differences in the turbulent heat fluxes on the landscape scale.
It is therefore unclear whether the turbulent heat fluxes obtained at a single location are
representative on the landscape scale. The impact of such surface heterogeneities on the
turbulent heat flux characteristics is evaluated by a second eddy covariance system dur-
ing the summer of 2008. The second system is identical to the first one and is used as a
mobile station, which is moved in a weekly interval along a 1 km east-west transect across
the study site (Fig. 3.1) while the first system provides simultaneous measurements at the
reference location. The flux source area of each half-hour value is determined with the
footprint model of Schmid (1994). For the footprint calculations, we assume a constant
roughness length z0 = 10−3 m, which we directly infer from the turbulence measurements
under neutral atmospheric stratification (Foken 2008). This value is consistent with typical
roughness lengths reported for short grassland (Oke 1987, Foken 2008). The fractions of
wet and dry tundra areas as well as polygonal ponds for eddy footprint areas are derived
from aerial photographs using supervised classification based on field mapping. The loca-
tions of the stationary and the mobile eddy system feature differences in average surface
soil moisture according to differences in the polygonal structures. The blending height lb
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Table 3.1: Used soil and snow parameters for ground heat flux calculations. Values of porosity
Pdry and water content θw are inferred from soil sample analysis and in situ soil water content
measurements. The heat capacities are calculated by weighting Ch,w and Ch,s according to
water content and porosity. The thermal diffusivities Dh are determined with the conductive
method (see Sect. 3.4.3), from which we obtain the thermal conductivities Kh in conjunction
with the assumed heat capacity. Errors are calculated using Gaussian error propagation.

Substrate Pdry θw Ch [MJm−3K−1 ] Dh [m2 s−1 ] Kh [Wm−1 K−1 ]

dry peat 0.8 ± 0.1 0.1 ± 0.1 0.9 ± 0.5 0.16 ± 0.01 0.14 ± 0.08
wet peat 0.8 ± 0.1 0.7 ± 0.1 3.4 ± 0.5 0.19 ± 0.04 0.6 ± 0.17
saturated peat 0.8 ± 0.1 0.8 ± 0.1 3.8 ± 0.2 0.19 ± 0.02 0.72 ± 0.08
snow ρsnow = 190 ± 10 kgm−3 0.40 ± 0.04 0.54 ± 0.04 0.22 ± 0.03

can be approximated by lb ≈ Lx/200 (Garratt 1994), where Lx is the horizontal scale of
heterogeneity. With an approximate size of 20 m of the polygonal surface elements, the
measurement height of 2.4 m is well above the blending height, so that the obtained flux
values can be considered a spatial average of the footprint areas.

3.4.3 Ground heat flux

The ground heat flux is essential for permafrost, since it determines the annual active layer
dynamics as well as the long-term thermal stability of the permanently frozen ground. In
this study we apply two different methods to determine the ground heat flux on different
time scales.

Calorimetric method

The calorimetric method is used to evaluate the average ground heat flux over longer periods
(Appendix 3.8.1). The method is based on soil temperature and moisture measurements
and calculates the average ground heat flux from changes in the sensible and latent heat
content of a soil column. The method has been successfully applied in several permafrost
regions and is described e.g. by Boike et al. (1998) and Westermann et al. (2009). We
use a measurement setup consisting of an active layer temperature and moisture profile
to a depth of 0.5 m, which features 5 thermistors (107-L, Campbell Scientific, USA) and
5 Time-Domain-Reflectometry (TDR) soil moisture probes (CS610-L, Campbell Scientific,
USA). The calorimetric methods requires temperature measurements to a depth, where no
temperature changes occur in the considered time interval (Appendix 3.8.1). The tempera-
ture profile to the depth of zero annual amplitude (15 m) are measured in a 26 m bore-hole
with a temperature chain featuring 24 thermistors (XR-420, RBR Ltd., Canada).

Conductive method

The conductive method is primarily used to evaluated the diurnal course of the ground heat
flux through the upper most ground surface Westermann et al. (2009). Depending on the
surface conditions, the ground surface is either defined as the soil or the snow surface. This
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method directly calculates the heat flux through the soil surface by solving the differential
equation of conductive heat transport (Appendix 3.8.2), which involves the determination
of the thermal conductivity of the soil using shallow temperature profile measurements. As
the conductive method is not feasible during periods, when a phase change of water occurs,
we exclude the transition periods in spring and fall from such calculations. The employed
temperature profiles are installed between the surface and about 30 cm depth in different
soil substrates, and consist of at least three thermocouples or thermistors with accuracies
better than 0.2 K. The instrumented soil substrates are classified as dry, wet and saturated
peat soils (Tab. 3.1). The sensors of each profile are placed in soil layers considered to
be homogeneous in composition according to visual examination. Furthermore, we assume
constant thermal properties over the considered time intervals (Appendix 3.8.2), which is a
good assumption for saturated and super-saturated soils.
During early spring, the heat flux through the snow cover can be calculated using a similar
approach. The determination of the snow thermal properties is based in measurements
of the snow density and of temperature profiles in the snow conducted in spring 2008.
The boundary conditions for the heat flux calculations are obtained from a infrared surface
temperature sensor and a thermistor located at the soil-snow interface. Snow heat fluxes are
calculated for periods of constant snow depth, which is measured with a ultrasonic ranging
sensor (SR50, Campbell Scientific, USA) located next to the measurement setup. The
obtained snow heat fluxes must be considered a rough approximation, since the assumption
of constant thermal snow properties may be violated in reality (e.g. Sturm et al. 1997, Zhang
2005).

Soil and snow parameters

Both methods of ground heat flux calculations require knowledge about the thermal prop-
erties of soil or snow (compare Appendix 3.8.1, 3.8.2). The heat capacity is an essential
parameter, which we infer from soil component analyses of soil samples taken during the
field campaigns and in situ water content measurements. We assume an error of 10% on
each soil fraction, such as water content, ice content and solid soil matrix. A bulk heat
capacity of 2.3 ± 0.3 MJm−3K−1 is used for the solid soil fraction. The obtained soil prop-
erties and the associated heat capacities are depicted in Tab. 3.1. It is evident, that large
uncertainties in heat capacity occur at the dry peat soils, since already small variations
in the soil composition induce errors of about 60%. As a consequence, we do not evalu-
ate soil heat fluxes at dry locations. The conductive method allows to determine further
soil properties, such as the thermal diffusivity and the heat conductivity (Appendix 3.8.2),
which are displayed in Tab. 3.1. For wet tundra soils, the obtained diffusivity values show
variations in the range of 20%, which results in a combined error of about 30% for the heat
conductivity. A similar error range is calculated for the snow heat conductivity, which we
infer from snow density and snow temperature profile measurements using the conductive
method (see Appendix 3.8.2). For simplicity, we assume an error of 30% as appropriate for
all ground heat flux calculations, which is about 10% larger than the errors assumed for the
other energy balance components.
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3.4.4 Ancillary measurements

Measurements of air temperature and relative humidity (MP-100, Rotronic, Switzerland)
are performed at the standard climate tower in the vicinity of the eddy covariance system
(Fig. 3.1). The snow melt during spring is evaluated based on ultrasonic ranging sensors
(SR50, Campbell Scientific, USA) located at the standard climate station and the polygonal
pond. In addition, we approximate the evolution of snow free areas during the ablation
period by automatic daily photographs of the measurement site. The latent heat content of
the snow cover Emelt is inferred from spatially distributed measurements of the snow-water
equivalent immediately before the onset of snow melt in 2008. With an almost identical
snow depth, a similar snow-water equivalent is assumed for 2007.

3.5 Results

3.5.1 Seasonal energy balance characteristics

The time span considered in this study ranges from April until September of the years 2007
and 2008. For the description of the seasonal energy balance characteristics, we separate
the observation period into three subsections according to the specific seasonal climate
conditions. The segmentation of the observation period follows broad synoptic changes,
such as the presence of snow, the general air temperature evolution and the occurrence of
frost events. While the resulting segmentation is unequally spaced, we provide an equally
spaced overview over the seasonal energy balance in Fig. 3.5. In the following paragraphs,
we also examine inter-annual differences in the surface energy balance.

Spring (1 April - 31 Mai)

During the spring period, the daily average air temperatures increase strongly from −16 ◦C
to 6 ◦C in 2007 and from −25 ◦C to 2 ◦C in 2008, with notable differences between both
years. The increasing temperatures are accompanied by steadily increasing short-wave ra-
diation after the end of the polar night and the shrinking snow cover towards the end of
the period. According to the ultrasonic snow depth sensor, the early spring snow depths
are in the range from 0.30 and 0.35 m in both years. These point values are confirmed by
spatially distributed snow water equivalent measurements in 2008, which yield an average
snow depth of about 0.30 m with an average snow density of 190 kgm−3. The onset and
course of the snow melt are almost identical for both years. While the snow melt starts in
the mid of May shortly after the beginning of the polar day, it typically does not occur in
a single event, but is interrupted by declining air temperatures and subsequent snowfall.
The first snow melt event last only a few days (10-19 May 2007 / 10-14 May 2008), dur-
ing which the elevated polygonal rims become partly snow-free (Fig. 3.2). The subsequent
snow fall delivers only a few centimeters of additional snow cover, which disappear quickly
in the second and final melt event (22-30 May 2007 / 21-29 May 2008). In the following,
we refer to the period before the onset of melting as the pre-melt period, while the sub-
sequent time is denoted the snow melt period. The average radiation budget is positive



3.5. RESULTS 61

Table 3.2: Average heat fluxes and essential climate parameters. Values are in W m−2 , if
not indicated differently. Turbulent heat flux values marked in bold are affected by minor data
gaps, due to quality or lee sector data exclusion. Radiation values measured with the NR-Lite
sensor are marked with 	, and values obtained with the four component sensor (CNR1) are
indicated with ⊕. Modeled values of latent heat flux are indicated with ‡. The springtime
precipitation is replaced by the snow water equivalent (SWE).

Spring Summer Fall
2007 2008 2007 2008 2007 2008

04/28-05/31 04/22-05/31 07/12-08/23 06/07-07/08 09/01-09/30 09/01-09/30
07/29-08/30

Qnet 44	 27⊕ 81⊕ 104⊕ 7	 11⊕ 5	

∆QS - 61 119 145 - -
∆QL - -34 -38 -41 - -

QH 8.7 1.3 14 22 -1.5 -4.4
QE 12‡ 9.7 40 44 15‡ 19
QG,net 18 14 15 22 6 0.5
QG,sensible 17 13 5 9 6 4
QG,latent 1 1 10 11 0 -3.5
Emelt [MJm−2 ] 19 19 - - - -
C -1.7 -3 12 18 -12.5 -10.1

Tsurf [◦C ] -3.8 -6.9 10.5 9.2 3 1.2
Tair [◦C ] -4.7 -6.9 9.2 8.2 2.6 1.6
RH [%] 84 84 84 84 88 87
P [mm ] SWE: 60 SWE: 57 58 100 49 21

04/17/08 04/22/08 04/27/08 05/02/08 05/07/08 05/12/08 05/17/08 05/22/08 05/27/08
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Figure 3.2: Net radiation, sensible heat flux, latent heat flux, wind speed, atmospheric sta-
bility parameter ζ = z/L∗ and approximate fraction of the snow-covered area (in gray) during
spring 2008. The energy balance is strongly related to the evolution of the snow melt. The
wind speed is significantly increased during the melt period and the atmospheric stratification
is essentially neutral. Varying atmospheric conditions are observed in the pre-melt period.
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during the entire spring period and of similar magnitude in both years (Fig. 3.5). Before
the onset of snow melt, the diurnal cycle of the net radiation ranges from -40 to 50 W m−2,
but increases significantly after the snow cover has disappeared. This rapid change in the
radiation budget is related to the drastic change of the surface albedo, which is about 0.8
before and 0.2 after snow melt. This change in the surface characteristics is reflected in all
energy balance components, which we depict in Fig. 3.2. The turbulent sensible heat flux
ranges from -30 to 20 W m−2 during the pre-melt period and basically follows the course
of the surface radiation budget. About two days before the onset of snow melt, persistent
negative sensible heat fluxes are observed, which appear to be partly decoupled from the
net radiation budget (Fig. 3.2). The snow surface temperature approaches 0 ◦C around
noon. This relation indicates that both the turbulent sensible heat fluxes as well as the
incoming short-wave radiation contribute to the snow melt. As soon as snow free areas are
present, the sensible heat flux rapidly exceeds values of 40 W m−2. After the snow cover
has disappeared entirely at the end of May, the sensible heat flux reaches peak values of
90 W m−2. A similar evolution is observed for the latent heat flux, which is between 0 and
10 W m−2 before the onset of snow melt and quickly increases to values of 50 W m−2 during
the first snow melt event. After the final melt period, the latent heat flux exceeds values of
100 W m−2 and features an average value of 35 W m−2 during the last ten spring days of
2008. This average heat flux corresponds to 30 MJm−2 or to 12 mm of evaporated water,
respectively. As the snow water equivalent of 2008 amounts to approximately 57 mm, about
20% of the snow cover sublimate or evaporate during the last spring days. Hence, the snow
cover effectively supplies 45 mm to the summer time water budget, which constitutes about
20% of the precipitable water of the entire observation period. Considering similar snow
heights and the identical course of the ablation process, a similar magnitude of snow cover
contribution to the water balance can be assumed in 2007.
The atmospheric stratification is reflected in the stability parameter ζ, which is essentially
zero during neutral conditions, larger than zero for stable and smaller than zero for unsta-
ble atmospheric stratifications. During the pre-melt period, the atmospheric stratification
changes frequently between stable and unstable conditions (Fig. 3.2). At this time, neu-
tral stratifications occur occasionally in conjunction with wind speeds larger than 2 ms−1.
With the onset of snow melt, the wind speed is generally high and the atmospheric strat-
ification becomes essentially neutral (Fig. 3.2). The average ground heat flux during the
spring period is remarkably positive and dominated by storage of sensible heat in both years
(Tab. 3.2), which is associated with a steady warming of the deeply frozen soil. A closer
look at the evolution of the ground heat storage (Fig. 3.3) reveals a faster soil warming in
early spring 2007. This difference in the evolution of the ground heat budget compared to
2008 is related to significantly warmer air and snow surface temperatures, but relatively
cold soil temperatures in early spring 2007 (Tab. 3.2). In both years, the amplitude of the
ground heat flux through the snow cover typically ranges from -20 and 20 W m−2 during
the pre-melt period and is thus in the range of the turbulent sensible heat fluxes.
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Figure 3.3: Internal energy of the soil over the entire observation period in a) 2007 and b)
2008. The soil temperatures of 2007 are colder in spring and the air temperatures are warmer,
which explains the increased heat storage at the beginning of the period. Towards the end,
the soil temperatures are almost equal.
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Figure 3.4: Exemplary heat fluxes, wind speed and stability parameter during late summer
2008, overcast periods are marked in gray.

Summer (01 June - 31 August)

The summer period is characterized by a strong short-wave radiative forcing, a snow-free
surface, day time temperatures well above the freezing point and the thawing of the ac-
tive layer (Fig. 3.5, Tab. 3.2). Polar day conditions last until August 7, featuring high
values of incoming short-wave radiation. Daily averages of incoming short wave radiation
frequently exceed values of 300 W m−2 under clear-sky conditions and can be as low as
20 W m−2 under overcast situations, which occur frequently. The reduced solar radiation
during cloudy conditions is partly compensated by the thermal sky radiation, which is then
significantly increased. The daily averages of incoming long-wave radiation typically ranges
from 280 W m−2 for clear-sky and 380 W m−2 for cloudy situations. The daily averages of
emitted long-wave radiation vary between 330 W m−2 and 420 W m−2, which corresponds
to average surface temperatures of 3 and 20 ◦C. Consequently, the net long-wave losses fre-
quently exceed 100 W m−2 during clear-sky conditions, while they are almost zero during
overcast situations. The average summer net radiation of 2007 is slightly higher compared
to 2008 (Fig. 3.5), which is most likely caused by differences in cloudiness. This is also
confirmed by the precipitation rates, which are doubled during the early summer period of
2008.
In both years, unstable stratifications (ζ < 0) occur frequently during the day, but usu-
ally do not last longer than 12 hours. The nights are dominated by neutral stratifications
(ζ ≈ 0), while stable atmospheric conditions (ζ > 0) are only observed occasionally under
calm conditions and highly negative values of the net radiation. The turbulent heat fluxes
constitute dominant components in the summer time energy balance. About 20 to 30%
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of the available radiative energy is consumed by turbulent sensible heat flux, while evapo-
transpiration amounts to about 40 to 50% (Fig. 3.5, Tab. 3.2). The turbulent heat fluxes
show a strong diurnal cycle and frequently exceed values of 130 W m−2 for the sensible and
150 W m−2 for the latent heat flux during the day. During the night, significant negative
sensible heat fluxes on the order of −20 W m−2 are observed, while negative latent heat
fluxes (dew fall) occur only occasionally. Such events are then associated with a highly
negative net radiation and low surfaces temperatures, as they occur at the end of the sum-
mer section. We depict an exemplary period during late summer 2008 in Fig. 3.4, which
illustrates the typical diurnal cycle of the heat flux components forced by the incoming solar
radiation. The wind speed appears to be associated with a diurnal pattern (Fig. 3.4), which
indicates enhanced turbulent heat exchange during the day and lowered turbulence during
the night. A dependence of the wind direction on the day time is not detected. For both
years, the average Bowen ratio QH/QE is essentially below zero and indicates high rates of
evapotranspiration. The amount of evaporated water is about 70 mm in 2007 and about
100 mm in 2008, which is about the same as the precipitation measured in the concerned
sub-periods (Tab. 3.2).
When comparing the turbulent heat fluxes for the two years, it must be emphasized that
the average flux values depicted in Tab. 3.2 are based on different sub-periods and are not
directly comparable. For the inter-annual comparison, we make use of modeled latent heat
flux values. The gap-filled energy balance with equally spaced averaging intervals is illus-
trated in Fig. 3.5. Inter-annual differences in the turbulent heat fluxes occur during the
early and mid summer period, when the net radiation budget of 2008 is also affected by
clouds. The reduced radiation budget results in generally decreased sensible heat fluxes,
while the latent heat fluxes appear to be slightly increased during early summer 2008. In
both years, the ground heat flux denotes a remarkable term in the summertime energy
balance, which consumes about 20 to 25% of the available radiation budget. The ground
heat flux is characterized by active layer thawing, which makes up 60% of the entire ground
heat flux (Fig. 3.3). The remaining fraction is stored as sensible heat in the deeper soil.
With a high soil water content of about 70%, a maximum thaw depth of only 0.40 m is
reached during the summer period. The shallow thaw depth causes strong soil temperature
gradients in the active layer, which enhance the ground heat flux. The ground heat flux
shows a strong diurnal cycle and frequently exceeds values of 50 W m−2 during the day
(Fig. 3.4), while negative ground heat fluxes are observed only occasionally during clear-sky
nights.

Fall (1 September - 30 September)

We denote a short transition period as fall segment, which in both years is characterized by
steadily decreasing air and surface temperatures, the onset of freezing and occasional snow
fall, while a continuous snow cover does not form yet. In both years, the fall period starts
with air and surface temperatures well above the freezing point and ends with temperatures
around 0 ◦C. Only occasional freezing events are observed during the fall period 2007, while
sustained freezing already occurs in 2008. The inter-annual difference in the temperature
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evolution is reflected in the average air and surface temperatures, as well as in the ground
heat fluxes (Tab. 3.2). In 2008, the entire active layer already approaches temperatures of
0 ◦C at September 17, but warms again for one week, before the soil temperatures finally
reach the zero-curtain around September 25. In contrast, the soil temperature in 2007
never enters the zero-curtain during the fall period. Hence, the average ground heat flux
in 2007 only indicates positive sensible heat storage (Tab. 3.2), which is caused by the
delayed warming of soil in a depth of 1 to 10 m, which in 2008 is almost equal to the
released latent heat from the initial freezing (Tab. 3.2). The average radiation budget is
significantly reduced, but still positive in both years and features a distinct diurnal cycle
with daytime values on the order of 100 W m−2. A negative net radiation on the order of
−50 W m−2 is frequently observed during the nights in 2008, which occurs only sporadically
in 2007. Contrary to the summer segment, the reduced radiative losses during the nights and
the significantly higher amount of precipitation indicate an increased cloudiness in fall 2007
(Tab. 3.2). The average atmospheric sensible heat flux is directed towards the surface in both
years, but is more negative in 2008. This corresponds to the pronounced negative night time
temperature gradients (Tsurf − Tair) in 2008. Despite the reduced net radiation, the latent
heat fluxes still play a dominant role in the surface energy balance (Fig. 3.5). Almost 50% of
the net short-wave radiation is consumed by evapotranspiration, which corresponds to the
amount of precipitation during the fall section. The atmospheric stratification in both years
is dominated by neutral conditions, corresponding to high wind speeds. However, occasional
events of stable stratification occur during calm nights, when the radiation budget becomes
highly negative and strong temperature gradients in the atmospheric boundary layer arise.
In accordance with the described inter-annual differences in the energy balance evolution,
such events are observed more frequently in 2008. In both years, the energy balance closure
term C is relatively high (Tab. 3.2). This high closure term can be partly explained by an
underestimation of the net radiation: a comparison of the NR-Lite and the four component
sensor during fall 2008 reveals an offset of 6 Wm−2, which is substantial considering the
generally low radiation budget.

3.5.2 Spatial energy balance variability

The polygonal tundra features pronounced micro-scale heterogeneity, regarding the surface
moisture and vegetation cover. The elevated polygonal rims are typically covered with dry
mosses, while the lowered centers are filled with wet peat soils or constitute shallow ponds.
Considering these surface heterogeneities, spatial differences in the energy balance are likely
to occur. Spatially distributed albedo measurements yield typical values in the range of 0.2
for dry and 0.15 for wet tundra surfaces. The latter value is consistent with the average
albedo of 0.14 obtained from measurements of the four component radiation sensor, which
is directed towards a wet tundra spot. During local noon and clear-sky conditions, the
typical surface temperature differences between dry and wet locations are on the order of 5
to 10 ◦C, which indicates increased radiative losses at the dry and warm surfaces. During
the nights and during overcast periods, the spatial differences in the surface temperature
and thus the radiation budget largely vanish. However, sustained differences in the net
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Figure 3.5: The energy balance of 2007 and 2008. Heat fluxes are averaged over 20 days
and data gaps in the latent heat fluxes are filled by modeled values. Averages are discarded if
the data density is less than 60%. Note that the net radiation is depicted with opposite sign.

radiation budget exist between the tundra soil and the polygonal pond (Fig. 3.6). During
the pre-melt period, the net radiation at the polygonal pond is constantly 5 to 10 W m−2

lower compared to the tundra surface. After the melt period, the measurements show a
significantly higher net radiation at the water body on the order of 20 to 30 W m−2, which
gradually diminish in the course of the summer season (Fig. 3.6).
Spatial differences in the turbulent heat fluxes are examined for an exemplary situation at
the second location of the mobile eddy system. According to the footprint analysis, the
second mobile eddy station features a 20% higher fraction of dry surface area than the ref-
erence location (Fig. 3.1). The simultaneous measurements at both location indicates that
moderate spatial differences on the order of 20 W m−2 (10-20%) can be expected for the sen-
sible and latent heat fluxes under conditions of high radiative forcing (Qnet > 200 W m−2)
(Fig. 3.7), which occur only sporadically during the summer period (Fig. 3.7). During the
fall period, when the radiation balance is further reduced, almost no spatial differences in
sensible and latent heat fluxes are measured along the transect.

3.6 Discussion

3.6.1 Data quality

The quality of the energy balance measurements can be evaluated according to the energy
balance ratio (Wilson et al. 2002)

EBR =
QH +QE

Qnet −QG
, (3.8)



68 CHAPTER 3. PAPER II

04/08 04/28 05/18 06/07 06/27 07/17 08/06 08/26 09/15 10/05

−20

−10

0

10

20

30

40

Qnet2007

2008

Qnet,p-

QnetQnet,p-

[W
m

  
]

-2

Figure 3.6: Differences in the net radiation budget between the pond and the tundra surface
during both observation periods in 2007 and 2008.

which in the case of a closed energy balance (C=0) is unity. The EBR distribution contains
information about the characteristics of the errors of the energy balance measurements,
such as the presence of systematic and random errors. Since the EBR is highly sensitive
to measurement errors during situations of low heat fluxes, we only consider measurements
conducted during conditions of Qnet ≤ −30 W m−2 and Qnet ≥ 30 W m−2. The normalized
EBR distribution of the entire data set roughly resembles a normal distribution featuring
a mean value of 0.86, a standard deviation of 0.34, and a slightly positive skewness of
0.47 (Fig. 3.8). If only random measurement errors would be involved, the expected EBR
distribution should be more similar to the normal distribution displayed in Fig. 3.8. This
distribution is calculated assuming a relative error of 15% for QH + QE (see Sec. 3.4.2)
and 20% for Qnet −QG (see Sec. 3.4.1), which results in a standard deviation of 0.25. The
measured EBR distribution suggests that the energy balance is systematically not closed by
about 15%, which is potentially caused by a negative bias of the turbulent heat fluxes or a
positive bias of the term Qnet−QG. The latter is not likely since the employed net radiation
sensor (NR-Lite) slightly underestimates the radiation budget (compare Sec. 3.4.1), while
the ground heat flux would have to be unrealistically small to cause a positive bias of
Qnet − QG. The shape and width of the measured EBR distribution is similar to the
normal distribution, which suggests that the assumed error margins of the energy balance
components are realistic.

3.6.2 Controlling factors in the energy balance

Three factors can be identified that essentially determine the energy balance characteristics
at the investigated wet tundra landscape. The determining factors are (i) the snow cover,
(ii) the presence or absence of a cloud cover and (iii) the thermal state of the permafrost.
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Figure 3.7: The differences of the turbulent heat fluxes between the reference station QH/E(I)
and the mobile station QH/E(II) at the second location of the mobile eddy system. The flux
source area of the second Eddy-Covariance system features a 20% higher fraction of dry surface
area. The spatial heat flux differences are directly related to the net radiative forcing. The
histogram depicts the distribution of net radiation values during the entire summer period.
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Figure 3.8: The energy balance ratio EBR = (QH +QE)/(Qnet −QG) measured during the
summer period. The red line depicts the normal distribution, which would be expected for a
closed surface energy balance with random errors.
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(i) Although the snow cover is only shallow at the study site, it has strong implications
for the surface energy balance. Firstly, the albedo of the snow cover is about a factor
of four higher than the albedo of the snow-free tundra surface. Secondly, the thermal
conductivity of snow is about a factor of two lower than the thermal conductivity of
frozen peat. The second point is of particular importance during winter, when the low
thermal conductivity of the snow cover impedes the release of energy from the ground
and leads to a reduced ground heat flux (see Langer et al. 2010b). During spring,
however, the soil has already cooled out, so that the lower thermal conductivity of
the snow is of minor importance for the ground heat budget and the surface energy
balance (Goodrich 1982). In contrast, the high albedo of the snow has a strong impact
on the surface energy budget during the spring period, when the incoming short-wave
radiation already features high values. At the study site, the snow cover effectively
reduces the net short-wave radiation until the beginning of the polar day period. The
melting of the snow cover with the associated change in surface albedo triggers a
sudden change from a winter to a summer surface energy balance, so that the timing
of snow melt is a critical point in the annual course of the surface energy balance.
In both investigated years, the timing of the snow melt is almost identical. Iijima
et al. (2007) point out that snow cover disappearance in eastern Siberia is strongly
related to the attenuation of the Siberian-High with subsequent advection of warm
and moist air masses from the west. According to the distinct contribution of sensible
atmospheric heat flux to the snow melt, our measurements indicate the presence of
warm air masses. However, we identify the short-wave radiation as the dominant
factor in the snow melt process. We emphasize that the correct representation of the
snow melt must be considered crucial in permafrost modeling. It is therefore highly
desirable to gather a better understanding of the triggering processes of the snow melt
and their representation in models.

(ii) The large-scale advection of warm air is usually related to increased cloudiness, which
essentially alters the surface radiation budget and the prevailing surface and air tem-
perature conditions. During the spring period, our results indicate that the observed
inter-annual differences in the ground temperatures are caused by different air temper-
atures, which are presumably related to the general synoptic conditions. During the
summer months, the net radiation is essentially reduced for cloud-covered skies, which
leads to an effective surface cooling. During the summer months, the cloud cover
has an impact on the turbulent heat fluxes, while the ground heat budget is only
marginally affected. Since the average surface temperature is not drastically reduced
by the increased cloud cover the active layer thawing is only slightly affected. During
the fall period, the contrary effect of a cloud cover is observed, as clouds reduce the
long-wave radiative losses, which in turn leads to increased surface temperatures. The
impact of clouds on the ground heat budget is observed to be largest during the fall
season, when increased cloudiness significantly delays the refreezing process in 2007,
while the average air temperatures are similar. This ambiguous influence of the cloud
cover on the surface radiation budget in the Arctic is confirmed in several studies
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(Curry et al. 1996, Intrieri et al. 2002, Shupe and Intrieri 2004).

(iii) During the entire observation period, the ground heat flux is an essential component
in the surface energy balance. About 20% of the net radiation is stored as latent and
sensible heat in the ground, which is in the upper range of typical values reported for
other arctic permafrost regions (Boike et al. 1998, Lynch et al. 1999, Eugster et al.
2000, Westermann et al. 2009). The high contribution of the ground heat flux to the
surface energy balance is clearly caused by the cold permafrost temperatures, the shal-
low active layer depth and the large annual surface temperature amplitude, which is
related to the continental climate conditions. Due to the low permafrost temperatures,
the sensible heat storage makes up about 50% of the entire ground heat flux. This
clearly limits the value of the widely used Stefan equation, that evaluates the active
layer dynamics by assuming the ground heat flux to be entirely used for thawing. As
the contribution of the ground heat flux to the surface energy balance is significant
even in the summer months, an adequate representation of the soil domain in global
climate models seems mandatory, if the land-atmosphere exchange processes in per-
mafrost regions are to be modeled correctly. This issue is of particular importance,
as permafrost areas with continental climate, where a significant contribution of the
ground heat flux can be expected, occupy vast areas in the Arctic. The improvement
of modeling results by employing more realistic parameterizations of the soil processes
has been outlined in a number of studies (e.g Peters-Lidard et al. 1998, Cox et al.
1999, Viterbo et al. 1999, Pitman 2003). In the second part of this study (Langer
et al. 2010b), the representation of the soil and particularly of soil freezing processes
in models is discussed in more detail.

3.6.3 Spatial differences of the surface energy balance

In this study, spatial differences in the surface energy balance are observed for (i) the
radiation budget and (ii) the turbulent fluxes.

(i) With albedo differences between wet and dry areas on the order of 0.05, the net short-
wave radiation can be on average by up to 7 W m−2 higher at wet compared to dry
areas, while the differences can exceed 25 W m−2 for high radiative forcing during
midday. This difference is further contrasted by the higher surface temperatures of
dry surfaces, which can be about 5 K warmer than wet surfaces during conditions of
high radiative forcing. It is therefore conceivable, that the net radiation balance at
wet and dry locations can deviate up to 50 W m−2 from each other. This difference is
partly attenuated during the night, when the wet surfaces are warmer and the short-
wave forcing is nonexistent or negligible. Moreover, due to the rare occurrence of high
values of net radiation we assume that the average differences in net radiation between
wet and dry areas does not exceed 10 W m−2.
More pronounced spatial differences in the radiation balance are measured between the
tundra and water bodies. The net radiation of the investigated pond is slightly lower
in frozen conditions during spring, but significantly higher during the summer months.
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Albedo differences during spring are not likely, since all surfaces are covered by snow,
so that the measured differences in the radiation budget are most likely explained by
an increased surface temperatures at the frozen pond during spring (see Langer et al.
2010b). During the summer period, almost similar surface temperatures are observed
for the water body and the tundra surface. Hence, the differences in net radiation are
most likely explained by a lower albedo of the water body. The pond investigated in
this study indicates that small shallow water bodies can have a significant influence on
the radiation budget in polygonal tundra landscapes, as they are frequent landscape
elements. While the impact of larger water bodies on the arctic climate conditions
has been investigated (Krinner 2003, Rouse et al. 2005, Krinner and Boike 2010), such
small water bodies have not received similar attention. It is thus highly desirable to
evaluate the impact of small water bodies on the larger-scale surface energy balance,
particularly since such micro-scale landscape structures usually remain undetected in
remote sensing applications and are neglected in model approaches. In the second part
of this study (Langer et al. 2010b), the winter aspect of the surface energy balance of
small ponds is addressed in more detail.

(ii) Micro-scale differences of the turbulent fluxes are verified by the mobile eddy covari-
ance system. The measurements reveal differences in sensible and latent heat fluxes
according to variations in the fractions of dry and wet surfaces in the footprint ar-
eas (Fig. 3.4). The observed spatial variations are caused by the small scale surface
temperature differences between wet and dry areas. As the temperature difference
between wet and dry surfaces depends on the net radiation budget, significant dif-
ferences in the turbulent fluxes are limited to clear-sky situations, which only occur
occasionally during the summer period. Since the long-term averages of the turbulent
heat fluxes are almost equal for the stationary and the mobile eddy covariance system,
we conclude that the presented sensible and latent heat fluxes are representative on
the landscape scale.

3.7 Conclusions

In this study we present a comprehensive surface energy balance study of at wet polygonal
tundra landscape from April to September (2007-2008) considering seasonal and spatial
variations. This comprehensive study improves the understanding of the energy exchange
processes at soil-atmosphere interface of a typical permafrost landscape. The obtained
results can be of great value for the improvement and development of permafrost model
schemes, as they are intended to be incorporated in climate models. In particular the
following conclusions can be drawn from the obtained results:

• The spring, summer and fall energy balance is dominated by the net radiation. Criti-
cal factors for the surface radiation budget are in particular the snow cover and clouds.
The timing of snow melt in spring essentially controls the amount of short-wave ra-
diation that is available for energy partitioning. The relevance of the snow cover for
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the surface radiation budget is further intensified by the presence of almost polar day
conditions. The cloud cover has its greatest impact on the ground heat budget dur-
ing fall, when radiative losses are largely reduced and the refreezing of the tundra is
significantly delayed.

• The surface energy balance is essentially affected by the ground heat flux, which
is of similar magnitude as the sensible heat flux. The significant ground heat flux
is induced by strong temperature gradients in the shallow active layer and in the
permafrost body, which are the result of both continental climate and high soil water
and ice content.

• The larger scale surface energy balance is significantly affected by the occurrence of
small water bodies, which essentially affects the surface radiation budget and the
ground heat storage of the tundra landscape.

3.8 Appendix

Definitions and constants

Qnet: net radiation

QS↓: incoming short-wave radiation

QS↑: outgoing short-wave radiation

∆QS : net short-wave radiation

QL↓: incoming long-wave radiation

QL↑: outgoing long-wave radiation

∆QL: net long-wave radiation

QHB : buoyancy flux

QH : sensible heat flux

QE : latent heat flux

QG: ground or snow heat flux

Emelt: latent heat content of the snow pack

Qmelt: energy flux through melting of the snow pack

C: residual of the energy balance

u: horizontal wind speed

w: vertical wind speed

Tair: air temperature

Ts: sonic air temperature

Tv: virtual temperature

q: specific humidity

u∗: friction velocity

z0: aerodynamic roughness length

ζ = z/L∗: stability parameter (z: measurement height, L∗: Obukhov length)

κ =0.4: von Kármán constant

RH : relative humidity
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Tsurf : surface temperature

α: surface albedo

ε: surface emissivity

σ: Stefan-Boltzmann constant

cp: specific heat capacity of air at constant pressure

ρair: density of air

ρw = 1.0 g cm−3 : density of water

ρice =0.91 g cm−3 : density of ice

Lsl =0.33MJkg−1 : specific latent heat of fusion of water

Llg =2.5MJkg−1 : specific latent heat of vaporization of water

Lsg =2.8MJkg−1 : specific latent heat of sublimation of ice

Dh: thermal diffusivity

Kh: thermal conductivity

Ch: volumetric heat capacity

Ch,w =4.2MJm−3K−1 : volumetric heat capacity of water

Ch,i =1.9MJm−3K−1 : volumetric heat capacity of ice

Ch,a ≈ 0.001MJm−3K−1 : volumetric heat capacity of air

Ch,s ≈ 2.3MJm−3K−1 : volumetric heat capacity of the solid soil matrix

A bulk heat capacity Ch,s is used for the solid matrix, since typical values of organic and mineral

soils do not differ more than 20% from each other (compare Sect. 3.4.3)

3.8.1 The calorimetric method

The change of the sensible heat content of a soil volume with area A and depth z with
uniform temperature and a constant heat capacity is given by

E(t2)− E(t1) = Az Ch (T (t2)− T (t1)), (3.9)

where T (t1) and T (t2) are the temperatures at times t1 and t2. In the case of a temper-
ature dependence of the heat capacity and non-uniform temperature distribution in depth
Ch(T (t, z)), Eq. 3.9 must be rewritten to

E(t2)− E(t1) = A

∫ z

0

∫ T (t2,z′)

T (t1,z′)
Ch(T

′) dT ′ dz′. (3.10)

The temperature dependence of Ch is caused by the phase change of water and is calculated
as

Ch(T ) = θ(T )Ch,w + (θmax − θ(T ))Ch,i

+ (1− Pdry)Ch,s, (3.11)

where Pdry is the porosity of the soil, θmax is the maximum unfrozen water content, and
θ(T ) is the temperature-dependent liquid water content, which is referred to as ‘freeze char-
acteristic’. The volumetric fraction of the solid matrix and thus the porosity is determined
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from soil samples and the volumetric water and ice content is obtained from in situ TDR-
measurements (see Boike et al. 2003; for details). To account for the release or consumption
of energy through freezing and thawing, Eq. 3.10 is extended to

E(t2)−E(t1) = A

∫ z

0
ρwLsl[θ(T (t2, z

′))− θ(T (t1, z
′))] dz′

+ A

∫ z

0

∫ T (t2,z′)

T (t1,z′)
Ch(T

′) dT ′ dz′. (3.12)

This method of ground heat flux determination requires knowledge about the soil-specific
freeze characteristics or direct measurements of the soil water content. The employed soil
temperature measurements must extend to a depth of constant temperatures during the
considered measurement period. If such a deep temperature profile is not available, the heat
flux below the measurement depth can be obtained by solving the heat transfer equation
at the lower boundary (Eq. 3.15, see below).

3.8.2 The conductive method

The conductive method makes use of the heat transfer equation to determine the ground
heat flux. Firstly, the thermal conductivity of the soil or snow must be evaluated. This
procedure requires a time series of soil temperatures measured in a profile at three depths,
Tm(z1, t), Tm(z2, t) and Tm(z3, t) with z1 < z2 < z3. The one-dimensional heat transfer
equation is written as

Ch(t, z)
∂T (t, z)

∂t
=

∂

∂z
Kh(t, z)

∂T (t, z)

∂z
(3.13)

where T (t, z) denotes the soil or snow temperature at time t and depth z. Assuming constant
heat capacities and thermal conductivities Kh(t, z) in space and time, the one-dimensional
heat transfer equation is simplified to

∂T (z, t)

∂t
= Dh

∂2T (z, t)

∂z2
(3.14)

where Dh = Kh/Ch denotes the thermal diffusivity. The solution of Eq. 3.14) is obtained by
the partial differential equation solver incorporated in MATLAB. The required boundary
conditions are given by the outer sensors of the temperature profile, Tm(z1, t) and Tm(z3, t).
The initial conditions are inferred from linear interpolation between all the three sensors
at t = 0, which is not critical to the solution, since it becomes independent of the initial
temperature state after a few time steps in the shallow soil layer. The numerical solver
delivers the temperature distribution of the considered spatial domain, including T (t, z2),
so that the thermal diffusivity Dh can be evaluated by minimizing the least mean square
error to the measured temperatures at depth z2, Tm(t, z2). We use time series of several
days for the determination of the thermal diffusivity of different surface substrates (see
Tab. 3.1). Note that this procedure assumes homogeneous substrate composition in the
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considered soil or snow layer, which may not be the case in nature. The heat flux through
the upper boundary can be evaluated by

QG(t) = DhCh
∂T (z, t)

∂z

∣∣∣∣
z=z1

. (3.15)

The conductive methods has been applied by Westermann et al. (2009), while similar con-
cepts are explored by Nicolsky et al. (2009).

3.8.3 Modeling of latent heat fluxes

This model approach is used when eddy covariance measurements of the latent heat flux
are not available. The model is based on eddy-covariance measurements of wind speed
and sonic temperature and uses ancillary measurements of relative humidity and surface
temperature. The model is based on commonly used parameterizations of the atmospheric
transport mechanisms (Foken 2008), which we shortly describe in the following. According
to Monin-Obukhov similarity theory, the latent heat flux can be related to the difference
between specific humidity at measurement height q(zm) and roughness length q(z0) by

q′w′ = (q(zm)− q(z0))κu∗

[
ln

zm
z0

−ΨW

(
zm
L∗

,
z0
L∗

)]−1

(3.16)

with

ΨW

(
zm
L∗

,
z0
L∗

)
=

∫ zm

z0

1− ϕW (z′/L∗)

z′
dz′, (3.17)

where κ denotes the von Kármán constant (0.4), u∗ the friction velocity and ϕ(z/L∗) is a
universal function (see below). The quotient z/L∗ denotes the stability parameter ζ, where
L∗ is the Obukhov length L∗ defined in Eq. 3.21. Using Eq. 3.16 and rewriting the turbulent
transport terms as atmospheric resistance ra, the latent heat flux QE can be evaluated by

QE = − ρairLlg

ra + rs
(q(zm)− q(z0)) , (3.18)

with

ra := (κu∗)
−1

[
ln

zm
z0

−ΨW

(
zm
L∗

,
z0
L∗

)]
, (3.19)

where ρair is the density of air, Llg the latent heat of vaporization of water and rs the surface
resistance to evapotranspiration (Garratt 1994). For calculation over the snow surface Llg

must be replaced by the latent heat of sublimation Lsg. The specific humidity at the surface
q(z0) is inferred from to the surface temperature Tsurf using the Magnus formula that delivers
the water vapor pressure over a water surface or an ice surface, respectively. During the
summer month, the surface is not entirely saturated, and a surface resistance is required
to account for the reduced availability of water. We use measured time series of the latent
heat flux to fit the surface resistance of summer and fall. We assume the surface resistance
to be constant in time. The roughness length z0 can be inferred from measurements of u2∗
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under neutral atmospheric conditions (Foken 2008). Note that we assume the aerodynamic
roughness length to be the roughness length of water vapor. The fitting procedure yields a
surface resistance of about 50 sm−1 with a roughness length determined to be 10−3m during
the summer period. When the ground is snow-covered, the surface resistance is set to zero,
while the roughness is determined to 5×10−4m The universal universal function ΨW is
chosen according to Høgstrøm (1988) as

ϕW (ζ) =

{
0.95 (1− 11.6 ζ)−1/4 for ζ ≤ 0
0.95 + 7.8 ζ for ζ > 0

(3.20)

The Obukhov length L∗, which is required for the stability parameter ζ is directly obtained
from eddy-covariance measurements using

L∗ = − u3∗T v

κg(T ′
vw

′)
, (3.21)

where g is the gravitational acceleration and Tv the virtual temperature. Note that the
virtual temperature Tv is substituted by the sonic temperature Ts (Foken 2008).
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Chapter 4

Paper III
Permafrost and surface energy balance of a polygonal tundra
site in northern Siberia - Part II: Winter

4.1 Introduction

Numerous studies based on climate models revealed that the large-scale atmospheric con-
ditions are greatly impacted by the heat and moisture turnover at the surface-atmosphere
interface (e.g. Viterbo et al. 1999, Delire et al. 2002, Pitman 2003, Rinke et al. 2008). Re-
cent studies also showed that the most pronounced arctic warming occurs during the winter
and early spring period (Moritz et al. 2002, Johannessen et al. 2004). According to model
predictions, it is expected that the significant arctic warming during the last decades (e.g.
Overpeck et al. 1997, Comiso 2003, Hinzman et al. 2005, Tape et al. 2006, Turner et al.
2007, Overland et al. 2008) is accelerated due to positive feedback mechanisms, such as a
shrinking sea-ice cover and increased cloudiness (e.g. Holland and Bitz 2003, Kaplan et al.
2003, Vavrus 2004).
The winter time surface energy balance of the arctic constitutes an essential factor in the
regional climate system, since it affects the atmospheric heat budget due to sensible, la-
tent and radiative energy exchange with the surface over a long-lasting period. Hence, for
the evaluation and the development of large-scale model parameterizations, energy balance
studies are an indispensable tool. In the Arctic, only few comprehensive energy balance
studies exist within this large geographical area, especially for the winter period. The
importance of the winter surface energy balance on the thermal state of the permafrost
has been most recently demonstrated by Westermann et al. (2009) for a site on Svalbard:
here, the snow surface temperature is largely controlled by the long-wave radiation balance,
which in conjunction with the evolution of the snow cover and more complex processes,
such as wintertime rain events, determines the thermal regime of the ground. Osterkamp
(2005) reported that the winter and spring warming essentially affects the heat budget of
permafrost soils.
Energy balance studies give insight into the processes, which are relevant for both the per-
mafrost and the atmospheric heat budget. This is especially important for the development
of new model schemes, which aim to incorporate permafrost due to its high carbon stock

79
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and its potential feedback to climate change. Recent effort in global permafrost modeling
has already been initiated (e.g. Stendel and Christensen 2002, Lawrence and Slater 2005,
Nicolsky et al. 2007, Lawrence et al. 2008). However, the accuracy of these models depend
on the realistic representation of the ground-atmosphere energy exchange processes, which
are determined by parameterizations of the local surface and subsurface properties (e.g.
roughness length, soil heat conductivity, snow cover characteristics).
This study is the second part of a comprehensive investigation on the annual surface energy
balance at a wet tundra site in northern Siberia. The results of the first part of this study
(Langer et al. 2010a) revealed that the sensitivity of the permafrost heat budget towards
variations in radiation balance and turbulent heat fluxes is highest at the beginning and
end of the summer thaw cycle. Furthermore, the permafrost heat budget appears to be less
sensitive to surface energy balance variations during the high summer period. In this second
paper, we focus on the surface energy balance during the winter periods from October 1,
2007, until March 30, 2008, and October 1, 2008, until January 30, 2009. We aim to achieve
(i) the identification of the controlling and limiting factors of the surface energy balance, (ii)
the evaluation of the seasonal and inter-annual variability of the energy balance components
and (iii) the detection and evaluation of spatial differences of the surface energy balance by
spatially distributed measurements. The results are discussed with respect to larger-scale
modeling of the arctic boundary layer and the permafrost.

4.2 Study site

The study site is located at the southern part of the Lena River Delta on Samoylov Is-
land (72◦ 22’ N; 126◦ 30’ E) (Fig. 4.1). The regional climate is arctic-continental with a
mean annual air temperature (MAAT) of about −13 ◦C, a pronounced annual temperature
amplitude of about 60 ◦C and a total annual precipitation around 250 mm (Boike et al.
2008). Snow fall and soil refreezing begins towards the end of September. The winter
period is characterized by the polar night, which lasts from mid of November until end of
January. The climate and synoptic conditions during the winter are largely determined by
the Siberian High, which causes air temperatures to fall frequently below −45 ◦C. The high
pressure system is often disturbed by the influx of cyclones with high intensity and short
lifetime (Zhang et al. 2004). The continental climate conditions are also reflected in the
thermal regime of the soil, which is characterized by continuous permafrost reaching depths
of 500 to 600 m (Grigoriev 1960). At the depth of the zero annual amplitude (≈ 15 m)
the soil temperature is about −10 ◦C. During the summer months, the maximum thaw
depth ranges from 0.4 to 0.5 m. The tundra surface is highly fractionated due to polygonal
structures, which are typically 50 to 100 m2 large. The rims of these polygons are elevated
by about 0.2 to 0.5 m compared to the centers, which consist of water-saturated peat soils
or constitute shallow ponds. The vegetation at the polygonal centers is dominated by hy-
drophilic sedges and mosses, while the elevated rims are dominated by mesophytic dwarf
shrubs, forbs and mosses. During the winter period, the tundra surface is covered by a shal-
low snow layer, which typically features depths of less than 0.5 m at the depressed centers
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Figure 4.1: The location of the study site in the Lena River Delta on a Envisat (MERIS)
image acquired on 15 June 2006 (ESA 2006). The Lena Delta covers an area of approximately
30, 000 km2.

and only a few centimeters at the elevated rims.

4.3 Methods

For the evaluation of the surface energy balance and the quantification of spatial variabilities
at the study site we distinguish between two basic landscape features during the winter
period: the snow covered tundra soils and freezing or frozen water bodies. The surface
energy balance of the snow covered tundra soils (referred to as tundra site) is measured
as a spatial average including polygonal centers and rims (compare Sec. 4.2). Whereas
components of the energy balance (net radiation, subsurface heat flux) of water bodies are
exemplified at a polygonal pond (referred to as pond site). The energy balance equation
for the tundra site is written as

Qnet = QH +QE +QG + C, (4.1)

where Qnet is the net radiation, QH the turbulent sensible heat flux, QE the turbulent
latent heat flux, QG the subsurface (ground or snow) heat flux and C is the residual of the
energy balance, which accounts for inaccuracies of measurement. The pond, at which the
net radiation Qnet,p and the subsurface heat flux QG,p are measured, features a depth of
about 0.8 m and a water volume of about 70 m3. The basic concepts of the measurements
and the data analysis applied in the present study are already described in the first part
of this study (Langer et al. 2010a). The applied methods are re-summarized briefly, while
new methods and additional measurements are described in more detail in the following.
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4.3.1 Radiation balance and turbulent heat fluxes

The net radiation at the tundra and pond sites are measured with a net radiations sensor
(NR-Lite, Kipp & Zonen, Netherlands). The net radiation sensor at the tundra site is
not available in the second winter period (2008-2009), but we apply a four-component
radiation sensor (CNR1, Kipp & Zonen, Netherlands) to calculate the net radiation. The
outgoing thermal radiation is measured by a long-wave radiation sensor in winter 2007-
2008 (CG1, Kipp & Zonen, Netherlands) and calculated from infrared surface temperature
sensors (IRTS-P, Apogee Instruments, USA) in winter 2008-2009 using Stefan-Boltzmann
law (compare Langer et al. 2010a). For this calculation, we assume the surface emissivity
of the snow cover to be 0.98 according to commonly used values (Rees 1993).
The eddy covariance setup is reduced to the 3D sonic anemometer (C-SAT, Campbell
Scientific, USA) during winter, from which we infer the turbulent sensible heat flux QH .
The reduced measurement setup only permits the detection of the momentum flux u2∗ and
the buoyancy flux QHB, which in principle must be corrected according to the flux of water
vapor to obtain the true sensible heat flux QH (Schotanus et al. 1983). Due to the extremely
cold air temperatures, we assume the flux of water vapor to be very small during winter,
so that the difference between the buoyancy and sensible heat flux is small. Hence, we
accept the buoyancy flux to be a good approximation of the real sensible heat flux during
the winter period. According to a quality check and the exclusion of the lee wind sector
(263◦to 277◦), about 18% of the flux measurements must be discarded. From the stability
parameter ζ, the atmospheric stratification can be inferred, with ζ ≈ 0 for a well mixed
or neutrally stratified atmosphere, ζ > 0 for stable and ζ < 0 for unstable atmospheric
stratifications.
The latent heat flux is modeled by an approach similar to the one used in the first part of this
study (Langer et al. 2010a). The model uses the often applied parametrization introduced by
Høgstrøm (1988) and is based on available eddy-covariance measurements of the momentum
flux u2∗ and the buoyancy flux QHB, from which a turbulent transport coefficient can be
inferred (compare Langer et al. 2010a). In addition, the model requires measurements of
relative humidity RH and surface temperature Tsurf for calculating the near-surface gradient
of the specific humidity. During winter 2007-2008, we rely on measurements of relative
humidity from the standard climate station in the vicinity of the eddy covariance system.
During winter 2008-2009, the relative humidity is estimated to be in the range of (70±5)%
according to the measurements of the previous year.

4.3.2 Subsurface heat fluxes

Subsurfaces heat fluxes are calculated for a tundra site (QG) and a thermokarst pond
(QG,p). The ground heat flux QG is the heat flux across the surface, which can be either
the soil or the snow surface. For the heat flux calculations, we apply the calorimetric and
the conductive method, which both are described in detail in the first part of this study
(Langer et al. 2010a).
The calorimetric method calculates the ground heat flux based on changes in the internal
energy of a soil column using measurements of the soil temperature and liquid water content
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θw. This method is used for evaluating averages of the ground heat flux over periods
longer than a few days, since the impact of measurement errors of the soil temperature
and the water content decreases for longer periods. Moreover, due to the measurements
of temperature and liquid water content, it is possible to distinguish sensible and latent
heat storage, which we express as energy fluxes QG,sensible and QG,latent. Note, that the
heat storage in the shallow snow layer becomes negligible for long-term averages, so that
temperature profiles in the snow pack are not required.
The conductive method is applied for both calculations of the ground heat flux at the
tundra site and the thermokarst pond. For the tundra site, this method is only applied
for calculating heat fluxes with hourly resolution, whereas it is used to calculate long-term
averages at the pond. The conductive method calculates the heat flux through a layer by
solving the differential equation of conductive heat transport (compare Langer et al. 2010a).
For the conductive method, the thermal diffusivity of the snow or soil must be evaluated,
which are presented in Tab. 4.1. The used measurement setups for the different methods
and sites are described in the following.

The calorimetric method (tundra site)

During winter 2007-2008, soil temperatures are available from a 26 m borehole and a ther-
mistor profile in the active layer. The liquid water content θw is measured in the active
layer by Time-Domain-Reflectometry (TDR) probes (compare Langer et al. 2010a). Since
the deep borehole and the TDR probes are not available during winter 2008-2009, we rely
on a shallow borehole of 4 m depth and a parametrization of the liquid water content in de-
pendence of the soil temperature. This so-called freezing characteristic is inferred by fitting
a polynomial function to measurements of water content and temperature of the previous
year (Fig. 4.2). Since the calorimetric method requires measurements down to a depth of
zero temperature change in the concerned averaging period, heat fluxes below 4 m are re-
quired. We therefore calculate the heat flux through the lower boundary of the temperature
profile by using the conductive method (compare Langer et al. 2010a). Soil heat capacities,
thermal diffusivity and heat conductivity of frozen tundra soils are evaluated similar to the
summer time values (Tab. 4.1).

Conductive method (tundra site)

Two different sets of measurements are used to calculate the heat flux through the snow
with the conductive method. Firstly, snow temperature measurements at three depths with
known relative distance are employed. This method is similar to the conductive heat flux
calculation used for the uppermost soil layer in the first part of this study (compare Langer
et al. 2010a) and involves the determination of the thermal diffusivity of the snow cover.
The required snow temperature profile measurements are available during winter 2008-2009.
The used measurement setup consists of an array of temperature sensors (thermocouple)
fixed on very thin (4 mm) carbon rods of different length, which are placed vertically about
3 cm apart from each other. The height difference between the temperature sensors is 5 cm.
Secondly, the snow heat flux is calculated using the surface temperature of the snow cover,
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Figure 4.2: The freezing characteristic of the soil at the study site, which parameterizes the
soil water content θw in dependence to the soil temperature. The used polynomial function
and the fitted parameters are depicted in the figure. θw,max denotes the maximum liquid water
content in unfrozen condition and θw,min the minimum liquid water content in completely
frozen condition.
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Table 4.1: Used soil parameters for ground heat flux calculations during the winter period.
Values of porosity Pdry and volumetric ice content θi are estimated based on soil sample analysis
and in situ soil water content measurements during summer. The heat capacities are calculated
by weighting Ch,i and Ch,s according to the assumed ice content and porosity. The thermal
diffusivities Dh are determined by using the conductive method described in the first part of
this study, from which we evaluate the thermal conductivity values Kh with the estimated heat
capacity. Errors are calculated using Gaussian error propagation.

Substrate Pdry θi Ch [MJm−3K−1 ] Dh [m2 s−1 ] Kh [Wm−1 K−1 ]

frozen dry peat 0.8 ± 0.1 0.1 ± 0.1 0.7 ± 0.3 0.68 ± 0.19 0.46 ± 0.25
frozen wet peat 0.8 ± 0.1 0.7 ± 0.1 1.8 ± 0.3 0.54 ± 0.09 0.95 ± 0.23
frozen saturated peat 0.8 ± 0.1 0.8 ± 0.1 2.0 ± 0.05 0.96 ± 0.09 1.92 ± 0.19
snow ρsnow = 190 ± 10 [ kgm−3 ] 0.40 ± 0.04 0.54 ± 0.04 0.22 ± 0.03
ice ρice = 920 [ kgm−3 ] 1.9 1.2 2.3

the temperature at the snow-soil interface, the snow depth and the thermal diffusivity and
conductivity of the snow cover. This method is applied during the winter 2007-2008, when
the snow temperature profile is not available. The snow surface temperature is measured by
an infrared sensor, the temperature at the snow-soil interface is measured by a thermistor
close to the surface and the required snow depth is obtained by an ultrasonic ranging sensor.
We further assume a similar thermal diffusivity of the snow cover, as calculated from the
temperature profile measurements of the following year. The obtained snow heat fluxes
must be considered a rough approximation, since the assumption of constant thermal snow
properties may be violated in reality (e.g. Sturm et al. 1997, Zhang 2005).

Conductive method (pond site)

In addition, the heat flux through the ice layer of the instrumented polygonal pond, QG,p, is
determined. The employed temperature profile consists of four temperature sensors which
are fixed on a mast located in the middle of the water body, where the water depth is
approximately 0.8 m. In the course of the winter, the temperature sensors freeze in the
ice of the pond. From the temperature profile, we can calculate the heat flux through
the ice layer, as soon as it approaches a thickness of 24 cm, which then contains the two
uppermost temperature sensors of the profile. We use the conductive method described in
Langer et al. (2010a) to evaluate the heat flux through the ice cover surface with the known
thermal diffusivity and conductivity of ice. The employed values are depicted in Tab. 4.1.

4.3.3 Snow cover measurements

A shallow snow cover characterizes the surface at the study site during winter. We use
different methods for the detection of the snow depth. The snow depth is measured with
an ultrasonic ranging sensors (SR50, Campbell Scientific, USA) located at the tundra site
and at the pond site. During winter 2008-2009, the ultrasonic sensor is not available at the
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tundra site. Therefore, we infer the snow depth from the snow temperature profile described
in Sec. 4.3.2 using the method of Lewkowicz (2008), who determines the snow depth from a
significant temperature decoupling between buried and unburied sensors. The temperature
profile provides a vertical resolution of 5 cm. In addition, we use the AMSR-E 5-Day L3
snow water equivalent (SWE) product (Kelly et al. 2004) to obtain a complementary snow
cover information to the available point measurements. The satellite product is based on
passive microwave detection and features a spatial resolution of 25 km. A detailed technical
description of the product and the retrieval algorithm is given by Pulliainen and Hallikainen
(2001). For tundra surfaces, the accuracy of the SWE product is expected to be in the range
of 10% , since the shallow vegetation only marginally affects the snow cover signal (Foster
et al. 2005). We selected the closest pixel to the study site, which must be understood as
an average value over a large variety of surface structures.
Moreover, SWE field measurements are conducted during April 2008 and 2009. From
these measurements, we calculate the snow heat capacity, which is used for the heat flux
calculations. The obtained values are presented in Tab. 4.1. The field measurements of the
snow density ρsnow are further used for the conversion of the AMSR-E dataset from SWE
to snow depths.

4.4 Results

In the following, we describe the winter surface energy balance. We divide the observation
period into three sections, according to the availability of sunlight. During the first and the
last winter sections short wave radiation is still or again present, whereas the middle period
is characterized by the absence of sunlight due to polar night conditions.

4.4.1 Early winter (October 1 – November 30)

The first winter period lasts from the beginning of October until the end of November,
immediately before the beginning of the polar night. The surface energy balance is charac-
terized by a strongly negative radiation budget on the order of −20 W m−2, which is about
25 W m−2 less compared to the preceding fall season (compare Langer et al. 2010a). The
short-wave radiation budget is very small (≈ 2 W m−2) due to the high albedo of the snow
cover. The negative radiation budget is largely balanced by the ground heat flux QG (-10
to −20 W m−2), whereas the sensible heat flux QH shows only a marginal contribution of
about −5 W m−2, which is only slightly more negative than during the fall season. The
modeled latent heat flux QE is still significantly positive (≈ 10 W m−2), which agrees with
the high values measured in the previous fall period. Similar to the fall period, the energy
balance residual C is considerable, which indicates that some heat flux is not detected.
The general weather conditions are characterized by rapidly declining air temperatures, de-
creasing sun angles, snow accumulation and the freezing of soil and water bodies. In both
years, the air temperatures rapidly fall from about 0 ◦C at the beginning to −20 ◦C at the
end of the period. The build-up of a continuous snow cover starts in both winters at the
beginning of October. However, we observe significant differences in the evolution of the



4.4. RESULTS 87

Table 4.2: Average heat fluxes and essential climate parameters. According to the available
dataset, sub-periods are required during the late winter section. Values are in Wm−2 , if not
indicated differently. Turbulent heat flux values marked in bold are affected by minor data
gaps due to quality assessment or the exclusion of lee wind sectors. Radiation values measured
with the NR-Lite sensor are marked with 	, and values obtained with the four component
sensor (CNR1) are indicated with ⊕. Modeled values of latent heat flux are indicated with ‡

.

Early winter Polar winter Late winter
2007 2008 2007-2008 2008-2009 2008 2009

10/01-11/30 10/01-11/30 12/01-01/30 12/01-01/30 02/27-03/30 02/01-03/30

Qnet -17	 -21⊕ -21	 -25⊕ -14.7	 -
∆QS - 1.5 0 0 - -
∆QL - -22 -21 -25 - -

QH -6 -5 -9 - -10,3 -
QE 9‡ 13‡ 4‡ - 3‡ -
QG -11 -20 -17 -14 -5.4 -
QG,sensible 3 -3 -14 -14 -5.4 -
QG,latent -14 -17 -3 0 0 -
C -9 -9 -1 - 2 -

Qnet,p -18 -23 -22 -25 -20
QG,p -12† -34† -32 -28 -12.6

Tsurf [◦C ] -16 -15 -29.9 -29.7 -25.9
Tair [◦C ] -16.1 -14.8 -29.7 -29.5 -24.8
RH [%] 81 - 70 - 75
Snow depth [m ] 0.09 0.05 0.11 0.15 0.18
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Figure 4.3: The diagrams at the top show the evolution of the snow depth measured at the
tundra site (polygonal center) and the pond site during the winter periods of (a) 2007 and (b)
2008. Moreover, we depict the snow depth inferred from the AMSR-E snow-water equivalent
product using a snow density of 190 kgm−3 for both periods. The diagrams at the bottom
depict the temperatures observed at the surface and the ground of the investigated polygonal
pond for the winter periods of (c) 2007 and (d) 2008.
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Figure 4.4: Monthly averages of energy balance components for the winter 2007/2008. Note
that the net radiation Qnet is depicted with opposite sign.

snow cover. In 2007, the snow cover reaches a depth of about 0.15 m shortly after the first
snow fall and remains almost constant until the end of the period. In 2008, the snow cover
accumulation is much slower and ends up with a snow depth of about 0.1 m (Fig. 4.3).
An even greater inter-annual variability the snow depth is observed at the polygonal pond,
which in 2007 is covered by about 0.2 m of snow shortly after the first snow fall, whereas
in 2008 almost no snow cover is measured until the end of this winter period (Fig. 4.3).
On average, the observed differences in snow cover accumulation agree with the satellite
observations (AMSR-E) (Fig. 4.3).
The net radiation budget of the first winter period is dominated by the long-wave ra-

diation ∆QL, which in 2008 is about fifteen times larger than the net short-wave radia-
tion (Tab. 4.2, Fig. 4.4). The incoming long-wave radiation steadily decreases from about
300 W m−2 to 180 W m−2. This general trend is overlain by rapid variations in the range
of 60 to 70 W m−2, which are most likely associated with changes in cloudiness. In fre-
quent situations, the outgoing and the incoming long-wave radiation are in quasi-balance
(Qnet ≈ 0), which is most likely caused by a dense cloud cover. The outgoing long-wave
radiation follows the general trend of its incoming counterpart and decreases from about
315 W m−2 to 200 W m−2, which corresponds to a surface temperature cooling from 0 to
−24 ◦C. The surface temperature of 2008 appears to be slightly increased compared to 2007
(Tab. 4.2), which on average amounts to an increased radiative loss on the order of 5 W m−2

in 2008. The surface temperature follows to a large extent the short-term fluctuations of
the incoming long-wave radiation. The observed fluctuations are on the order of 10 ◦C. The
negative net radiation is partly balanced by the sensible heat flux QH , which is negative in
both years. In both years, the average values of the sensible heat fluxes are small compared
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to the ground heat fluxes, but show strong short-term variations on the order of 30 W m−2.
The observed fluctuations in the sensible heat fluxes largely follow the stepwise variations
of the net radiation. Slightly positive sensible heat fluxes, that drag heat from the surface
to the atmosphere, are observed occasionally. These events are strictly correlated to high
values of down-welling thermal radiation and positive temperature gradients between the
surface and the near-surface air temperature. High absolute values of the sensible heat
flux are almost always associated with high wind speeds and strong turbulent exchange.
The atmospheric stratification is mostly neutral (ζ ≈ 0), while stable stratification (ζ > 0)
only occur occasionally under clear-sky and calm conditions. Such stable stratifications are
characterized by a very high snow heat flux, which compensates for the reduced sensible
heat flux under stable conditions. The largest fraction of the negative radiation budget
is balanced by the ground heat flux QG, which is predominately supplied by latent heat
of freezing (Tab. 4.2). In the inter-annual comparison, the ground heat flux of 2008 is
significantly larger than in 2007. This difference corresponds to the lower surface temper-
atures, the faster snow cover build-up and the slightly increased sensible heat flux of 2007
(Tab. 4.2). The observed inter-annual differences in the soil heat fluxes agree with the fact,
that the active layer is completely frozen by the end of the early winter period in 2008, but
not in 2007 (Fig. 4.3).
The most pronounced inter-annual differences in the ground heat budget are observed at the
polygonal pond. According to the temperature profile measurements, we can estimate the
ice cover thickness to be about 30 cm at the end of the early winter period in 2007. In 2008,
the temperature measurements indicate that the water body is completely frozen down to
a depth of 85 cm. Assuming an ice density of about 920 kg m−3, this amount of ice corre-
sponds to an average heat flux QG,p of about −12 W m−2 in 2007 and about −34 W m−2

in 2008. Note, that these heat fluxes are only estimated according to the amount of frozen
water, which does not contain the temperature change of the water body and the ground
underneath. Hence, the true ground heat flux at the pond must be even larger. However, in
the 2007, the estimated heat flux value at the freezing pond is in a good agreement with the
net radiation Qnet,p, which we measure directly at the surface of the water body (Tab. 4.2).
It is evident, that such an energy balance agreement is not given in 2008, were the pond
heat flux releases about 10 W m−2 more than is lost by radiation. Hence, additional heat
transport, such as a positive sensible heat flux, may be involved at the pond surface.

4.4.2 Polar winter (December 01 - January 30)

The polar winter section features a highly negative net radiation budget in the range of -20
to −25 W m−2. Due to polar night conditions, the radiation balance is only determined
by thermal radiation. The largest fraction of the radiative loss is balanced by the ground
heat flux QG, which is on the order of about −15 W m−2. Compared to early winter, the
sensible heat flux QH decreases and is now on the order of −10 W m−2. The latent heat
flux QE is significantly lowered and features a value of only 4 W m−2.
The polar winter section is characterized by the absence of solar radiation during which
the air temperatures reach their annual minimum of about −44 ◦C in winter 2007-2008



4.4. RESULTS 91

11/22/07 11/24/07 11/26/07 11/28/07 11/30/07 12/02/07 12/04/07 12/06/07

-40

-20

0

F
lu

x
 d

e
n

s
it
y
 [
W

 m
-2
]

0

4

8

12

W
in

d
 s

p
e
e

d
 [

m
 s

-1
] 

-1

0

1

2

S
ta

b
ili

ty
 p

a
ra

m
e

te
r 

 

G

Figure 4.5: Exemplary measurements of Qnet, QH and QG during the transition from early to
polar winter in 2007 (lower graph). Presumably overcast conditions are shaded. Measurements
of the wind speed and the stability parameter ζ are depicted in the upper graph.

and −42 ◦C in winter 2008-2009. During winter 2007-2008, the snow cover remains almost
constant featuring a depth of about 15 cm at the tundra surface and about 20 cm at the
polygonal pond. A slightly different evolution of the snow cover is found for 2008-2009, when
the snow depth remains between 10 and 15 cm at the tundra surface, whereas almost no
snow cover is detected on the pond. For the winter 2007-2008, freezing continues from early
winter into the polar night period. While the remaining unfrozen soil layer is already frozen
after a few days, the pond remains partially unfrozen until the end of this section (Fig. 4.3).
This delayed freezing process in 2007-2008 significantly influences the temperature at the
bottom of the water body, which is about 15 ◦C warmer compared to the following year
(Fig. 4.3).
The energy balance of the polar winter section is entirely governed by the long-wave budget
∆QL, which is significantly negative (Tab. 4.2). In both years, the incoming long-wave
radiation shows frequent fluctuations according to changes between overcast and clear-sky
conditions. The measured radiation values vary between 140 and 240 W m−2. Conditions
of constant incoming radiation typically last between two and three days. The surface
temperatures and thus the outgoing thermal radiation show a strong variability in the
range of −15 ◦C to −45 ◦C in both years, which corresponds to emitted radiative fluxes
of about -150 and −250 W m−2. The negative radiation budget is partly balanced by
a slightly increased sensible heat flux compared to early winter (Tab. 4.2, Fig. 4.4). The
largest fraction of the net radiation is balanced by the ground heat flux QG, which is mainly
supplied by the release of sensible heat QG,sensible (Tab. 4.2) that originates to about 85%
from the first four meters of the soil column. Recalling the inter-annual difference in the
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ground heat fluxes during the early winter section, the differences are now reversed. The
ground heat flux of 2007 is now higher compared to 2008, which corresponds to a warmer
soil in 2007 and therefore to a steeper soil temperature gradient.
An exemplary situation during the transition from the early winter to the polar night in
2007-2008 is depicted in Fig. 4.5. The example shows the typical stepwise pattern of the
long-wave radiation budget, most likely caused by the influence of clouds. These large-
scale variations are followed by the course of the sensible heat flux and the ground heat
flux, which usually balances the largest fraction of the radiative losses. The turbulent heat
flux becomes large (QH ≈ −30Wm−2) under clear-sky and windy conditions (wind speed
≈ 8ms−1), as they occur around November 23 and December 4. The negative radiation
budget is then primarily balanced by the sensible heat flux, which leads to a subsequent
surface warming that essentially reduces the snow temperature gradient and thus the ground
heat flux (compare Fig. 4.5 ). On rare occasions, the net radiation is found to be positive,
which can only be associated with the influx of warm air masses that are warmer than the
surface and lead to slightly positive sensible heat fluxes (Fig. 4.5). During one of these
situations, we can observe the development of a slightly unstable stratification (ζ < 0)
around November 25 (Fig. 4.5). This situation is due to a precedent long-lasting period
of calm conditions featuring stable stratifications and high radiative losses, which most
likely cool the atmosphere. The sudden influx of warm air, which is indicated by the
rapidly increasing net radiation to positive values heats up the surface. This consequently
leads to a positive near-surface temperature gradient and the short-time development of
unstable conditions. The unstable stratification breaks down as the net radiation falls back
to negative values (Fig. 4.5).
The largest inter-annual differences in the ground heat budget are again observed at the
investigated pond (Tab. 4.2), which in 2007-2008 is finally frozen by the end of the polar
winter. Similar to the ground heat flux QG, the pond heat flux QG,p is now higher in
2007-2008 than in 2008-2009. We also observe that in both years the released energy at the
pond QG,p is larger than the radiative losses Qnet,p, which indicates that amplified turbulent
sensible heat fluxes might occur at the surface of the frozen water body similar to the early
winter period. Compared to the ground heat flux at the tundra surface QG, the pond heat
flux is higher by a factor of about two.

4.4.3 Late winter (February 01 - March 30)

The energy balance of the late winter section is still characterized by negative net radiation
Qnet of about −15 W m−2, which is still significantly lower compared to the following spring
period, described in the first part of this study. This is due to the fact that the net radiation
budget steeply increases during this and the following period. The ground heat flux QG

features about −5 W m−2 and loses its dominant role in balancing the radiation budget.
The largest fraction of radiative losses is now balanced by a further increased sensible heat
flux QH , which is on the order of −10 W m−2. The modeled latent heat flux QE remains
small at about 3 W m−2.
The synoptic conditions are determined by the end of the polar night and increasing air
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temperatures from about -35 to −5 ◦C. The snow depth in 2008 slightly increases of about
5 to 10 cm and reaches its annual maximum of 25 to 30 cm.
The average net radiation budget is still negative and reaches values as low as −40 W m−2,
while positive fluxes can exceed 20 W m−2 (Fig. 4.6). Positive net radiation values fre-
quently occur within a pronounced diurnal cycle towards the end of this period. The
upwelling long wave radiation ranges from 160 and 300 W m−2, which corresponds to sur-
face temperatures of -40 and −3 ◦C. The sensible heat flux is significantly more negative
compared to the polar winter period and balances about 70% of the negative radiation
budget, while the ground heat flux loses its dominant role. This corresponds to the evolu-
tion of a strong temperature gradient in the atmospheric boundary layer, which frequently
exceeds values of −3 ◦C with an average gradient of about −1 ◦C (Tab. 4.2). The sensible
heat flux features a diurnal cycle towards the end of the later winter period and ranges
from -40 W m−2 to 5 W m−2 (Fig. 4.6). Positive sensible heat fluxes are usually observed
during local noon, when the net radiation is positive due to high values of incoming solar
radiation. The atmospheric stratification is essentially neutral during the first half of the
late winter section, which corresponds to high wind speeds (Fig. 4.6). Within the course
of the late winter period, the stability parameter ζ indicates frequent changes between sta-
ble and unstable stratifications (Fig. 4.6). The ground heat flux is essentially supplied by
sensible heat from the deep soil layers. About 85% of the released heat originates from soil
cooling down to a depth of 7 m. A more detailed look at the ground heat flux reveals more
frequent positive heat fluxes towards the end of the period, which are usually associated
with strongly negative sensible heat fluxes (Fig. 4.6). This indicates that at the end of the
entire winter period the initial warming of the ground is mainly supplied by sensible heat
fluxes from the atmosphere. These observations are in good agreement with heat fluxes
measured in the following spring period, which are described in the first part of this study.
Significant spatial differences of the energy balance are still observed between the polygonal
pond and the tundra site. The ground heat flux at the polygonal pond QG,p is significantly
increased compared to the tundra ground heat flux QG, which corresponds to the more
negative radiation budget at the pond Qnet,p (Tab. 4.2). This indicates that the polygonal
pond most likely features slightly higher surface temperatures. If we assume the surface
albedo at the snow covered tundra to be similar to the snow-covered pond, the surface at
the pond would be about 1 ◦C warmer, according to the increased ground heat flux.

4.4.4 Controlling factors of surface temperature

The surface temperature Tsurf is a direct result of the surface energy balance. It is therefore
worthwhile to give an insight into its determining factors. We can see in Fig. 4.7, that the
surface temperature variations are primarily determined by the incoming thermal radiation,
while other factors, such as wind speed only have a secondary impact. Fig. 4.7 also shows
that the impact of wind on the surface temperature is highest during low values of incoming
long-wave radiation. This relation is explained by the fact, that the surface cools down
strongest under clear-sky conditions when the turbulent heat transport from the atmosphere
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Figure 4.6: Measurements of Qnet, QH and QG during the late winter in 2008 (lower graph).
The wind speed and the stability parameter ζ are depicted in the upper graph.

to the surface is limited by the absence of wind. This describes the typical situation of a near-
surface temperature inversion under a stable atmospheric stratification (ζ > 0), which leads
to pronounced surface cooling. However, such conditions are observed only occasionally,
since wind-induced turbulent mixing dominates during the polar night (Fig. 4.7), so that
the formation of stable stratifications (ζ > 0) is essentially limited.

4.5 Discussion

4.5.1 The winter time energy balance characteristics

According to our measurements, the surface energy balance during winter is predominately
characterized by (i) the long-wave radiation budget, (ii) the ground heat flux and (iii) to
a minor extent by the atmospheric sensible heat flux. The latent heat flux is found to be
almost negligible.

(i) The radiation budget of the considered winter period is largely determined by the
long-wave radiation, as it mostly falls within the polar night, while the high albedo
of the snow cover limits the role of the short-wave radiation at the beginning and the
end of the period (Tab. 4.2). The net long-wave radiation fluctuates strongly between
almost zero and highly negative values of up to −50 W m−2. The fluctuations are
largely caused by fast changes of the incoming long-wave radiation, which most likely
can be attributed to the presence or absence of a cloud cover (Shupe and Intrieri
2004). The incoming long-wave radiation is the determining factor for the surface
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temperature, as it sets the general range within which the surface temperature can
adjust depending on the other components of the energy balance (Fig. 4.7).

(ii) The ground heat flux is of outstanding importance for the surface energy balance
during the winter periods, since it is the main balancing factor of the radiative losses.
It originates from both the refreezing of the active layer and the cooling of the soil,
with both contributing about 50% to the entire flux. Hereby the refreezing of the
active layer strongly dominates until about the beginning of December. Afterwards
the ground heat flux is entirely supplied by soil cooling up to a depth of 12 m. Strong
inter-annual differences in the ground heat flux are observed particularly during the
early winter section (Tab. 4.2), with reduced heat fluxes and a delayed refreezing in
2007. This is most likely due to an approximately doubled snow depth in this year
(Fig. 4.3). For similar surface temperatures and a soil-snow interface temperature
close to 0 ◦C due to refreezing processes, this would exactly correspond to a reduced
heat flux by a factor of two, which has been observed in measurements (Tab. 4.2).
When the active layer is refrozen, the snow still limits the release of heat from the soil
due to the difference in the thermal conductivity compared to the soil. Hereby, the
thermal conductivity of snow is by a factor of four to eight lower than the thermal
conductivity of frozen peat (Tab. 4.1). However, the delayed refreezing recorded in



96 CHAPTER 4. PAPER III

2007 induces higher soil temperatures at the beginning of the polar winter period,
which leads to slightly higher ground heat fluxes despite of the higher snow cover in
2007. Therefore, the release of heat occurs over a longer period in 2007, while it is
more concentrated at the beginning of the winter in 2008. Nevertheless, almost similar
soil temperatures are reached at the end of the winter period in both years. Towards
the end of the winter period, the ground heat flux stagnates as the upper soil layers
already begin to warm up, which cancels out the still negative heat flux of deep soil
layers.

(iii) While the interplay between the net radiation, the ground heat flux and the sensible
heat flux can be complex (Fig. 4.5), the magnitude of the average sensible heat flux
is significantly smaller than the ground heat flux. The highest values of sensible heat
fluxes are observed at the end of the winter season. During the entire winter period
the observed average sensible heat flux of about −8 W m−2 amounts to a cooling of an
air column of 1000 m height by about 30 ◦C over a period of 6 months. This matches
the order of magnitude of the observed near-surface temperature cooling, which is also
on the order of 30 ◦C (compare Tab. 4.2). In addition, the well mixed boundary layer
with predominantely neutral stratifications suggests a prominent role of the sensible
heat flux for the cooling of the near surface atmosphere. It must be emphasized, that
the contribution of the wintertime sensible heat flux to the surface energy balance
is by a factor of two smaller than values reported for arctic-oceanic conditions on
Svalbard (Westermann et al. 2009), but of similar magnitude as values reported from
measurements on sea-ice at the Arctic Ocean (Persson et al. 2002).

4.5.2 Implications for large–scale modeling

Three major implications of this study for permafrost modeling can be identified. In par-
ticular, these implications are given by (I) the relevance of the ground heat flux in the
surface energy budget and its impact on the atmospheric conditions near the surface, (II)
the importance of parameters such as snow cover, cloud cover and soil properties for the
thermal permafrost conditions and (III) the spatial and temporal variability of the surface
energy balance with respect to the freeze and thaw dynamics.

(I) Due to the magnitude of the ground heat flux, it must be considered a critical factor
for the formation of the surface temperature, which affects both the radiation budget
and the turbulent land-atmosphere exchange. Thus, an adequate representation of
the ground heat flux is crucial to correctly model the energy turnover at the surface
during the long-lasting winter period in the Arctic. This is especially true in per-
mafrost regions, where the refreezing active layer represents a sustained energy supply.
Nevertheless, strongly simplified representations of the soil developed for non-arctic
regions are commonplace in GCMs. An example is the “European Centre/Hamburg”
model (ECHAM 5) in which freezing of soil water is not accounted for (Bartsch et al.
2007). A realistic representation of the ground heat flux and thus the winter surface
energy budget in permafrost regions seems unconceivable in such a model. It has
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been demonstrated in several model experiments that large-scale changes in the soil
parameterization essentially affect the performance of climate models (Pitman 2003).
For a regional climate model, Rinke et al. (2008) revealed that introducing an addi-
tional organic layer at the top of arctic tundra soils significantly impacts the surface
energy balance, as well as the larger-scale atmospheric circulation. Similar is reported
for global climate models by Lawrence and Slater (2008), who found that near-surface
air temperatures at high latitudes significantly increased after the incorporation of
an organic soil layer. Peters-Lidard et al. (1998) outlined the importance of the soil
parametrization for the surface energy balance in soil-vegetation-atmosphere-transfer
schemes (SVATS), as they are implemented in global climate models. An essential
improvement in the boundary layer representation in weather forecast models has
been achieved by the incorporation of soil freezing (Viterbo et al. 1999), which has
also been demonstrated by Cox et al. (1999) to affect the performance of GCMs.
Energy balance measurements during the polar winter over sea-ice revealed a signif-
icant difference between near surface temperature observations and values retrieved
from the “European Centre for Medium Range Weather Forecasts” ECMWF model,
which were found to be related to a wrong representation of the thermal (ground)
ice conditions (Beesley et al. 2000). According to the reported sensitivity of climate
models, there is evidence that the performance of climate models in arctic regions
is essentially affected by the representation of the ground heat flux and hence by
permafrost itself.

(II) The winter time ground heat flux is of essential importance for the thermal state
of permafrost. The crucial factors determining the wintertime surface temperatures
and thus the ground heat flux are the radiation budget and the snow cover. The
radiation budget is largely affected by the presence of clouds and to a minor extent
by the characteristics of the atmospheric turbulence (sensible heat flux). Moreover,
the ground heat flux is essentially limited by the isolating snow layer, as mentioned
above. The impact of the low thermal conductivity of snow on the ground heat flux
is largest for steep temperature gradients across the snow cover as they occur during
clear-sky conditions. The impact of the snow cover on the thermal conditions of
the permafrost has been demonstrated by Goodrich (1982), who found significantly
higher average soil temperatures compared to the average surface temperature, de-
pending on snow depth and the build-up dynamics of the snow cover. This positive
temperature shift between soil and surface temperatures is observed to be on the
order of 4 ◦C at the study site. Towards the beginning of spring, the increasing tem-
peratures at the uppermost snow and soil layers are observed in conjunction with
pronounced sensible heat fluxes. This suggests that warm air masses rather trigger
initial snow and soil warming than the short-wave radiation does, which is largely
reflected due to the high albedo of the snow cover. The winter soil temperatures are
therefore essentially affected by larger-scale atmospheric circulation processes, such
as the influx of cyclones or the annual dynamics of the Siberian High. Predictions on
the future state of permafrost must necessarily aim for appropriate incorporation of
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these determining factors of the ground thermal regime.

(III) The freeze and thaw dynamics are of outstanding importance, if large-scale model
schemes are intended to account for complex biochemical processes, such as micro-
bial decomposition of organic material in permafrost soils (Davidson and Janssens
2006). During the refreezing process, the soil and water temperatures are sustained
at 0 ◦C and liquid water is available until the soil or water body is completely frozen.
Hence, the time span favorable for biological activity is determined by the duration
of the refreezing process. Our results clearly reveal a high spatial and temporal vari-
ability of the refreezing characteristics and the permafrost temperatures. In 2007, the
soil refreezing is about half a month delayed compared to 2008, whereas the investi-
gated pond requires three months longer for being completely frozen (Fig. 4.3). This
indicates that the production time of greenhouse gases especially at shallow water
bodies features a significant inter-annual variability. This in turn may induce high
inter-annual variabilities in the spring-time methane emission, when the ice cover at
the ponds begins to thaw. The importance of such high-arctic water bodies for the
atmospheric methane budget has been demonstrated by Walter et al. (2006) and Wal-
ter et al. (2007). Furthermore, Wagner et al. (2007) showed that even under frozen
conditions microbial methane production can occur and already slight warming of
the permafrost temperatures can lead to a significant increases in the microbial ac-
tivity. Owing to these reports and our observations, it is intriguing that already small
variations in the snow cover build-up essentially affect the time of potential methane
production. These findings have strong implications for model schemes as introduced
by Khvorostyanov et al. (2008), who aim to include biochemical processes in per-
mafrost regions on larger scales. In this regard, it might be important to account for
micro-scale variabilities, such as the distribution and depth of small water bodies,
in the parametrization of such models. Moreover, the heat budget of such shallow
water bodies responds intensively to temporal variabilities of the surface energy bal-
ance. It is therefore desirable to further investigate permafrost regions characterized
by shallow water bodies. The correct representation of such sensitive processes in
climate models requires the realistic reproduction of the control parameters, such as
snow fall and cloudiness, which is maybe the largest challenge in the current model
development.

4.6 Conclusions

Based on the results of the first and the second part of this study, we conclude with an
overview of the main characteristics of the surface energy balance in the context of the
annual cycle. In the following, we summarize the role of the different energy balance com-
ponents for the annual heat budget and their main controlling factors.
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• During the entire annual cycle, the surface energy budget is determined by the radi-
ation balance. The net radiation essentially depends on the seasonality of the short-
wave radiation budget, the presence or absence of the snow cover and the the cloudi-
ness. The snow cover has its greatest impact over 4 months from the end of the polar
night until snow melt, when the high snow albedo significantly reduces the net short-
wave radiation. Clouds are generally found to reduce the net radiation by about 50%
during the snow-free season, while they almost prevent radiative losses during winter.

• The turbulent heat fluxes have their largest impact on the surface energy budget
during the snow-free period, when they balance about 70% of the net radiation. The
latent heat flux is a factor of two higher than the sensible heat flux, so that the
average Bowen ratio yields 0.5. It must be emphasized that the latent heat flux is
largely in balance with the observed precipitation rates, which suggests a regionally
closed water cycle between the atmosphere and the tundra surface during the summer
months. During the winter period, the latent heat flux is almost negligible and so
its sublimation at the snow cover. The sensible heat flux reaches its largest relative
contribution to the surface energy balance during the late winter period, when it
balances almost 70% of the radiative losses. This indicates that warming after the
winter period is influenced by the influx of warm air. Furthermore, it is worthwhile
to note that the lower atmosphere is well mixed during a major part of the winter
season and stable stratifications are very rare.

• The ground heat flux always constitutes a significant component in the surface energy
balance, with relative contributions of about 20% during summer and 60% during
polar winter. During the summer months, the internal heat storage of the ground
is characterized to about 60% by active layer thawing, whereas 40% are used for
warming of the soil temperatures. The refreezing period, which can last from the end
of September until the beginning of December, is mainly controlled by the radiation
balance. At that time, clouds and the snow cover have their largest impact on the
ground thermal regime as they significantly influence the duration of the refreezing
period. It is important to recall that during most of the winter period the ground
heat flux sustains the largest fraction of radiative losses, which helps to prevent the
development of atmospheric inversions near the surface. As the ground heat flux
during winter essentially determines the permafrost temperatures, it also strongly
influences the soil temperature gradient in summer and thus the sensible ground heat
storage. Hence, a considerable fraction of the surface energy balance during the
summer months is directly affected by the magnitude of the ground heat flux of the
previous winter. This again corroborates the importance of the heat storage capacities
of the permafrost soils in the annual cycle. The heat storage capacity of the tundra
can be further increased by the presence of water bodies, which can be remarkable
even for small water bodies, such as ponds.

We conclude that the correct representation of the ground heat flux in climate models is
not only an important issue for permafrost modeling, but also for the correct representation
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of the surface energy balance of large areas in the Arctic itself. The development of soil
parameterizations, that can account for permafrost, could therefore help to improve the
representation of the lower boundary conditions of regional and global climate models.
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J. Lüers and J. Bareiss. Direct near surface measurements of sensible heat fluxes in the
arctic tundra applying eddy-covariance and laser scintillometry - The Arctic Turbulence
Experiment 2006 on Svalbard (ARCTEX-2006). submitted to Theoretical and Applied
Climatology, 2009.

A.H. Lynch, F.S. Chapin, L.D. Hinzman, W. Wu, E. Lilly, G. Vourlitis, and E. Kim. Surface
energy balance on the arctic tundra: Measurements and models. Journal of Climate, 12
(8):2585–2606, 1999.

J.R. Mackay. Air temperature, snow cover, creep of frozen ground, and the time of ice-wedge
cracking, western Arctic coast. Can. J. Earth Sci, 30(8):1720–1729, 1993.

L. Mahrt, J.I. MacPherson, and R. Desjardins. Observations of fluxes over heterogeneous
surfaces. Boundary-Layer Meteorology, 67(4):345–367, 1994.

S. Marchenko, S. Hachem, V. Romanovsky, and C. Duguay. Permafrost and Active Layer
Modeling in the Northern Eurasia using MODIS Land Surface Temperature as an input
data. Geophysical Research Abstracts, 11:EGU2009–11077, 2009.

S. Martin and E.A. Munoz. Properties of the Arctic 2-meter air temperature field for 1979
to the present derived from a new gridded dataset. Journal of Climate, 10(6):1428–1440,
1997.

M. Mastepanov, C. Sigsgaard, E.J. Dlugokencky, S. Houweling, L. Ström, M.P. Tamstorf,
and T.R. Christensen. Large tundra methane burst during onset of freezing. Nature, 456
(7222):628–630, 2008.

M. Mauder and T. Foken. Documentation and instruction manual of the eddy covariance
software package TK2. Univ. of Bayreuth, Dept. of Mikrometeorology, 2004.
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