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Abstract. A non-hydrostatic model (NH3D) is used for idealized dry quasi-

2D simulations of Arctic cold-air outbreaks using horizontal grid spacings

between 1.25 and 60 km. Despite the idealized setup, the model results agree

well with observations over Fram Strait. It is shown that an important char-

acteristic of the flow regime during CAOs is an ice-breeze jet with a max-

imum wind speed exceeding often the large-scale geostrophic wind speed. Ac-

cording to the present simulations, which agree very well with those of an-

other non-hydrostatic mesoscale model (METRAS), the occurrence, strength,

and horizontal extent L of this jet depend strongly on the external forcing

and especially on the direction of the large-scale geostrophic wind relative

to the orientation of the ice edge. The latter dependency is explained by the

effects of the thermally induced geostrophic wind over open water and Cori-

olis force. It is found that coarse-resolution runs underestimate the strength

of the jet. This underestimation has important consequences to the surface

fluxes of heat and momentum, which are also underestimated by about 10-

15% on average over the region between the ice edge and 120-180 km down-

stream. Our results suggest that a grid spacing of about L/7 is required (about

10-30 km) to simulate the IBJ strength with an accuracy of at least 10%.

Thus the results of large scale models as well might contain uncertainties with

regards to the simulated IBJ strength which would influence the energy bud-

get in a large region along the marginal sea ice zones.
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1. Introduction

Marine cold-air outbreaks (CAOs) are a typical meteorological phenomenon occurring

during the cold seasons in the polar regions of both hemispheres. During such events,

cold air originating from ice or snow covered regions is transported over large distances

while it is heated by the warm ocean surface. Close to the sea-ice edge, sensible heat

fluxes can amount during CAOs up to 650 Wm−2 [Brümmer, 1996] and values can be still

above 100 Wm−2 several hundred kilometers downstream. This leads to a large heat loss

of the ocean and in some regions, such as the Labrador and Greenland Seas, cooling and

increase of salinity in the upper ocean layers may contribute to deep convection in the

ocean [Marshall and Schott, 1999; Gryanik et al., 2000; Pagowski and Moore, 2001]. This

characterizes CAOs as a factor that might have a significant influence on both regional

and global climate. Furthermore, during CAOs, small-scale processes in ocean and sea

ice (like sea-ice drift, freezing or melting, upwelling along the ice edge) play an important

role for the marginal sea ice zone (MIZ) dynamics, as described by Guest et al. [1995a;

1995b], and in a preconditioning phase of deep convection events [Häkkinen, 1987; Roach

et al., 1993]. Thus an adequate simulation of air-sea-ice interaction over the MIZ during

CAOs in both global and regional climate models is highly desirable.

Although CAOs can be resolved to some extent by global circulation models and re-

gional climate models [Kolstad and Bracegirdle, 2008], it can be expected that the coarse

spatial resolution does not yet allow an explicit reproduction of the full range of mesoscale

variability of meteorological parameters during CAOs. This might in turn affect the ac-

curacy of the simulated energy exchange between atmosphere and ocean. Deficiencies of
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large scale models can be expected, especially, in the region with the largest atmospheric

variability which is the region between the ice edge and about 300 km downstream [Guest

et al., 1995a]. There, horizontal gradients of wind and temperature as well as surface

heat fluxes during CAOs are largest. Due to the warming of cold air masses, a convec-

tive boundary layer is rapidly growing while wind speed and surface stress are increasing

[Brümmer, 1996].

The growth of wind speed over the open water was discussed in several studies. In

some of them [Overland et al., 1983; Langland et al., 1989; Guest et al., 1995b] one of

the proposed reasons for it was the baroclinicity related to the surface heating over open

water. This mechanism is often referred to as an ice-breeze circulation (IBC). Numerical

simulations [Overland et al., 1983; Reynolds, 1984; Lüpkes and Schlünzen, 1996] showed a

possible existence of a wind speed maximum at a distance of 50-150 km from the ice edge

with wind speeds about 10% higher than further downstream. This regime will be called

an ice-breeze jet (IBJ) in the following.

Brümmer [1996] observed 10 cases with CAOs over Fram Strait northwest of Svalbard

and found in four cases the occurrence of an IBJ about 100 km downwind of the MIZ,

which he explained by an IBC being imposed on a large-scale flow. A study by Kolstad

[2008, his Figure 2] gives a hint on the existence of an IBJ even in seasonally averaged

data. Based on QuikSCAT satellite observations, he found some statistical evidence of a

wind speed increase along the Fram Strait MIZ extending from the north-west of Svalbard

to the south of Greenland, about 100-150 km wide, and being most pronounced in winter

months.
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However, it seems that an IBJ which strongly affects the energy fluxes doesn’t exist

always during CAOs. So, the above mentioned observations by Brümmer [1996] show

also that in the remaining cases no wind speed maximum was found. Moreover, results of

a modeling and observational study by Wacker et al. [2005] of a CAO over Fram Strait

also do not show the existence of a wind maximum. Fairall et al. [1987] argue that the

acceleration of wind caused by baroclinicity in the atmospheric boundary layer (ABL)

might be cancelled sometimes by the decelerating effect of the sloping inversion at the

ABL top.

Numerous studies of CAOs based on observations, modeling experiments, and theo-

retical analyses addressed a number of further questions such as the heat budget of the

advected air mass [Brümmer, 1997], parameterizations of turbulent exchange [Chrobok

et al., 1992; Lüpkes and Schlünzen, 1996; Gryanik and Hartmann, 2002; Gryanik et al.,

2005], the effect of cloud microphysics on turbulent exchange [Harrington and Olson,

2001], the effect of a realistic representation of the sea ice margin in models simulating

the convective boundary layer (CBL) development [Pagowski and Moore, 2001; Lüpkes

and Birnbaum, 2005; Wacker et al., 2005; Liu et al.,2006], as well as observations and

simulations of roll-like convective structures [Hartmann et al., 1997; Renfrew and Moore,

1999; Liu et al., 2004; Liu et al., 2006; Maesaka et al., 2006; Gryschka et al., 2008] and

also their theoretical investigation [Etling and Brown, 1993; Young et al., 2002]. However,

a systematic study of IBJ characteristics has never been performed for a wide range of

meteorological conditions and thus forms the first goal of the present work. We will quan-

tify the IBJ strength and horizontal extent for different absolute values of the large-scale
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geostrophic wind, its direction relative to the ice edge orientation, temperature difference

between open water and sea ice, and the ABL height over sea ice.

Another topic which has not yet been studied is the effect of horizontal grid spacing

of regional climate models on the simulated meteorological variables and their spatial

variability during CAOs. This topic, which is important for climate modeling, forms the

second main goal of the present work. We aim here to quantify the effect of horizontal

resolution, especially on the simulated near-surface vertical fluxes of heat and momentum.

This investigation is important for two reasons. The first is that it will help to identify

specific uncertainties of results from climate modeling in polar regions which have not

yet received much attention in the literature. The second one is related to the very large

values of vertical energy fluxes during CAOs, which drive water mass modification due

to intensive cooling, the related sea ice formation and vertical mixing. Although deep

ocean convection occurs typically farther south, these processes result in a modification

of temperature and salinity in the CAO region and are thus important for the regional

circulation in the ocean [Mauritzen, 1996].

Our strategy described in more detail in the next section is to use a non-hydrostatic

mesoscale model (NH3D) to simulate CAOs over Fram Strait with different horizontal grid

spacing which is, however, always much larger than that of Large Eddy Simulation (LES)

and cloud-resolving models. This means that we cannot resolve convective thermals and

rolls. The corresponding turbulence caused by the strong convection is treated by the

subgrid closure. With this strategy, which has been used in many previous investigations

by others [e.g. Wai and Stage, 1989; Bechtold et al., 1992; Glendening, 1994; Vihma et

al., 2002; Savijarvi, 2012], the flow can be considered as quasi-2D since the remaining
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ice edge-parallel gradients are small. Other simplifying assumptions are applied as well

(Section 2), so that the CAO simulation is idealized and conclusions should be considered

in the light of this idealization. The restriction to the mesoscale allows us to test the

sensitivity on a large parameter set with manageable costs (CPU time).

We start with the simulation of an observed cold-air outbreak using 1.25 km and 5 km

horizontal grid spacings (Section 3). This serves as a reference run and helps verifying

the NH3D model which has never been used before to simulate processes in the Arctic

atmosphere. The first runs aim also to study the sensitivity of the model on the MIZ

width. The reference run is repeated then using a coarse horizontal resolution of 60 km

(Section 5), which is similar to the grid spacing often used in regional climate models and in

some reanalyses as in ERA-Interim. Moreover, some of the results of NH3D are compared

with those of another nonhydrostatic model (METRAS [Schlünzen, 1990]) (Appendix B),

which was successfully used in the past to simulate many different meteorological regimes

in the Arctic [e.g., Lüpkes and Schlünzen, 1996; Vihma et al., 2003; Birnbaum and Lüpkes,

2002; Dierer et al., 2006; Lüpkes et al., 2008b]. This comparison shows that the present

results are not specific for one model but can be seen as representative for regional models.

The study is accomplished by a series of idealized model experiments with varying

external parameters and horizontal resolution (Section 6-7). The range of parameters

considered is typical for wintertime CAOs in high latitudes, but is wider than in previous

studies. Moreover, we systematically investigate the dependence of mesoscale features of

CAOs on the wind direction, which was not considered before. The sensitivity of the

IBJ magnitude on the wind direction is qualitatively explained by estimating the local

geostrophic wind in the ABL over open water. It is shown that the latter is a good
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estimate of the actual wind speed at distances of about 200 km and further downstream

from the ice edge.

2. Modelling Background

2.1. The NH3D Model

NH3D is a non-hydrostatic model based on a set of equations by Miller and White [1984]

utilizing vertical σ-coordinates. It has been successfully applied for simulating orographic

gravity waves, generated over a two- and three-dimensional relief [Miranda and James,

1992; Miranda and Valente, 1997], as well as for breeze circulations over Western Siberia

[Stepanenko et al., 2008]. The model consists of prognostic equations for the three wind

components, potential temperature and surface pressure. A diagnostic elliptic equation is

solved for the geopotential perturbation.

A staggered Arakawa-C grid is used with constant grid spacing in horizontal directions,

while the vertical grid spacing is increasing with height. Advection is calculated by a

second-order centered scheme, using a flux-corrected transport algorithm [Zalesak, 1979] to

maintain monotonicity. The leap-frog scheme is used for integration in time with a Robert-

Asselin time filter applied at each time step. Horizontal numerical filtering is represented

by a monotonic forth-order diffusion scheme with a flux-limiter proposed by Xue [2000].

At the northern inflow boundary, fixed boundary conditions are used for the wind speed

components and for the potential temperature. At the other boundaries, zero-gradient

boundary conditions are used for the boundary-parallel wind components and potential

temperature. For the boundary-normal wind velocity, radiation boundary conditions are

used by applying the Orlanski scheme [Orlanski, 1976] extended by Raymond and Kuo

[1986].
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NH3D is forced by a constant in time and space large scale pressure gradient that

corresponds to a geostrophic wind speed far away from the sea ice edge.

Monin-Obukhov similarity theory serves to parameterize turbulent fluxes in the surface

layer. Businger-Dyer universal functions are used in case of unstable stratification and

log-linear universal functions [Dyer, 1974] in neutral and stable conditions. When the sea

ice concentration A across the MIZ is within the interval (0,1) surface fluxes over ice and

water are calculated separately and are then averaged according to their surface fraction.

The roughness length for momentum z0 is set to 0.001 m over sea ice and is calculated

according to the Charnock formula z0 = αu2
∗/g over open water where u∗ is the friction

velocity and α = 0.0185 is used according to Wu [1980]. The roughness length for scalars

is set to 0.1z0

Turbulent fluxes above the surface layer are parameterized by a combination of a local

closure above the ABL and a nonlocal turbulence closure within the ABL as described

in Lüpkes and Schlünzen [1996]. We assume that the vertical heat transport by large

convective eddies is fully parameterized by the nonlocal closure. The latter is based

on Holtslag and Moeng [1991] and was designed specifically to account for the nonlocal

vertical transport of heat by large eddies (see next subsection). It has been verified for

different ABL regimes in a wide range of conditions which can be classified in terms of

the parameter zi/L where L is the Obukhov length scale. The above mentioned modified

version of the Holtslag and Moeng closure, used here, was successfully applied by Lüpkes

and Schlünzen [1996] in conditions with rolls (−zi/L ≈ 30) for the same case of CAO

as considered here. Holtslag and Moeng [1991] based their closure on LES results for

convective boundary layer with −zi/L ≈ 10. Moreover, Brown [1996] has shown that the
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Holtslag and Moeng closure is well reproducing a baroclinic convective boundary layer

(−zi/L varied from 0 to 26.1). Ayotte et al. [1996] demonstrated a good performance

of this closure for both barotropic and baroclinic conditions with −zi/L of up to 18.

Lock [2000] successfully applied a modified Holtslag and Moeng closure, which is used

now in the U.K. Met. Office Unified Model for cloud-topped boundary layer simulations.

Similar turbulence closures are used in weather prediction and regional climate models

(for example, the Troen and Mahrt [1986] nonlocal closure is used in MM5 [Pagowski and

Moore, 2001]).

2.2. Modelling Strategy

For the present study, we use a horizontal grid spacing which is not resolving convective

structures developing in CAOs. Since these structures are important for the transport of

energy, we discuss in the following the consequences of this strategy and its relation to

Large Eddy Simulations (LES) and observations.

Previous studies have shown that CAOs are a complex phenomenon, where processes of

different spatial and temporal scales occur simultaneously. Small scale convective thermals

and plumes are generated at the surface and penetrate through the whole boundary layer

up to the inversion. Often, the convective plumes are organized in roll-like coherent

structures, whose aspect ratios might vary in a wide range (from 2 to 15) [Etling and

Brown, 1993; Atkinson and Zhang, 1996; Young et al., 2002]. It has also been shown that

plumes and roll-like eddies can transport considerable amounts of heat and momentum

[Brümmer, 1999] and are thus responsible for the nonlocal character of vertical turbulent

exchange within the ABL. An explicit simulation of such a multi-scale system requires

a very high resolution in the order of 50 m [Gryschka et al., 2008; Sullivan and Patton,
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2011]. In our present study, the focus is, however, on the mesoscale flow structure in CAOs

and on its reproduction by models using grid sizes being typical for regional climate and

weather forecast models. This means that we parameterize all the smaller scale turbulent

convective processes, including thermals, plumes and rolls by the nonlocal turbulence

closure mentioned above.

When the results of the mesoscale model are compared with observations or high-

resolution LES results, it is important to keep in mind that the mesoscale model assumes

volume, time, and ensemble averaging of the Navier-Stokes equations as described by

Cotton and Anthes [1989] (see their chapter 3). The appropriate length/time scales of the

averaging operator are usually larger than the grid sizes and time steps of the model. A

comparison with observational or LES data requires the same averaging of both data.

For aircraft or point measurements, the ensemble part of the averaging is usually substi-

tuted by spatial or temporal averaging assuming that the ergodicity condition is satisfied.

For a convective ABL during CAOs, this requires horizontal averaging over a distance

containing several wavelengths of rolls, which is about 50 km in the ice edge parallel di-

rection (where zi and other CBL characteristics can be assumed as constant). We stress

that for the treatment of turbulence as subgrid, model grid sizes can be much smaller than

this averaging length (Cotton and Anthes [1989]). It is necessary only that the turbulent

mixing produced by the subgrid-scale closure is efficient enough to account for mixing

also by the large turbulent eddies. This is discussed in detail by Wyngaard [2004]. In our

case, a grid cell of 1-5 km width is appropriate.

It is furthermore important to understand that, since nonlocal closures parameterize the

whole turbulent transport, convective plumes should not be resolved. Thus the vertical
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velocity simulated by a mesoscale model in a convective ABL can be used as an indicator

for the appropriate grid size. Honnert et al. [2012] showed by comparing mesoscale and

high resolution simulations that when all convective motions are treated as subgrid, the

modelled vertical velocity w does not exceed values related to the mesoscale resolved

structures. Values of w are then in the range of cm s−1 and are thus much smaller than

vertical velocities in plumes. One can conclude furthermore from their model results with

∆y = 1 km that the overall structure of the convective ABL was reproduced fairly well

with a nonlocal mass-flux closure although this resolution produced only small vertical

velocities.

To summarize, with our present approach we are not aiming to explicitly resolve con-

vective motions which are parameterized by the turbulence closure. Previous studies of

convective boundary layers showed that this causes some uncertainty in the results, how-

ever, the present findings can give important hints for future more detailed studies using

LES. It shows furthermore the typical behavior of non-eddy resolving models like climate

and weather prediction models when they are applied to CAOs, e.g., in different horizontal

resolutions.

2.3. Further Idealizations

Radiation and microphysics are not considered in this study for simplicity. Modelling

studies of CAOs with and without clouds by Wacker et al. [2005] and Lüpkes et al. [2012]

show that the inclusion of cloud microphysics in a mesoscale model didn’t have a large

effect on the simulated fields of wind and temperature in CAOs. A possible reason is the

high Bowen ratio often observed in Arctic CAOs. For example, during the campaigns

called the Radiation and Eddy Flux Experiment (REFLEX) [Kottmeier et al., 1994] and
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the Arctic Radiation and Turbulence Interaction Study (ARTIST) [Hartmann et al., 1999;

Lüpkes et al.,2012] the near-surface latent heat fluxes amounted to only 25% of the sensible

heat flux. These numbers agree with measurements by Renfrew and Moore [1999] who

found Bowen ratios of about 3-5 during a wintertime CAO over the Labrador Sea for even

higher air temperatures (-20◦C) than the observed ones during the CAO considered here

(-30◦C). They estimated the possible amount of latent heat release during condensation

to about 10% of the surface heat fluxes.

These findings do not mean that clouds have no impact, but this impact occurs mainly

either on small scales, which affect the general development of the convective boundary

layer structure only slightly, or far from the ice edge. Thus Müller and Chlond [1996] and

Schröter et al. [2005] stress the influence of the latent heat release due to condensation

upon the broadening of the convective cells far downstream from the ice edge. Olsson

and Harrington [2001] find from their high resolution 2D model that radiative cooling and

warming at the cloud top and base as well as latent heat release influence significantly the

turbulent kinetic energy. However, the agreement of their model results with observations

was in a similar quality as that found by Lüpkes and Schlünzen (1996) in their model

runs without clouds. Also Gryanik and Hartmann [2002] find that statistics of turbulence

obtained from an observed CAO with a cloudy convective ABL were similar to those

obtained with a “dry” LES.

It cannot be excluded, however, that there are also situations with a stronger impact

of clouds. Brümmer [1997] shows some cases in which the latent heat release due to

condensation and sublimation can be dominant, but only at distances more than 300 km

from the ice edge which are not considered in our study. Nevertheless, future studies
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should extend the present ones to less idealized situations and the conclusions of the

present work should be considered in the light of our idealized assumptions.

2.4. Representation of the Marginal Sea Ice Zone

The development of the CBL is driven by a prescribed transition of the surface from

cold and rough sea ice in the northern part of the domain to relatively warm and smooth

open water in the southern part. The two surface types are separated by the MIZ. We

define the latter here as the transitional zone from pack ice to open water where ice floes

are broken and have diameters smaller than 1 km. To represent the MIZ in the NH3D

model, the sea ice concentration A is prescribed to change from north to south according

to

A =
1

2
− 1

2
tanh

(
y − yc
L0

)
, (1)

where yc is the position of the MIZ center with A = 0.5. This is also the position of the

largest gradients of A in north-south direction. By setting (y − yc) in the above equation

to L0, we obtain L0 as half of the width of the zone where 0.12 ≥ A ≥ 0.88. When

we define the MIZ as the zone with 0.05 ≥ A ≥ 0.95, its width LMIZ can be expressed

through L0 by setting A in Equation 1 to 0.05 and 0.95. This results in LMIZ ≈ 3L0. An

instantaneous jump from A = 1 to A = 0, which we use in most of the model runs to

describe the abrupt ice edge, corresponds in the above equation to the limit L0/∆y → 0,

where ∆y is the grid spacing of the model (later in the text we use LMIZ = 0 to refer to

this case).

We stress that the representation of the MIZ as described above is a further strong

idealization of reality in our study. For example, in nature there is a large variability of

possible sea ice patterns in the MIZ so that the actual change of sea ice concentration
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as function of distance to the pack-ice may differ strongly from conditions prescribed by

equation (1). Furthermore, in the present work, the increase of drag coefficient over the

MIZ [e.g., Mai et al., 1996; Birnbaum and Lüpkes, 2002; Lüpkes and Birnbaum, 2005;

Andreas et al., 2010; Lüpkes et al., 2012] is not taken into account. However, the present

focus is not on the small scale atmospheric processes over the MIZ and the simplified

model is sufficient. But it should be kept in mind that especially the results concerning

momentum fluxes (see section 3.3) would be modified in the MIZ region by an inclusion

of form drag effects caused by floe edges.

Since the surface characteristics are prescribed to vary only in north-south direction and

the impact of 3D convective cells on turbulence is parameterized, we can treat the CAOs

as quasi-2D flow regimes by using only few grid points in the east-west direction, which

is advantageous concerning required computer resources. Although this is an idealization

of sea-ice conditions in nature, this provides a useful framework as it was often used to

study sea breezes [e.g. Mahrer and Pielke, 1977; Bechtold et al., 1991].

3. Reference Run

NH3D has not yet been applied to Arctic regions. Thus our first step is to compare

results of a simulated CAO over the northwestern Fram Strait with observations based on

the aircraft campaign REFLEX II [Kottmeier et al., 1994]. The latter served already as

a basis for the validation of the mesoscale model METRAS and its nonlocal turbulence

closure [Lüpkes and Schlünzen, 1996] which is used now also in NH3D. We discuss in the

following this CAO simulation, which will furthermore serve as a reference run for the

later investigation of IBJ characteristics and of the impact of resolution.
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The meteorological conditions during the observed CAO were characterized by a large

temperature difference of about 30 K between the air advected from north and the surface

of open water as being typical during strong CAOs over the Fram Strait MIZ during the

cold seasons. A satellite image (Figure 10 in Kottmeier et al., [1994]) shows a shallow

stratocumulus cloud cover over open water south from the pack ice being also typical for

CAO conditions and which is indicating the development of a convective boundary layer.

Dropsondes released from the Alfred Wegener Institute aircraft Polar 4 on 4th of March

1993 provide initial conditions and an estimation of surface temperatures. The observed

conditions remained almost stationary for many hours and the CAO lasted over several

days.

According to the dropsonde observations, the ABL consisted over ice of a shallow mixed

layer capped by a strong inversion at about 150 m height (Fig.1, panel a, profile a). At

a distance of 58 km north from the ice edge, the surface pressure amounted to 1027

hPa. Further downstream from the ice edge, the observations document the growth of a

convective boundary layer (Fig.1, panel a) whose height was gradually increasing up to

about 1500 m at 240 km distance from the ice edge.

Wind information is available from the drop sondes, but one should keep in mind that

at that time the global positioning system (GPS) was not yet available for radiosondes

and the accuracy of the Omega wind finding system (see Govind [1975]), especially at low

levels was thus lower than nowadays. This means that the high wind speed values close to

the surface (Fig.1, panel b) might also be an artefact caused by limited vertical resolution

of the wind determination technique. According to these measurements, the ABL wind

regime was characterized by a low-level jet (Fig.1, panel b) over the open water region
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with a maximum wind speed of up to 18 ms−1. The geostrophic wind above the ABL as

estimated from the dropsondes (average at 2000 m height) was from northwest with Ug

= 6.2 ms−1 and Vg = 9.4 ms−1, where Ug is the west-east component and Vg the south-

north component. The positive directions of the x- and y-axes are from east to west and

from north to south, respectively (see Figure 6). This results in |Vg| = 11.26 ms−1 and

α = 33.4◦, where α is the angle between |Vg| and the direction orthogonal to the ice edge

(see Figure 6). We use furthermore aircraft measurements by Brümmer [1996] which were

obtained in the same CAO by another aircraft using a 5-hole probe for wind measurements.

According to the aircraft vertical sounding over the ice edge (see Figure 5 of Brümmer

[1996]) the absolute value and direction of the large-scale geostrophic wind agreed well

with those obtained from the dropsondes. Near-surface wind speed measurements of

Brümmer are available at several positions in the convective ABL as shown in his Figure

3. It is important that these data were obtained by spatial averaging of instantaneous

measurements during 50 km flight legs parallel to the ice edge. They indicate an increase

of absolute wind speed to about 15 ms−1 at a distance of about 150 km from the ice edge

(Figure 2). Further downwind the wind speed is decreasing and then increasing again at

a distance of about 400 km. Based on both data sets from drop sondes and aircraft we

thus conclude that the ice-breeze jet was present during this CAO.

The initialization procedure of NH3D is the same as was described in the study by

Lüpkes and Schlünzen [1996] for the model METRAS. The profiles measured over the sea

ice cover in the northern part of the domain (Fig.1, panel a, profile a) are used to force a

1D version of NH3D, whose steady state solution serve as initial conditions in the whole

domain of NH3D. The surface temperature is prescribed to -32 ◦C over ice and is assumed
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to change linearly over open water from the freezing point -1.8 ◦C close to the ice edge

to +3 ◦C at a distance of 300 km south from the ice edge. Both sea ice and open water

surface temperatures are kept constant during the model runs.

The position of the ice edge and the width of the MIZ are not exactly known due to

cloudy conditions during the REFLEX campaign. We prescribe a narrow MIZ with LMIZ

equal to about 12 km in equation (1) and discuss later the possible effect by using much

larger values.

A long and narrow model domain orientated in north-south direction is used with 400

km over sea ice and 400 km over open water. In east-west direction, only 6 grid points are

used since the mesoscale flow can be treated as quasi-2D. Test runs show (not presented

here) that the results do not depend on the domain width. This is due to the use of

zero-gradient boundary conditions for scalars and boundary-parallel wind components.

Another reason is that plumes are not resolved with the used grid size.

We consider in this section two different horizontal grid spacings ∆y. First, ∆y =

1.25 km is used, which allows resolving a narrow MIZ. In another run, we prescribe ∆y

= 5 km, which is similar to the grid spacing used in previous studies of CAOs [Lüpkes

and Schlünzen, 1996; Pagowski and Moore, 2001]. The vertical grid consists in all runs of

47 levels and grid spacing is gradually increasing with height starting from about 30 m

near the ground to 100 m at 1 km height. Perhaps surprisingly, the use of higher vertical

resolution causes only very little changes of the results (e.g., less than 2 % for the absolute

wind speed in the ABL).

The model is run over 60 hours until a quasi-stationary state is achieved. After 60

hours of integration the temporal variation of the simulated surface fluxes is not larger
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than about 1%. The steady state profiles are then compared with the dropsonde obser-

vations and aircraft measurements described above. A quantitative comparison against

dropsonde observations is useful only for temperature because of the large uncertainty of

the wind data from the drop sondes. One of the reasons for this uncertainty has already

been discussed. Another reason is that drop sonde data represent always instantaneous

measurements while model results refer to mean quantities. This difference is more im-

portant for wind than for temperature due to their different variability in a convective

boundary layer. Previous investigations [e.g. Gryanik and Hartmann, 2002, their figure

1] showed that for a typical CAO ((w′θ′)s = 0.3 ms−1K, w∗ = 2 ms−1, zi =1000 m) the

variance of the potential temperature is only about 0.2 K2 while the variance of hori-

zontal velocity is much larger, namely 1.2-1.6 m2s−2 in the center of the ABL. Thus the

dropsonde wind has a large uncertainty.

3.1. Comparison of NH3D with Observations

Figure 1 shows the steady state results of the NH3D model after 60 hours of integration

for ∆y = 1.25 km and dropsonde observations from the 4th of March. Obviously, both

the growth of the ABL height and the gradual heating of the advected cold air mass over

open water is modeled in good agreement to the observations. The degree of agreement is

similar as in the study by Lüpkes and Schlünzen [1996] based on the model METRAS. The

observed boundary layer is slightly warmer in its upper part as compared to the simulation.

Discrepancies with observations can be attributed to diabatic heating connected with

clouds, which were neglected in the current study.

The simulated wind speed at 90 m height is shown together with aircraft observations

from Brümmer [1996] in Figure 2. Both simulation and observations show an acceleration
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(IBJ) of roughly 3 ms−1 downstream of the ice edge. Also the observed horizontal scale of

the IBJ is well reproduced by the model but in the first 120 km at lower wind speeds. The

observations by Brümmer demonstrate another increase of wind speed farther downwind

at a distance of about 400 km from the ice edge. Since this effect is only visible at one

point, it might have been caused by the large-scale synoptic forcing or at this latitude

also by the orography of Svalbard. But future investigations, e.g., with LES or future

observations might help to explain if this hints to a weakness of the mesoscale simulation.

An increase of wind, discussed in more detail in the next subsection, is also found in the

observations from dropsondes (Figure 1). Simulated values (Figures 2, 3) are smaller than

those obtained by the dropsondes. The difference is especially large below 200 m (up to

5 ms−1), where the uncertainties of the dropsondes are, however, the largest so that this

difference should not attain much attention.

3.2. 2D Structure of Simulated Fields with ∆y = 1.25 km and ∆y = 5 km

Figures 3 and 4 show cross-sections of the simulated mean fields and turbulent fluxes

after 60 hours of integration using ∆y = 1.25 km and ∆y = 5 km. In these model runs, the

surface temperature of open water is assumed to be at the freezing point throughout the

domain so that the results differ slightly from those shown in Figure 1. In the following

sections, the run with ∆y = 5 km is further referred to as the reference run.

The Figures 3 and 4 document that the results of the model runs with different resolution

agree very well. The main feature of the simulated fields consists in the growth of a

convective ABL over the open water, which is clearly seen in the potential temperature

θ. Results of both runs show that θ increases slightly with height in the upper part of the

ABL, which is typical for convective conditions. In a dry environment, this is only possible
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with a nonlocal turbulence closure allowing countergradient fluxes of heat generated by

large plumes. This has been demonstrated earlier for CAOs by others [e.g., Chrobok et

al., 1992; Lüpkes and Schlünzen, 1996; Noh et al., 2003].

Another important feature, which is similarly reproduced with both resolutions, is the

simulated absolute horizontal wind speed. In both runs the maximum within the ABL is

about 13.6 ms−1 in a distance of about 150 km downstream from the ice edge. This value

exceeds the large-scale geostrophic wind speed by roughly 2.5 ms−1. So, the presence of

an ice-breeze jet (IBJ) is clearly pronounced here, as it was the case in 4 of 10 CAOs

observed by Brümmer [1996] in the Fram Strait region.

NH3D produces sinking motions over the ABL close to the ice edge in the order of

several cm s−1. Rising motions within the ABL occur further downstream and have the

same magnitude as sinking motions. The reason for this structure of the vertical wind field,

which is also very similar in both runs, is a horizontal divergence of the horizontal wind

within the ABL. Both the magnitude and spatial pattern of vertical motions are similar

to those derived by Brümmer [1997] (his Table 2) based on mass balance estimates for 10

CAOs.

Figure 3 shows that with ∆y = 1.25 km and ∆y = 5 km the spatial structure and

absolute values of the vertical velocity w are very similar. Only above the ABL, w becomes

more noisy in the run with smaller grid spacing while the magnitude of w remains still

in the order of centimeters. This value is much smaller than local values in convective

plumes and rolls during CAOs. This demonstrates that turbulent convective motions are

neither simulated explicitly with ∆y = 5 km nor with ∆y = 1.25 km.
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Figure 3 shows also the mesoscale pressure gradients (∂p/∂y)meso defined as the differ-

ence between the total horizontal pressure gradient and its large scale part. The latter

is prescribed as a constant external forcing. Negative values of (∂p/∂y)meso over open

water indicate a decrease of p with distance from the ice edge. This is due to the heating

of the advected air mass and the corresponding horizontal temperature gradient. Such a

pattern with low pressure over the open water and higher pressure over ice is typical for

CAOs [Brümmer, 1996]. (∂p/∂y)meso has a minimum close to the ice edge at the lowest

model level with values less than -2 Pa km−1 and its absolute value is decreasing further

downwind.

Figure 4 shows the simulated turbulent fluxes of sensible heat and momentum. Max-

imum heat fluxes occur in the surface layer next to the ice edge with values exceeding

600 Wm−2. The simulated momentum fluxes show two maxima, one at the surface and

another one in the upper part of the ABL.

To summarize, the results of our idealized simulations reproduce general features of

CAOs, which are known from previous observations. Moreover, there is a very good

agreement between the results of NH3D and those of the model METRAS, as shown in

Appendix B. Since results obtained with ∆y = 1.25 km and ∆y = 5 km differ only slightly

from each other, we use model runs with ∆y = 5 km in the following investigation as a

reference for runs with lower resolution. This helps us to save CPU time with respect to

the extensive sensitivity studies.
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4. Ice Breeze Characteristics

4.1. The Magnitude

Before we proceed with the further investigation concentrating on the effect of model

resolution and external parameters, we introduce in this section criteria which will help

to identify the IBJ and to quantify its main features - characteristic length scale and

magnitude.

Based on Figures 3 and 5, the IBJ can be identified in the simulated fields when the

magnitude M for the normalized absolute wind speed maximum within the ABL satisfies

the inequality

M =
|Vmax| − |Vg|

|Vg|
≥ CM , (2)

where |Vmax| is the maximum absolute wind speed within the ABL and |Vg| is the undis-

turbed geostrophic wind speed far away from the ice edge (see Figure 5). Equation 2

shows that M is a measure of the relative contribution of the IBJ to the CAO regime.

The threshold value CM = 1/10 is sufficient for our purposes. In the reference run we

have M = (13.5 ms−1 − 11.26 ms−1)/11.26 ms−1 ≈ 0.2; so the IBJ can be clearly identi-

fied. In the sensitivity studies described in section 6, we show that for a certain range of

meteorological parameters the inequality (2) is violated.

Another quantity that can be used for the analysis of the ice breeze is the geostrophic

wind Gm averaged over the ABL depth. The relation between Gm and the actual wind

speed in the ABL was well studied for a horizontally quasi-homogeneous baroclinic ABL

[e.g. Arya and Wyngaard, 1975; Venkatesh and Danard, 1977; Brown, 1996; Sorbjan,

2004]. Therefore, we consider Gm at some distance from the ice edge where horizontal
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inhomogeneities in the convective ABL become small. This is the case about 200 km

south from the ice edge (Figure 5).

We consider in the following the fraction |Gm|/|Vg|. We remind that Vg is constant

in space and time and represents the large-scale barotropic forcing of NH3D. Under a

number of assumptions (see Appendix A) |Gm|/|Vg| is given by

|Gm|
|Vg|

=

[
1 + 2

Vgt · i
|Vg|

sinα+

(
Vgt · i
|Vg|

)2]1/2
, (3)

where α is the angle between the direction of Vg and the direction orthogonal to the

ice edge (see Figure 6), and Vgt · i = gzi/(2fθm)∂θm/∂y is the ABL-vertically averaged

x-component of the thermally induced geostrophic wind as defined in Appendix A, where

i is the unit vector in westward direction, and θm is the corresponding average potential

temperature. Equation (3) shows that |Gm|/|Vg| depends on both the angle α and the

ratio |Vgt|/|Vg|.

Using in (3) for all quantities the values at 200 km downstream of the ice edge from

the reference run (zi = 900 m, θm = 255 K, ∂θm/∂y = 3.0 × 10−5Km−1 as well as

|Vg| =11.26 ms−1, α = 33.4◦ and f = 1.432× 10−4s−1), we obtain |Gm| ≈12.8 ms−1 and

|Gm|/|Vg| ≈ 1.14. At this position, the difference between the geostrophic wind above

the ABL and the average wind within the ABL as obtained from equation (3) is similar

as the difference between modelled wind above the ABL and Vm representing the actual

modelled wind averaged over the ABL depth (see Figure 5).

However, the actual ABL-mean wind speed Vm differs from Gm at any position due to

horizontal advection and Ekman turning. Far away from the ice edge, advection is small

and we estimate only the Ekman effect. Under the assumptions of a quasi-stationary

and horizontally homogeneous well-mixed ABL, as described in Byun and Arya [1986],
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the Ekman deceleration and turning is determined by the geostrophic Ekman number

Em = CD|Gm|/(fzi), where CD is the drag coefficient. Inserting values from the reference

run again at a distance of 200 km over the open water (CD = 1.8 × 10−3), we obtain

Em = 0.19. For such a value, the difference between the actual wind |Vm| and |Gm| is

about 1-2% only, according to Byun and Arya (their Figure 1). Therefore, Equation (3)

provides an estimate of |Vm| at distances about 200 km and larger downstream from the

ice edge.

Due to the thermally induced Vgt, also the direction of Gm, which is ϕ =

arcsin(|Vg|/|Gm|sinα + |Vgt|/|Gm|), becomes different from α (see Figure 6). Using

again values at 200 km downstream of the ice edge from the reference run, we obtain

ϕ ≈ 46◦. A comparison of this value with α = 33.4◦ shows that the ABL geostrophic wind

Gm turns to the right relative to Vg by about 14◦.

It is important to compare the turning of Gm caused by baroclinicity with the Ekman

turning. For Em=0.19, the turning of the ABL-mean wind is about 10◦ to the left relative

to the direction of Gm [Byun and Arya, 1986 (their Figure 1)]. The Ekman turning acts

in opposite direction than that caused by Vgt while the magnitudes of the two effects are

similar (Figure 6). Therefore, in the range of parameters considered here, the direction β

of the vertically averaged flow in the convective ABL must be close to α.

According to (3), one can expect an asymmetry of the simulation results relative to

the direction orthogonal to the ice edge when the large scale geostrophic wind direction

varies symmetrically, for example, for the cases ±α = 33.4◦ (see Figure 6). Later, we show

indeed (Section 6) that this asymmetric response of the wind direction in the convective
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ABL on a symmetric variation of α takes place has a strong impact on the simulated

values of wind speed and surface fluxes.

4.2. The Horizontal Scale

Another important characteristic of the IBJ is its horizontal scale. The latter is chosen

as the width L of the IBJ which we define as

L = |ymax − ymin| , (4)

where ymax and ymin are the positions with extreme values of the horizontal gradients of

Vm (Figure 5).

Other horizontal scales related to the IBJ could be considered as well. One of them is

the distance l from the ice edge at which the maximum wind speed occurs. However, as

we show later, in the range of parameters considered here, the use of l does not lead to

different findings than using L as defined by equation 4. Glendening [1994] also studied

the IBC and introduced another horizontal scale based on the Rossby deformation radius.

However, Glendening [1994] considered ice edge parallel surface wind only.

Finally, we introduce a criterion that relates the necessary model resolution to the IBJ

horizontal scale L. The IBJ can be resolved sufficiently well, when

R =
∆ y

L
≤ cL , (5)

where ∆y is the horizontal grid size and cL is a threshold value. We use cL = 0.25 in

the following as atmospheric models are able to resolve only structures with horizontal

scales larger than at least about 4∆y [Walters, 2001]. For the reference case, the ratio R

is 5 km/205 km≈ 0.025. Since in the reference run R = 0.025 ≪ 0.25, we conclude that
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∆y = 5 km is enough to reproduce the IBJ. Equation (5) might not be satisfied for large

∆y and also for small values of L which can occur for certain external parameters.

5. Effect of Horizontal Grid Spacing

We compare the results of the reference run with ∆y = 5 km in the following with a

coarse-resolution run, for which we use a horizontal grid size ∆y = 60 km. The latter is

similar to the horizontal grid spacing used in regional climate models for long-term climate

studies [Kattsov and Källén, 2005; Tjernström et al., 2005] and also is the approximate

horizontal resolution of the third generation reanalyses such as ERA Interim [Dee et

al., 2011], MERRA (Modern-Era Retrospective Analysis for Research and Applications)

[Rienecker et al., 2011] and CFSR (Climate Forecast System Reanalysis) [Saha et al.,

2010]. As in the high-resolution run, we approximate the MIZ by an instantaneous jump

in ice concentration from A = 1 to A = 0 from one grid cell to the next and consider

the ice edge to be located in the middle between two grid points. The results of the

high-resolution run (Figure 3) are averaged over 60 km intervals and are then compared

to the results of the coarse-resolution run (Figure 7). The 2D vertical cross-sections of

mean variables such as wind speed, temperature, and pressure gradient are considered, as

well as turbulent fluxes of heat and momentum.

5.1. Potential Temperature

The largest differences between the potential temperatures of the high- and coarse-

resolution runs (panels a1 and a2 of Figure 7) occur within the ABL close to the ice edge.

The potential temperature is overestimated in the coarse-resolution run by up to 2 K. This

leads to a decrease of the temperature difference between the temperatures at 10 m height
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and at the surface by about 10 %, which results in lower surface heat fluxes (Figure 9). The

temperature overestimation is probably related to difficulties of the advection schemes to

handle strong horizontal gradients of wind speed and temperature over the MIZ, when a

coarse grid spacing is used. Test experiments showed that the use of a third-order upwind

scheme [Hundsdorfer and Trompert, 1994] for temperature advection does not improve

the results compared to the second-order centered-difference scheme as used by default in

the NH3D model. The use of a first-order upwind scheme, however, makes the problem

even worse and results in up to 3 K overestimation of temperature close to the ice edge.

5.2. Magnitude and Direction of Horizontal Wind

In the coarse-resolution run, the IBJ is also present (panels b1 and b2 of Figure 7),

but the maximum of wind speed is less pronounced than in the high-resolution run.

The IBJ is underestimated by about 0.6 ms−1. This results in an M value which is

25% smaller than that of the high-resolution run. This is expected, because with coarse

grid spacing the resolution criterion given by equation (5) is not satisfied anymore (R =

60 km/205 km = 0.29 > 0.25).

The spatial variability of the wind speed above the boundary layer is also underestimated

by the model run with coarse resolution. So, above the ABL, a wind speed minimum at

a distance of about 180 km from the ice edge and a maximum almost over the ice edge

are not well reproduced by the coarse-resolution run.

The largest differences in the wind direction (panels c1 and c2 of Figure 7) occur close

to the sea ice edge and amount up to about 3 degrees difference compared to the high-

resolution run.
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5.3. Vertical Wind Speed

Panels d1 and d2 of Figure 7 reveal that upward and downward motions are reproduced

qualitatively well by the coarse-resolution run. However, the magnitude of vertical wind

speed is underestimated by about 50%. Vertical motions above the ABL might have

an impact on the processes within the ABL. This has been discussed for a sea-breeze

circulation by [Anthes et al., 1980; Anthes et al., 1982]. Thus, an underestimation of

vertical motions related to the IBC might be a serious drawback.

5.4. Mesoscale Horizontal Pressure Gradient

The simulated field of (∂p/∂y)meso shows a minimum over open water close to the ice

edge in both model runs (Figure 3 and panel d1 of Figure 7) despite the differences in the

resolution. But the minimum is underestimated by the coarse-resolution run (panel d2 of

Figure 7) by about 0.4 Pa km−1, which is around 25% of the absolute value of (∂p/∂y)meso

resulting with high resolution. As the mesoscale pressure serves as the driving force for

the IBC, its underestimation by the coarse-resolution run might be the main reason for

the underestimation of the wind speed maximum over open water.

5.5. Turbulent Fluxes of Heat and Momentum

In the region between the ice edge and 200 km downstream the turbulent fluxes of

momentum are strongly underestimated by up to 15% close to the surface when the

coarse resolution is used (Figure 8). This is clearly related to the underestimation of

the IBJ strength. The weaker IBJ as well as the less pronounced wind speed minimum

above the ABL are also responsible for an underestimation of the momentum flux by the

coarse-resolution run in the upper third of the ABL in the region between about 60 and
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300 km distance from the ice edge. The reason for the underestimation is the reduced

vertical wind shear when the wind maximum and minimum are less pronounced.

However, over the first grid cell downstream of the ice edge, there is a small area close

to the top of the ABL where momentum fluxes are overestimated by the coarse-resolution

run. This is due to an overestimation of the ABL thickness allowing mixing at larger

heights.

Over open water, also the heat fluxes are underestimated by the coarse-resolution run

in the region between the ice edge and 150 km downstream. The maximum underesti-

mation occurs at the lowest model level close to the ice edge and amounts to about 15%,

which corresponds to 80 Wm−2. This underestimation is caused by both temperature

overestimation close to the ice edge and underestimation of the IBJ.

The underestimation of the surface fluxes of heat and momentum can be seen from Fig-

ure 9.The locations of the maximal fluxes of heat and momentum are not changed by the

coarse resolution, but the maximal values obtained in the fine-resolution run and averaged

over the 60 km intervals exceed those from the coarse-resolution run by about 15%. It

is interesting, that when LMIZ = 45 km is prescribed in the high-resolution run (Figure

9), the simulated surface heat fluxes agree better with those of the coarse-resolution run

where LMIZ = 0 km is used. This means that a reduction of the resolution is to some

extent equivalent to an increase of the MIZ width. This demonstrates the difficulties

of coarse-resolution models to correctly simulate processes over sharp transitional zones.

The latter can occur in nature, especially, at the onset of a CAO when the MIZ was

compressed in the days before by an on-ice flow regime.
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6. Sensitivity to External Parameters

The IBJ characteristics, as well as the effect of horizontal grid spacing might depend

on the background conditions. Therefore, we quantify in this section L and M , as well

as the effect of resolution on the surface fluxes for a certain range of external parameters

which is typical for winter-time CAOs in high latitudes.

It is well-known that thermally induced breeze-like circulations strongly depend on

surface temperature contrasts as well as on the strength of the background flow, which

corresponds to the large scale forcing. Therefore, it is of major interest to study the

sensitivity of results to the absolute value of the geostrophic wind speed |Vg| and to the

difference between the surface temperatures of open water and sea ice ∆θ. As shown

in Section 6.3, there is also a large sensitivity of the IBJ characteristics to the angle α

between the vector of the undisturbed geostrophic wind far away from the ice edge and

the vector normal to the sea ice edge. We explain the effect of α on the IBJ strength

qualitatively using equation 3. Results are furthermore analyzed for various values of the

inversion height zi,ice over the sea ice and for different MIZ widths.

We present in the following subsections results of experiments where |Vg| is varied in

a range from 5 to 14 ms−1, ∆θ from 15 to 35 K, α from -60 to +60 degrees, zi,ice from

120 to 340 m and the width of the MIZ from LMIZ = 0 km to LMIZ = 180 km. Positive

values of α correspond here to geostrophic wind from north-east and negative values to

wind from north-west.

We have furthermore tested the sensitivity to the Coriolis parameter. However, CAOs

are occurring in both hemispheres in latitudes between 60 and 80 degrees. There, the
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Coriolis parameter does not change much so that the sensitivity of the model results was

also small.

We have also found, perhaps surprisingly, that L and M , as well as the effect of grid

spacing on the fluxes does not depend much on the stratification of the atmosphere above

the inversion. Thus we do not show these results here.

6.1. Sensitivity to the MIZ Width

So far, we considered a narrow MIZ with a width LMIZ of about 10 km. However,

natural MIZs can have a larger width which would lead to a more gradual air mass

transformation. This might in turn have an impact on the mesoscale structure of the

simulated wind field. For this reason, we investigate also the effect of a smooth transition

from high ice concentration to open water by prescribing the sea ice concentration A

according to equation (1). Several runs are carried out with various MIZ widths, where

LMIZ is changing from 0 km to 180 km.

First, we consider the results for 10 m height (Figure 10) as functions of the distance

from the ice edge. We define the latter as the position where A=0.95. It can be seen that

for larger LMIZ the ABL modification starts further downwind from the ice edge. This

leads to very large differences between the simulated curves over the region extending from

the ice edge to about 500 km downwind. This is in agreement with Pagowski and Moore

[2001] who found that heat fluxes and air temperature during a CAO are strongly modified

when a MIZ with an observed width was accounted for in their model. Also Liu et al.

[2006] found a large impact of sea-ice concentration across the MIZ on the development of

the boundary layer during a CAO in a region of about 300 km downstream from the ice

edge. Our results agree with Liu et al. who note that the effect of sea-ice concentration
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diminishes further downstream, suggesting that the atmosphere has a limited memory of

the MIZ characteristics.

Figure 10 also shows, that for a larger value of LMIZ the position of the wind speed

maximum is shifted further downwind from the ice edge, which also has an impact on

the momentum flux. However, the absolute values of the wind speed maximum do not

depend on LMIZ . Moreover, Figure 10 suggests that the major difference between all the

simulated curves is related simply with a parallel shift of all curves along the north-south

axis. It can be seen that the magnitude of such a shift is approximately proportional

to LMIZ . A closer examination of Figure 10 suggests to plot the curves of corresponding

variables obtained from runs with different LMIZ as functions of a new variable y′ = y−yc,

where y′ is the distance from the center of the MIZ yc.

In Figure 11, results are presented as functions of y′. It can now be seen that, apart

from the region close to the MIZ center, wind, temperature, and momentum fluxes of

all runs agree well with each other downstream of yc. Thus the MIZ width has only a

small impact on the IBJ characteristics M , L and l. This finding is important for the

present study and the results shown later, which always assume a narrow MIZ. Only the

scatter in the heat fluxes is large, but differences between runs occur in a narrow region

of approximately ±0.5LMIZ around the center of the MIZ. Especially, the results of the

runs for LMIZ = 0 km and LMIZ = 45 km are close together where the latter fits well to

often observed values of the MIZ width. This shows that the results based on the model

runs with rapid transition are reliable in the region of at least y′ ≥ 0.5LMIZ ≈ 20 km,

when compared to runs where the MIZ is well resolved.
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Another interesting result is obvious from Figure 11. It shows that the horizontal offset

between the maxima of heat fluxes and wind speed depend on the value of LMIZ . With

increasing LMIZ the offset is decreasing.

The runs with different LMIZ are also repeated using ∆y = 60 km. The values of A

for the coarse-resolution grid are obtained by averaging the A values used in the high

resolution grid. The center of the MIZ yc (see equation (1)) is located exactly at the

interface of two grid cells of the coarse-resolution grid.

Figure 12 shows absolute values of differences between high- and coarse-resolution runs

related to the surface fluxes of heat and momentum. It is important to note that absolute

values are chosen here instead of relative values because in the reference run the fluxes over

sea ice are close to zero so that large relative values could be misinterpreted. It can be seen

that both heat and momentum fluxes are underestimated between the ice edge and 200 km

downstream by the coarse-resolution run in the whole range of considered values for LMIZ .

Close to the ice edge, the differences of surface fluxes of heat and momentum between

the high- and coarse-resolution runs are found to decrease with increasing LMIZ but they

never disappear. This holds, even for the large value LMIZ=180 km. Moreover, for the

value LMIZ = 45 km, which is typical in the north-western Fram Strait region [Hartmann

et al., 1997], the effect of grid spacing on fluxes is nearly as large as for LMIZ=0 km,

so that we consider in the following sensitivity studies, only model runs with an abrupt

change of ice to water for simplicity.

6.2. Sensitivity to |Vg|

Panels a1 and a2 of Figure 13 show that there is a very pronounced dependency of L and

M on |Vg|. L is almost linearly growing with increasing |Vg|, from about 80 km for |Vg|
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= 5 ms−1 to about 290 km for |Vg| = 14 ms−1. The distance l of the wind speed maximum

from the ice edge depends also almost linearly on |Vg| and is roughly proportional to L.

M is decreasing with increasing |Vg|, from about 0.6 for |Vg| = 5 ms−1 to less than 0.1

for |Vg| = 14 ms−1. This means that when |Vg| is decreasing the resolution has to be

increased to fulfill the resolution criterion given by equation (5). In agreement with this,

the underestimation of M is larger for lower |Vg| (panel a2 of 13).

We find furthermore that the underestimation of both heat and momentum fluxes is

larger in the coarse-resolution run when |Vg| is decreasing (panels a1 and a2 of Figure

14). This agrees well with the above findings based on the behavior of L and M . The

effect is most pronounced in the region between the ice edge and 120 km downstream.

The maximum underestimation of momentum fluxes amounts to about 25% and occurs

for |Vg| = 5 ms−1 over the first 60 km of open water. For |Vg| = 14 ms−1 the resolution

effect on the momentum flux almost vanishes with only about 3% underestimation.

The effect of resolution on the heat flux is present in the whole range of |Vg| values

and is largest close to the ice edge. The underestimation of heat flux is largest for |Vg| =

8 ms−1 and amounts up to 19% over the first 60 km of open water. The largest absolute

value of the heat flux underestimation is about 80 Wm−2 for |Vg| = 8 ms−1. Further

downstream, the effect of grid spacing on heat flux is decreasing with an underestimation

smaller than 5% at distances larger than 200 km from the ice edge. For |Vg| = 5 ms−1,

there is even an overestimation of heat fluxes by the coarse-resolution run far from the

ice edge but absolute values are small.

c⃝2013 American Geophysical Union. All Rights Reserved.



6.3. Sensitivity to α

Figure 15 shows a remarkable sensitivity of the model results to the wind direction α.

This behaviour can be expected from the discussion in Section 4.1. Wind speed at the

lowest model level as well as surface fluxes of heat and momentum vary strongly when

different values of α are prescribed. A gradual change in the direction of the large-scale

geostrophic wind from northeast to northwest results in a monotonous increase of the

surface wind speed over open water from about 8 to 13 ms−1 in a 200 km region adjacent

to the ice edge. When α is positive and increasing, the IBJ intensity is also increasing

and its horizontal scale becomes smaller. For negative α and the IBJ disappears. The

highest surface wind speeds of 13 ms−1 occur at a distance of about 100 km from the ice

edge and are obtained for α = 60◦ (north-easterly wind). The lowest surface wind speeds

of about 8 ms−1 occur over the 200 km-wide region downstream of the ice edge. They are

obtained by a run with northwest geostrophic wind (α = −60◦). For this wind direction,

there is even a minimum in the surface wind speed which appears on the upstream side

of the ice edge.

There is also a tremendous effect of α on the turbulent fluxes over open water as found

for the wind maximum. The maximum surface momentum flux differs between 0.15 and

0.43 kgm−1s−2 dependent on α, and the maximum heat flux varies between 380 and 680

Wm−2.

Values of |Gm| can be estimated from equation (3) by using input values from the

reference run at 200 km downstream the ice edge. Results for different values of α are

presented in Figure 16 together with the corresponding ABL-mean wind speed obtained

from the NH3D simulations. It can be seen that the estimated values reproduce the
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modelled dependency of the ABL-mean wind speed on α well. Our estimates of |Gm|

differ from the ABL mean wind speed by less than 1.5 ms−1.

In section 4, it was shown that the asymmetry in the wind direction caused by the

baroclinicity is partly cancelled out by Ekman turning. Considering Figure 15, this is

confirmed by the numerical results showing that the wind direction in the convective

ABL approaches α. This holds, however, only for distances >200 km from the ice edge

where the assumptions of horizontal homogeneity needed for the estimation of the amount

of Ekman turning are best fulfilled.

The effect of resolution on the surface fluxes is also sensitive to α (panels b1 and b2 of

Figure 14). For coarse resolution, the underestimation of the momentum flux is largest

when α = 60◦. It amounts to 15-20% in the region between the ice edge and about 150 km

downstream. When α = -33.4◦, the effect of resolution on the momentum flux vanishes.

For α = -60◦ the momentum flux is overestimated by the coarse-resolution run. Obviously,

the resolution effect on the momentum flux is related to the underestimation of the IBJ

intensity over open water.

The effect of resolution on the heat flux is largest for α = 0◦ with almost 20% flux

underestimation over the first grid cell of the coarse-resolution run with open water.

Interestingly, for α = -60◦ the heat flux is underestimated over open water even further

downstream from the ice edge and this underestimation remains approximately constant

at 10% between 150 km and 280 km distance from the ice edge.

6.4. Sensitivity to ∆θ

The sensitivity of results to ∆θ is described here for |Vg| = 8 ms−1. Panels b1 and b2

of Figure 13 show that the IBJ characteristics depend strongly on ∆θ. The IBJ strength
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M is increasing from about 0.09 to 0.55 when ∆θ is changing from 15 to 35 K. This shows

that the IBJ can be clearly identified only for ∆θ > 15 K. Panel b2 of Figure 13 also shows

that an underestimation of M by coarse-resolution is increasing with increasing ∆θ. The

largest underestimation of M occurs for ∆θ=35 K and amounts to about 36%.

When ∆θ is varied from 15 to 35 K, the characteristic length scale L is decreasing from

about 180 to 120 km. This means that the resolution criterion (5) is never fulfilled in this

range of parameters. The momentum flux is underestimated by the coarse-resolution run

between ice edge and 180 km downstream for the whole range of ∆θ (Panel c2 of Figure

14). The effect vanishes further downstream. The most pronounced sensitivity to ∆θ

with respect to the effect of resolution is obtained at 90 km distance from the ice edge,

which is exactly the position with the maximum wind speed. The largest underestimation

of about 23% occurs for ∆θ = 35 K, and the smallest one of about 12% at ∆θ = 15 K.

The relative underestimation of heat flux depends only slightly on ∆θ. However, the

absolute values of the differences between the heat fluxes increase with increasing ∆θ (not

shown). They change from 23 Wm−2 close to the ice edge for ∆θ =15 K to 91 Wm−2 for

∆θ = 35 K.

Since for |Vg| = 8 ms−1 the resolution criteria (5) is not fulfilled for the whole range of

the considered ∆θ, the effect of grid spacing on the surface fluxes never vanishes, although

it decreases with decreasing ∆θ.

6.5. Sensitivity to the Mixed Layer Height over Sea Ice

Panel c2 of Figure 13 demonstrates that M also depends on the mixed layer height over

ice zi,ice. Results are shown for |Vg| = 8 ms−1; they are similar for other wind speeds.

M is increasing from 0.35 to 0.5 when zi,ice is changing from 120 to 340 m. The effect
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of various zi,ice is strong close to the ice edge but starts to vanish already at 120 km

downstream from the ice edge (not shown here). the ice edge and the first 120 km over

open water when zi,ice is increasing (not shown here). In the coarse-resolution runs M is

underestimated by more than 30% and the underestimation is largest for zi,ice=340 m.

The characteristic length scales L and l (panel c1 of Figure 13) show the tendency to

decrease with increasing zi,ice from values of 140 km to 120 km and from 90 km to 70 km,

respectively.

Surface fluxes of heat and momentum also increase with increasing zi,ice (Figure 17).

When zi,ice increases from 120 to 340 m, the maximum surface fluxes of heat increase from

600 to 750 Wm−2, while momentum fluxes increase from 0.24 to 0.3 kgm−1s−2.

Figure 18 shows that the underestimation of both momentum and heat flux by the

coarse-resolution run is almost not sensitive to the value of zi,ice. This is probably due to

that horizontal scale L is also not much sensitive to zi,ice.

7. Convergence of Results with Decreasing ∆y

Here we consider the case with |Vg|=8 ms−1 and α=33.4◦ when the IBJ is well pro-

nounced. Horizontal grid spacing is gradually decreased from ∆y = 60 km till ∆y =

2.5 km. The results for absolute wind speed at 10 m height are presented on panel a of

Figure 19. It can be seen that with ∆y = 20 km the results are already very close to

the run with ∆y = 5 km. The underestimation of maximum wind speed within the ABL

with ∆y = 20 km becomes less than 3%, while the magnitude M of the IBJ becomes

within 10% error from its value at ∆y = 5 km (panel b of Fig. 19). For the considered

case characteristic length scale of the IBJ L=140 km. This suggests that the grid spacing
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necessary to resolve the IBJ with the accuracy of 10% with respect to its magnitude M

might be of about L/7.

8. Discussion

The previous sections have shown several important results. The first one is the large

sensitivity of the IBJ characteristics to the external forcing in both high and coarse-

resolution runs. Figure 13 shows that the IBJ width L is most sensitive to the absolute

value of the large-scale geostrophic wind speed |Vg|. Moreover, it is found that L depends

strongly on the geostrophic wind speed direction α relative to the ice edge orientation as

can be seen from Figure 15. Another characteristic of the IBJ, its strength M , is found

to be strongly dependent on |Vg| and α, but, unlike L, it also has a large sensitivity to

the difference ∆Θ between the surface temperatures of sea ice and open water.

Our results show that the IBJ characteristics depend asymmetrically on the angle α.

The strongest IBJ and the largest heat and momentum fluxes occur for northeast direc-

tions of Vg when the ice edge is oriented in east-west direction as in our study. Such wind

directions prevail during the cold season over the MIZ of the Fram Strait and Greenland

Sea [Gorshkov, 1983; Kolstad, 2008].

We have shown that such an asymmetric sensitivity of the results to α can be explained

qualitatively by the effect of baroclinicity developing as a consequence of the intensive

heating of the air mass advected over the open ocean during CAOs and by the effect of

Coriolis force in this baroclinic ABL. This confirms that such baroclinicity is the main

physical mechanism of the IBJ formation, as was also previously proposed by others

[e.g. Reynolds, 1994; Bechtold et al., 1991; Brümmer, 1996]. The important role of such

thermally-induced baroclinicity for the energy exchange between atmosphere and ocean
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during CAOs is demonstrated in Figure 15. Namely, over a large area of open water

surface fluxes of heat and momentum can increase or decrease significantly depending on

the angle α. Our results also show that the strength of such effect depends on the season

with a maximum sensitivity during winter, when heat fluxes and horizontal temperature

gradients are largest.

The most pronounced dependences of the IBJ characteristics on the external forcing

can be summarized in Figure 20 showing L and M as functions of |Vg| and ∆Θ (panels

a1 and a2 of Figure 20) and of |Vg| and α (panels b1 and b2 of Figure 20). Figure 20

shows that the IBJ does not occur for a certain range of parameters, namely, there is no

IBJ for large |Vg|, negative α and small ∆Θ.

In Figure 20, we also include values for |Vg|, α, and ∆Θ from previous CAO studies.

Of particular interest are the observations of the 10 CAOs described by Brümmer [1996,

1999]. Despite some scatter, it is clearly seen that in his observations an IBJ occurred in

the same range of parameters, or close to it, where our model results are also producing

an IBJ. Moreover, cases with no observed IBJ correspond to our results with no IBJ

occurrence as well. Figure 20 shows also that the observed external forcing during the

CAO investigated by Wacker et al [2005] would not produce an IBJ, which is in agreement

with their model results. On the contrary, in a case studied by Bechtold et al [1992], the

external forcing is in a parameter range where an IBJ should exist (Figure 20). And indeed,

the IBJ was produced by their model (their Figure 4). However, wind observations of this

case are not available.

In flow regimes with convective rolls, one can expect a large spatial and temporal vari-

ability of wind, which might mask the appearence of the IBJ. Therefore, it is particularly
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important that the IBJ found in the mean fields of our mesoscale model is also found in

the above mentioned spatially averaged observations of Brümmer. This supports our view

explained in Section 2 that a mesoscale model is able to produce a realistic mean CAO

structure.

Our estimates of the IBJ characteristics L and M might be relevant not only for marine

CAOs but also for other cases with a CBL development. Similar atmospheric regimes

are also observed during the cold seasons, for example, over the Great Lakes [Chang

and Braham, 1991; Maesaka et al., 2006], over large polynyas in polar regions [Dare and

Atkinson, 2000; Renfrew and King, 2000] and also over inland gulfs and seas such as, for

example, the Baltic Sea [Vihma and Brümmer, 2002] and the Gulf of Finland [Savijarvi

2012]. It can be expected that over such regions wind and surface fluxes of heat and

momentum show a similar dependence on external parameters as in the present study.

This is especially important for polynyas where heat fluxes are also large [Kurtz and

Bromwich, 1985; Kottmeier and Engelbart, 1992].

We have shown that a reproduction of the IBJ magnitude with 10% accuracy requires

a grid spacing of about L/7, which is about 15-20 km. And indeed, we have found

that the IBJ strength is underestimated in the coarse-resolution runs by up to 50% for

some conditions. The value of this underestimation depends on the external forcing and

according to Figure 13, the sensitivity of the IBJ strength M to the external forcing

is reduced when a model uses coarse resolution. Even though our results are based on

idealized experiments they give a strong hint that the IBJ strength is not well reproduced

in coarse-resolution climate models or reanalyses. For example, Kolstad [2008] has shown

that the wind speed maximum along the ice edges in the Fram Strait and Greenland Sea
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regions found in winter months in QuikSCAT data (0.25 degree resolution) was absent in

the NCEP/NCAR Reanalysis data (1.9 degree resolution). Also Renfrew et al. [2009] and

Haine et al. [2009] demonstrate that coarse-resolution reanalyses tend to underestimate

wind speed close to the ice edge. On the other hand, it has been shown [Moore and

Renfrew, 2002; Renfrew et al., 2002] that the surface layer wind speed as observed during

a ship campaign was reproduced even by coarse-resolution reanalyses sufficiently well for

several cases of CAOs. The latter, nevertheless, does not necessarily mean that close to

the ice edge reanalyses perform well since ship observations have limited spatial coverage

and, therefore, might not capture the whole wind speed variability close to the ice edge.

Although the resolution of the reanalyses is increasing with growing computer powers,

the frequently used ERA Interim is still using a 0.7 degree grid so that the IBJ might be

underestimated in it.

We have shown that the IBJ is strong enough to affect surface fluxes of heat and mo-

mentum. The underestimation of the IBJ strength leads to an underestimation primarily

of momentum fluxes but also of heat fluxes, although the location of the maximal fluxes

remains the same. From Figure 14 it can be seen that the underestimation of momentum

flux is most sensitive to α but depends also strongly on ∆Θ and |Vg|. However, the

underestimation of heat flux is less sensitive to the external forcing.

Although the region with an underestimation of heat fluxes is limited to the first 120-

180 km over open water adjacent to the ice edge, its effect might be important for climate

modeling, because in this region heat fluxes are largest during CAOs. Even on the seasonal

average the largest heat losses of the Arctic Ocean occur over the small area of the

Fram Strait, where the warm West Spitzbergen current reaches the sea ice edge. There,
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CAOs represent a typical meteorological regime contributing largely to the heat exchange

between ocean and atmosphere. In this region, monthly mean absolute values of heat

fluxes over water in this region are exceeding those over the sea ice of the central Arctic

at least by a factor of at least 10-15 [Przybylak, 2003]. For example, the underestimation

of heat flux close to the ice edge might have an impact on the mixing of the upper layers

of the ocean and water mass modification in this area. The latter occurs, for example,

along the ice edge in the Greenland sea modifying the water mass of the East Greenland

Current, which is an important part of the circulation in the Nordic Seas [Mauritzen,

1996].

The results also hint to a possible uncertainty in the surface momentum fluxes during

CAOs as obtained from climate models and coarse-resolution reanalyses. This might affect

a number of processes in the MIZ region that are driven by wind stress, such as convective

upwelling and downwelling of water masses as well as the sea ice drift [Häkkinen, 1987;

Guest and Davidson, 1991]. Finally, a correct simulation of the ice edge position in

coupled models, which is crucial for CAO regimes [Wacker et al., 2005], depends also on

the accuracy of wind stress simulations. Also the MIZ width, which - as we have shown

(Figure 10) - in turn influences the heat fluxes and other variables, depends strongly on a

correct modeling of momentum transport. Also the representation of the MIZ width and

the distribution of sea ice within the MIZ is connected with large uncertainty in models

and reanalyses due to coarse model grids used (e.g., the ERA Interim reanalyses is using

a 0.7 degree grid). Another reason for this uncertainty is the coarse resolution of the sea

ice concentration data itself. For example, the Reynolds sea ice concentration [Reynolds,

2001] used in many reanalyses is available only on a 1◦ grid, and the old NCEP/NCAR
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reanalysis uses binary sea ice concentration which means that sea ice concentration is

either 1 or 0 in each grid cell. One might expect, therefore, that recent reanalyses using

high resolution, such as CFSR or ASR (Arctic System Reanalysis) [Bromwich et al., 2010],

might differ strongly from the older ones over the region close to the ice edge with respect

to different ABL parameters, especially during the CAO events.

9. Conclusions

The non-hydrostatic model NH3D was used with different horizontal grid spacing ∆y

to simulate CAOs over Fram Strait. It was shown by comparing model results with each

other and with observations that the typical mesoscale structures occuring during such

CAOs can be sufficiently resolved using ∆y = 5 km while a further increase of resolution

to ∆y = 1.25 km modified the results only marginally.

Our study showed that one of the characteristic features during CAOs consists in a

wind speed maximum over open water. This maximum called ice-breeze jet (IBJ) in the

literature, is simulated by NH3D at a distance of about 120-150 km downstream from the

ice edge. In a series of idealized runs the magnitude and horizontal width of the IBJ were

quantified for a wide range of external parameters being typical for winter-time CAOs

in high-latitudes. It was found that the IBJ characteristics are strongly sensitive to the

external forcing. The strongest IBJ occurs for large temperature differences ∆Θ between

open water and sea ice and moderate large-scale geostrophic wind speed |Vg| < 10 ms−1

from northeast (when the ice edge is east-west oriented). The IBJ is only weak or does

not exist at all for large |Vg| from northwest and for weak ∆Θ. These results are in

agreement with observations of several CAOs in the Arctic.
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We have shown that the ABL-averaged absolute wind speed and the ABL-averaged

geostrophic wind show a similar asymmetric dependency of α. The latter is related with

a thermally induced change of the geostrophic wind in the ABL which is produced by

the heating of the advected air mass. Based on these results, we believe that the thermal

wind effect plays an important role for the variability of M .

The MIZ width LMIZ has a large impact on the simulated fields and especially on

the locations of the IBJ and of the maxima of heat and momentum fluxes relative to the

position of the ice edge. The latter was defined as the location where the ice concentration

A = 0.95. Namely, the IBJ and the maximum of heat flux are located further downstream

from the ice edge when LMIZ increases.

Using ∆y = 60 km, as being typical for regional climate models, we have quantified the

effect of coarse horizontal grid spacing on the model results for an observed CAO. Thereby,

our focus was on the effect on surface fluxes of heat and momentum. It was shown that

the IBJ strength is underestimated by the coarse-resolution run. Consequently, surface

fluxes of heat and momentum are also underestimated, but the size and location of the

effect are different. The underestimation of momentum fluxes amounts typically to 15%

in a region of 120-180 km downstream from the ice edge, while the underestimation of

heat fluxes (also 15 %) is restricted to a smaller region close to the ice edge.

These underestimations of the IBJ strength and surface fluxes by the coarse-resolution

runs were found to depend on external forcing. The largest underestimation of the

IBJ strength of about 40% and of momentum fluxes of about 25% occurs for moderate

geostrophic wind |Vg| < 10 ms−1 from northeast and for large ∆Θ. The underestimation
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of surface heat flux was found to be less sensitive to external forcing with largest values

of up to 20% close to the ice edge.

Since the areas of open water close to the MIZ belong to the regions with the largest

heat loss of the Arctic Ocean, a 15% underestimation of heat fluxes in this region might

have a significant impact on Arctic climate simulations. Thus one should keep in mind

the possible uncertainty of the results of different coarse-resolution reanalyses or climate

models with respect to the simulated wind field and surface fluxes in the area close to the

MIZ.

We did not consider the impact of vertical resolution here and restricted our investiga-

tion only to an idealized MIZ where, furthermore, small scale processes were not accounted

for in detail. But we stress that all the results obtained are robust in the sense that they

can be easily reproduced with other mesoscale models. In particular, we documented that

the skill of the NH3D model was similar to that obtained with another nonhydrostatic

model METRAS that was used earlier for the same CAO. Furthermore, we have shown

that results of the two models agree remarkably well with each other with regard to all

simulated fields despite differences in the numerical schemes. Most important for this

agreement is the use of the same nonlocal turbulence closure in both models.

More detailed research is needed in the future to obtain a thorough understanding of

the physical mechanisms influencing the IBJ. We stress once more that the present in-

vestigation represents an idealized study. A complete explanation of the IBJ mechanism

would require in the future a more detailed study, for example, on the basis of new ob-

servations and convection resolving modelling with LES with full physics included and

the use of the real sea ice distribution. Nevertheless, each method has its advantages and
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disadvantages, and a 3D modelling of convection covering the whole Fram Strait with the

necessary grid size of about 100 m forms still a large challenge, especially when many runs

are necessary to study the response on different external parameters. Thus, our results

can be considered as an important step towards a better understanding of the ice-breeze

regime since the results were obtained for a much wider range of external parameters than

in previous studies.
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Appendix A

In the following, we derive an expression for the ratio between the absolute value of

the total geostrophic wind (large scale and mesoscale) in the convective boundary layer

over the open ocean and the absolute value of the large scale, height constant geostrophic
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wind. The derivation follows previous work [e.g. Lavoie, 1972; Overland et al., 1979] but

is not exactly the same so that it is given in detail. We start with the expressions

ugm = − 1

fzi

∫ zi

0

1

ρ

∂p

∂y
dz,

vgm =
1

fzi

∫ zi

0

1

ρ

∂p

∂x
dz,

(A1)

where ugm and vgm are the components of the geostrophic wind averaged vertically over

the convective ABL, and zi is the mixed layer height. An analytical solution of the

integrals becomes possible by using a zero-order jump mixed layer model for the profile

of potential temperature. The latter was shown to be a good approximation in many

earlier investigations [e.g. Lilly, 1968; Tennekes, 1973; Renfrew and King, 2000]. For

0 < z < zi, we assume θ(z) = θm, where θm is the vertical average of the potential

temperature in the ABL. The ABL capping inversion is assumed to be of infinitely small

depth and is thus characterized by a discontinuous jump ∆θ = θ+ − θm in potential

temperature. The temperature profile above the inversion can be of any shape which

satisfies hydrostatic balance. Using the ideal gas law and the definition of potential

temperature, the hydrostatic equation can be written as

∂pk

∂z
= −gp0

k

cpθ
, (A2)

where k = R/cp. Integrating (A2) from the undisturbed level z = H where ∇θ = 0 to

some level 0 < z < zi gives

pz
k = pH

k − gp0
k

cp

∫ z

H

θ−1 dz. (A3)

Since θ = θm for 0 < z < zi, we can rewrite (A3) as:

pz
k = pH

k − gp0
k

cp

[ ∫ zi

H

θ−1 +
z − zi
θm

]
dz. (A4)
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Now, we take the horizontal gradient of (A4) and obtain after multiplication with −ρ−1 =

−θmRpk−1/p0
k

−ρ−1∇pz =
θm
θH

(
ρ−1∇p

)
H
+ gθm

[
∇

∫ zi

H

θ−1 dz − θm
−1∇zi −

z − zi

θm
2 ∇θm

]
, (A5)

where ∇ is the horizontal Nabla operator. The first term on the right-hand side of (A5)

represents a forcing by the large scale pressure gradient and is thus equivalent to fk×Vg

where Vg is the height constant large scale geostrophic wind.

We use the Leibniz rule to move ∇ under the integral on the right-hand side of (A5)

and after that average (A5) over the ABL depth

1

zi

∫ zi

0

−ρ−1∇p dz = fk×Vg − gθm

∫ zi

H

θ−2∇θ dz − g∆θ

θ+
∇zi +

gzi
2θm

∇θm. (A6)

An expression similar to (A6) was used in several studies [e.g. Lavoie, 1972; Keyser and

Anthes, 1977; Overland et al., 1979] where, however, more approximations were used than

for the above derivation.

The second term on the right-hand side (RHS) of (A6) is related to the horizontal

gradients of potential temperature in the layer zi < z < H. In our runs, these gradients

originate from the vertical advection of temperature. Although this term is not small,

estimates (not explained here in detail) show that the neglect of this term changes results

only quantitatively (±5% in wind speed at distances over 200 km downstream from the

ice edge), but the principal findings related to the thermal wind that we present in the

present paper remain unchanged.

The third term on the RHS of (A6), containing the temperature jump ∆θ at the inver-

sion as defined above, represents the impact of the sloping inversion on the ABL-mean

pressure gradient while the forth term arises from the ABL heating over water. These
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two terms are of opposite signs and might cancel each other, as argued by Fairall et al.

[1987]. Therefore, we estimate here their magnitudes in the range of parameters that we

consider in our study. To estimate first ∆θ, we use a simple closure (see, for example,

Garrat, [1992], Chapter 6). The latter relates ∆θ with the entrainment rate β and follows

as ∆θ = γθβzi/(1 + 2β), where γθ is the potential temperature lapse rate above zi. β

is thereby defined as the ratio between the heat fluxes at zi and at the surface so that

β = −(w′θ′)zi/(w
′θ′)surf . The value of β is commonly taken to be about 0.2. We use

furthermore θm = 255 K, ∂θm/∂y = 1 × 10−4 Km−1, γθ = 0.01 Km−1, zi = 300 m,

∂zi/∂y = 4.5× 10−3 which result from averages over the first 100 km downstream of the

ice edge from our reference run. This all results finally in the values −7.4 × 10−5 ms−2

and 5.8× 10−4ms−2 for the third and the fourth terms in (A6), respectively. Thus we can

neglect the third term in our analysis as it is about an order of magnitude smaller than

the forth one. This is confirmed also by figures (1) and (3) showing that ∆θ is small.

Finally, after using (A6) in (A1), applying the simplifications mentioned in the previous

paragraph, and keeping in mind that we consider a 2D problem so that ∂p/∂x = 0, we

obtain the ABL-averaged components of the geostrophic wind Gm as

ugm = Ug +
gzi
2fθm

∂θm
∂y

,

vgm = Vg

(A7)

where Ug and Vg are the components of the large scale, height constant geostrophic wind

with Ug = |Vg|sinα and Vg = |Vg|cosα and α is the angle between the direction of the

large-scale geostrophic windVg and the direction orthogonal to the ice edge. We define the

thermally induced geostrophic wind averaged over the ABL depth as Vgt = Gm −Vg, so

that according to (A7) Vgt = gzi/(2fθm)∂θm/∂y · i, where i is the unit vector in westward
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direction. Thus we can write for the magnitude |Gm| of the ABL-averaged geostrophic

wind

|Gm| =
[
(|Vg|sinα+Vgt · i)2 + (|Vg|cosα)2

]1/2
(A8)

Division of (A8) by the absolute value of the large-scale geostrophic wind |Vg| ̸= 0 gives

|Gm|
|Vg|

=

[
1 + 2

Vgt · i
|Vg|

sinα+

(
Vgt · i
|Vg|

)2]1/2
. (A9)

It is worth to note that if we define the averaged over the ABL depth thermal wind VT

as a vector difference between Vg above the ABL and Gm, then VT = −Vgt. With y-axis

directed from north to south and x-axis from east to west (see Figure 6) ∂θm/∂y > 0 and

Vgt is directed from east to west, leading to westward deflection of Gm. This corresponds

to VT directed from west to east.

Appendix B

We simulate the NH3D reference case also with the nonhydrostatic model METRAS.

The main purpose is to estimate the relative importance of model specific approximations

and of the numerical frameworks for the obtained results. This also stresses the effect of

turbulence parameterizations which are the same in both models. The close agreement of

the results explained below brings more confidence to the main conclusions of the paper

based on the NH3D results only.

The model METRAS has originally been developed at the Meteorological Institute of the

University of Hamburg [Schlünzen, 1990]. It is based on the primitive equations in a non-

hydrostatic and anelastic mode and is applied here in a 2D-version which was described

in detail by Lüpkes and Schlünzen [1996]. The model has been successfully applied to

c⃝2013 American Geophysical Union. All Rights Reserved.



estimate atmospheric trans-coastal fluxes of pollutants, to study tracer transports, and

many times for the modeling of boundary layer processes in Arctic regions, e.g. during

on-ice flow [Vihma et al., 2003; Vihma et al., 2005] and off-ice flow over the open ocean

[Lüpkes and Schlünzen, 1996] as well as over the marginal sea-ice zone [Birnbaum and

Lüpkes, 2002]. Furthermore, it was used for the modeling of convection over leads in

Arctic sea-ice [Lüpkes et al., 2008a; 2008b].

It is important that the turbulence closure used in NH3D repeats that of METRAS,

namely the combination of a nonlocal in the convective ABL and a local closure else-

where. Also, the parameterization of turbulent fluxes in the surface layer based on Monin-

Obukhov similarity theory is the same in METRAS as in NH3D.

For a detailed model description, we refer to the references mentioned above and con-

centrate here only on the differences to the NH3D model. The most important one is the

different coordinate system which is for METRAS also terrain following but z-dependent.

METRAS uses the anelastic approximation which results in an elliptic equation for the

pressure perturbation. The latter is solved by a conjugate gradients method [Kapitza and

Eppel, 1987] while the corresponding equation in NH3D is solved iteratively applying a

direct method. Advection and diffusion of scalars are solved in METRAS forward in time

and upstream in space, while advection of wind is calculated with the Adams-Bashforth

scheme using centered differences in space. Unlike the forth-order diffusion in NH3D, a

7-point Shapiro filter, similar to sixth-order diffusion is used in horizontal direction in

METRAS. It is applied every 10th time step. The lateral boundary conditions differ from

those used in NH3D, especially, at the inflow boundary where, instead of fixed values as
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in NH3D, zero gradient conditions are used for both scalars and for the boundary-parallel

wind component.

In Figure 21 we present the simulation results of the reference case by the METRAS

model using δy = 5 km. A comparison of figures 21 and 3 shows that absolute values and

spatial patterns of the simulated fields are very similar in NH3D and METRAS. The most

important for this study is a striking agreement with regards to the simulated absolute

wind speed and its maximum values of about 13.6 ms−1 in the core of the IBJ. Also the

values of turbulent fluxes of heat and momentum agree very well: heat fluxes in both

models exceed 600 Wm−2 and momentum fluxes have a maximum at the surface of about

0.35 kgm−1s−2.

Such a high degree of agreement between the two models with different numerical frame-

work and model equations is only possible by using the same turbulence closures. The

use of other closures has a very significant effect on simulated vertical profiles of potential

temperature as shown already by Lüpkes and Schlünzen [1996]. In the latter the au-

thors have shown a better skill of the nonlocal closures versus local closure to reproduce

observations. This points to the large impact of the physical parameterizations.
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Vihma, T., J. Hartmann, and C. Lüpkes (2003), A Case Study Of An On-Ice Air Flow

Over The Arctic Marginal Sea-Ice Zone, Boundary-Layer Meteorol., 107(1), 189-217,

doi: 10.1023/a:1021599601948.
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a1 and a2), for diferent directions of geostrophic wind α (panels b1 and b2), and for different

temperature differences between open water and sea ice ∆Θ (panels c1 and c2).
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Figure 21. Vertical cross-sections of potential temperature Θ (K), absolute horizontal wind

speed V (ms−1), horizontal wind direction β (degrees), vertical wind speed w (cm s−1), mesoscale

pressure gradient (∂p/∂y)meso (Pa km−1), sensible heat flux H (Wm−2), and momentum flux τ

(kgm−1s−2) based on METRAS results. The red line represents the diagnosed ABL height. The

flow direction is from left to right.
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