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Abstract	35	
	36	
Numerical	models	of	ocean	biogeochemistry	are	relied	upon	to	make	projections	about	the	37	
impact	of	climate	change	on	marine	resources	and	test	hypotheses	regarding	the	drivers	of	38	
past	changes	in	climate	and	ecosystems.	In	large	areas	of	the	ocean,	iron	availability	regulates	39	
the	functioning	of	marine	ecosystems	and	hence	the	ocean	carbon	cycle.	Accordingly,	our	40	
ability	to	quantify	the	drivers	and	impacts	of	fluctuations	in	ocean	ecosystems	and	carbon	41	
cycling	in	space	and	time	relies	on	first	achieving	an	appropriate	representation	of	the	42	
modern	marine	iron	cycle	in	models.		When	the	iron	distributions	from	thirteen	global	ocean	43	
biogeochemistry	models	are	compared	against	the	latest	oceanic	sections	from	the	44	
GEOTRACES	programme	we	find	that	all	models	struggle	to	reproduce	many	aspects	of	the	45	
observed	spatial	patterns.	Models	that	reflect	the	emerging	evidence	for	multiple	iron	sources	46	
or	subtleties	of	its	internal	cycling	perform	much	better	in	capturing	observed	features	than	47	
their	simpler	contemporaries,	particularly	in	the	ocean	interior.		We	show	that	the	substantial	48	
uncertainty	in	the	input	fluxes	of	iron	results	in	a	very	wide	range	of	residence	times	across	49	
models,	which	has	implications	for	the	response	of	ecosystems	and	global	carbon	cycling	to	50	
perturbations.	Given	this	large	uncertainty,	iron-fertilisation	experiments	based	on	any	single	51	
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current	generation	model	should	be	interpreted	with	caution.	Improvements	to	how	such	52	
models	represent	iron	scavenging	and	also	biological	cycling	are	needed	to	raise	confidence	in	53	
their	projections	of	global	biogeochemical	change	in	the	ocean.	54	
	55	
1.	Introduction	56	
	57	
With	the	important	role	played	by	dissolved	iron	(DFe)	in	regulating	ocean	biogeochemical	58	
cycles	well	established	[Boyd	and	Ellwood,	2010],	most	three	dimensional	global	59	
biogeochemistry	models	now	include	a	prognostic	DFe	tracer	as	standard.	These	models	60	
explicitly	represent	the	DFe	limitation	of	primary	production	that	is	prevalent	across	large	61	
areas	of	the	ocean	[C	M	Moore	et	al.,	2013].	This	has	allowed	quantitative	projections	62	
regarding	the	impacts	of	environmental	change	in	Fe-limited	regions	[Bopp	et	al.,	2013],	how	63	
DFe	may	regulate	glacial-interglacial	changes	to	the	global	carbon	cycle	[Tagliabue	et	al.,	64	
2009]	and	the	wider	role	played	by	different	nutrients	as	drivers	of	planktonic	diversity	65	
[Ward	et	al.,	2013].	However,	the	robustness	of	these	results	is	reliant	on	how	a	given	model	66	
represents	the	ocean	DFe	cycle.	For	example,	a	model	that	accounted	for	hydrothermal	67	
sources	of	Fe	was	shown	to	be	less	sensitive	to	changes	in	aeolian	iron	supply	than	the	same	68	
model	without	a	hydrothermal	input	[Tagliabue	et	al.,	2010].	Equally,	there	is	a	six-fold	69	
difference	in	the	estimated	impact	of	dust	variations	on	glacial	and	interglacial	changes	in	70	
atmospheric	CO2	(5-28	ppm)	[Kohfeld	and	Ridgwell,	2009]	that	is	largely	driven	by	details	of	71	
the	modeled	DFe	cycle.		72	
	73	
In	brief,	the	ocean	iron	cycle	is	regulated	by	a	complex	array	of	different	processes	[Boyd	and	74	
Ellwood,	2010].	DFe	is	thought	to	be	supplied	to	the	ocean	from	atmospheric	deposition	75	
[Jickells	et	al.,	2005],	continental	margins	[Elrod	et	al.,	2004]	and	hydrothermal	vents	76	
[Tagliabue	et	al.,	2010],	with	potential	emerging	roles	for	input	from	rivers	[Rijkenberg	et	al.,	77	
2014],	icebergs	[Raiswell	et	al.,	2008]	and	glaciers	[Gerringa	et	al.,	2012].	DFe	is	relatively	78	
insoluble	in	oxygenated	seawater	and	DFe	levels	are	maintained	to	a	large	part	due	to	79	
complexation	with	organic	ligands	that	bind	Fe	[Gledhill	and	Buck,	2012].	Unbound,	or	free	Fe	80	
can	then	precipitate	as	solid	forms	or	be	scavenged	by	particles	[Bruland	et	al.,	2014].		DFe	is	81	
operationally	defined	by	the	filter	size	(usually	0.2µm)	and	over	half	of	the	DFe	pool	can	be	82	
colloidal	[Boye	et	al.,	2010;	Fitzsimmons	and	Boyle,	2014;	Wu	et	al.,	2001].	This	implies	that	the	83	
aggregation	and	coagulation	of	colloidal	Fe,	termed	‘colloidal	pumping’	[Honeyman	and	84	
Santschi,	1989],	may	also	be	an	important	loss	of	DFe.	As	a	divalent	metal,	Fe	also	undergoes	85	
rapid	redox	transformations	between	Fe(II)	and	Fe(III)	species	mediated	by	oxidation,	86	
reduction	and	photochemical	processes	[Wells	et	al.,	1995].		The	biological	cycling	of	Fe	is	also	87	
complex	with	varying	cellular	requirements	for	Fe	[Raven,	1988;	Raven	et	al.,	1999]	and	the	88	
role	of	luxury	uptake	[Marchetti	et	al.,	2009]	driving	a	wide	range	in	phytoplankton	Fe	quotas	89	
[Sunda	and	Huntsman,	1997;	Twining	and	Baines,	2013].	Equally,	the	recycling	of	DFe	by	90	
bacteria,	viruses	and	zooplankton	is	emerging	as	a	key	component	in	governing	the	Fe	supply	91	
to	phytoplankton	[Barbeau	et	al.,	1996;	Boyd	et	al.,	2012;	Hutchins	and	Bruland,	1994;	92	
Strzepek	et	al.,	2005].		Lastly,	process	studies	and	basin	scale	data	syntheses	have	highlighted	93	
important	specificities	to	the	remineralisation	lengths	scale	and	vertical	profile	of	DFe,	94	
relative	to	other	nutrients	[Frew	et	al.,	2006;	Tagliabue	et	al.,	2014c;	Twining	et	al.,	2014].	95	
	96	
The	earliest	global	iron	models	were	informed	by	the	first	efforts	to	synthesise	the	emerging	97	
datasets	on	DFe	in	the	late	1990s	[Johnson	et	al.,	1997].	These	models	only	considered	a	dust	98	
source,	applied	constant	phytoplankton	Fe	demands	and	inferred	that	the	seemingly	constant	99	
deep	ocean	DFe	concentrations	indicated	a	threshold	stabilisation	of	DFe	by	organic	ligands	100	
[Archer	and	Johnson,	2000;	Lefèvre	and	Watson,	1999].	As	available	DFe	datasets	expanded,	it	101	
became	clear	that	deep	ocean	concentrations	were	more	regionally	and	temporally	varied	102	
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than	accounted	for	by	these	models	and	that	explicitly	computing	un-complexed	DFe	led	to	a	103	
better	model-data	agreement	[Parekh	et	al.,	2004].	At	the	same	time,	assumptions	regarding	104	
fixed	iron	solubility	in	dust	and	constant	C:Fe	ratios	in	exported	organic	matter	were	being	105	
questioned	and	alternatives	tested	[Ridgwell,	2001;	Watson	et	al.,	2000].		Towards	the	end	of	106	
the	Joint	Global	Ocean	Flux	Study	(JGOFS)	era	more	complicated	treatments	of	the	demand	for	107	
DFe	from	different	phytoplankton	groups	also	emerged	and	when	coupled	to	realistic	models	108	
of	ocean	circulation,	provided	the	first	estimates	of	the	areal	extent	of	DFe	limitation	[Aumont	109	
et	al.,	2003;	Moore	et	al.,	2002].	In	more	recent	years,	and	particularly	with	the	advent	of	the	110	
GEOTRACES	programme	(www.geotraces.org),	observations	of	DFe	have	expanded	rapidly	111	
[Mawji	et	al.,	2015;	Tagliabue	et	al.,	2012].	This	has	driven	the	representation	of	DFe	sources	112	
associated	with	margin	sediments	[Moore	and	Braucher,	2008]	and	hydrothermal	vents	113	
[Tagliabue	et	al.,	2010]	in	models.	At	the	same	time	efforts	to	account	for	redox	speciation	114	
[Tagliabue	and	Völker,	2011]	and	variability	in	Fe	binding	ligands	[Misumi	et	al.,	2013;	Völker	115	
and	Tagliabue,	2015]	in	global	models	have	also	been	undertaken.	116	
	117	
Until	now	there	has	been	no	comprehensive	effort	to	evaluate	how	different	global	models	118	
represent	DFe,	apart	from	the	one	off	model-data	comparisons	typical	of	individual	119	
publications	[Moore	and	Braucher,	2008;	Tagliabue	et	al.,	2008].	Our	maturing	vision	of	the	120	
oceanic	distribution	of	DFe	and	our	deeper	understanding	of	how	it	interacts	with	broader	121	
biogeochemical	cycles	presently	allows	a	more	widespread	intercomparison	of	global	iron	122	
models.	In	conducting	the	first	‘iron	model	intercomparison	project’	(FeMIP)	we	aim	to	123	
intercompare	as	broad	a	suite	as	possible	of	global	ocean	biogeochemistry	models	with	a	124	
focus	on	the	reproduction	of	features	present	in	the	full	depth	ocean	sections	emerging	from	125	
the	GEOTRACES	programme.		In	doing	so	we	highlight	the	challenges	present	for	global	ocean	126	
biogeochemistry	models	in	simulating	the	distribution	of	DFe,	which	emerges	as	unique	to	127	
that	of	other	nutrients.		128	
	129	
2.	Methodology	130	
	131	
2.1	Intercomparison	process	132	
	133	
The	goal	of	this	study	was	to	include	as	many	global	iron	models	as	possible	in	order	to	134	
ensure	a	‘state	of	the	art’	view	on	their	representation	of	Fe	cycling.	In	that	regard,	our	135	
thirteen	models	(Table	1)	range	from	those	used	in	the	recent	IPCC	report	for	coupled	136	
climate-carbon	studies,	to	those	focused	on	global	patterns	of	Fe	cycling	and	effects	on	ocean	137	
biogeochemical	cycles	and	phytoplankton	diversity,	to	those	concerned	with	geological	138	
timescales.	This	inclusive	design	thus	did	not	impose	a	rigid	set	of	guidelines	regarding	the	139	
model	forcings,	as	done	for	the	ocean	carbon-cycle	model	intercomparison	(OCMIP)	and	140	
climate	model	intercomparison	(CMIP)	projects.		While	imposing	identical	ocean	circulation	141	
or	external	forcing	scenarios	would	have	permitted	a	more	direct	cross	comparison	of	the	142	
different	iron	models,	the	extra	constraints	would	have	drastically	reduced	the	number	of	Fe	143	
models	able	to	participate	and	hinder	our	aim	to	account	for	the	full	diversity	of	Fe	models.	144	
Groups	submitted	their	best	representation	of	the	dissolved	iron	distribution	in	netCDF	145	
format	at	monthly	frequency	for	a	canonical	year	on	their	standard	model	grid,	alongside	146	
additional	requested	information	(temperature,	salinity,	nitrate,	phosphate	and	silicic	acid	147	
concentrations,	where	available).		We	compiled	model	data	from	thirteen	model	148	
configurations:	BEC	[J	K	Moore	et	al.,	2013],	BFM	[Vichi	et	al.,	2007],	BLING	[Galbraith	et	al.,	149	
2010],	COBALT	[Stock	et	al.,	2014],	GENIE	(Fe	scheme	as	summarised	by	[Matsumoto	et	al.,	150	
2013]),	MEDUSA1	[Yool	et	al.,	2011],	MEDUSA2	[Yool	et	al.,	2013],	MITecco	[Dutkiewicz	et	al.,	151	
2015],	MITigsm	[Dutkiewicz	et	al.,	2014],	PISCES1	[Aumont	et	al.,	2015],	PISCES2	[Resing	et	al.,	152	
2015;	Völker	and	Tagliabue,	2015],	REcoM	[Hauck	et	al.,	2013]	and	TOPAZ	[Dunne	et	al.,	153	
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2013],	all	implemented	at	the	global	scale.	All	models	were	then	regridded	onto	a	1°	x	1°	154	
horizontal	grid	with	33	vertical	levels	(bounded	by	0,	10,	20,	30,	40,	50,	75,	100,	125,	150,	155	
200,	250,	300,	400,	500,	600,	700,	800,	900,	1000,	1100,	1200,	1300,	1400,	1500,	1750,	2000,	156	
2500,	3000,	3500,	4000,	4500,	5000	and	5500m)	as	a	common	FeMIP	grid.		157	
	158	
2.2	Observational	datasets	159	
	160	
Observations	of	dissolved	iron	are	taken	from	two	sources.	Firstly,	we	use	an	updated	version	161	
of	a	global	DFe	database	[Tagliabue	et	al.,	2012]	with	approximately	20,000	individual	162	
observations.	This	database	was	gridded	at	monthly	resolution	on	the	FeMIP	grid	to	compare	163	
models	and	observations	grid	cell	by	grid	cell	and	month	by	month,	with	no	volume	164	
weighting.	Secondly,	we	extracted	DFe	data	from	recent	GEOTRACES	sections	from	the	2014	165	
intermediate	data	product	[Mawji	et	al.,	2015].		For	comparison	purposes	(Sec	3.2)	the	166	
modeled	DFe	from	the	longitude,	latitude	and	month	of	each	sampling	station	was	then	167	
extracted	and	the	observed	data	was	regridded	on	the	same	33	vertical	levels	as	the	models	168	
(averaging	where	more	than	one	observation	was	present	in	a	particular	depth	bin).	We	use	169	
datasets	collected	on	the	GA-02	West	Atlantic	cruise	[Rijkenberg	et	al.,	2014],	the	GA-03	North	170	
Atlantic	zonal	transect	[Hatta	et	al.,	2014],	the	CoFeMUG	south	Atlantic	zonal	cruise	[Saito	et	171	
al.,	2013],	the	GIPY-6	Atlantic	sector	of	the	Southern	Ocean	cruise	[Chever	et	al.,	2010;	Klunder	172	
et	al.,	2011]	and	the	recently	completed	GP-16	Equatorial	Pacific	zonal	section	[Resing	et	al.,	173	
2015]	that	is	not	yet	in	the	GEOTRACES	data	product.	We	note	that	all	IDP2014	GEOTRACES	174	
data	[Mawji	et	al.,	2015]	is	also	included	in	the	global	dataset.	175	
	176	
2.3	Brief	introduction	of	the	different	iron	models	177	
	178	
The	goal	here	is	not	to	exhaustively	describe	the	FeMIP	models	for	which	we	refer	to	the	179	
original	publications.	Rather	we	seek	to	summarise	how	the	models	treat	important	180	
components	of	the	Fe	cycle	and	to	highlight	important	differences	(Table	1).	In	our	summary	181	
we	focused	on	how	each	model	treated	the	sources	of	Fe,	the	chemistry	of	Fe	(including	the	182	
representation	of	Fe	binding	ligands,	how	free	Fe	is	computed	and	whether	scavenging	is	a	183	
first	order	rate	or	a	second	order	function	of	particle	concentrations),	biological	cycling	of	Fe	184	
(if	Fe/C	ratios	were	variable	and	if	zooplankton	excretion	of	Fe	depends	on	the	Fe	content	of	185	
prey)	and	particle	Fe	dynamics	(how	many	particle	pools	were	simulated	and	whether	the	Fe	186	
regeneration	efficiency	was	unique	or	coupled	to	organic	matter).		187	
	188	
All	models	considered	a	dust	source	of	Fe	and	only	BFM,	GENIE	and	MEDUSA1	did	not	189	
consider	sedimentary	Fe	supply,	only	BEC,	BFM,	PISCES1	and	PISCES1	include	river	input	of	190	
Fe,	while	BEC	and	PISCES1	and	PISCES2	are	the	only	models	that	represent	hydrothermal	Fe	191	
input.	All	models	except	BEC	compute	the	free	Fe	concentration	that	can	be	scavenged	based	192	
on	Parekh	et	al.	[2004]	and	all	except	BFM,	COBALT,	MEDUSA1	and	MEDUSA2	have	a	second	193	
order	scavenging	rate,	i.e.	a	dependency	on	particle	concentrations.	Only	PISCES1	and	194	
PISCES2	include	a	representation	of	colloidal	losses	of	dFe,	based	on	aggregation	of	dissolved	195	
organic	material	[Aumont	et	al.,	2015].	It	is	notable	that	despite	a	maturing	understanding	of	196	
the	variations	in	the	concentrations	of	Fe	binding	ligands	[Gledhill	and	Buck,	2012],	most	197	
FeMIP	models	still	assume	a	constant	ligand	concentration	(as	per	the	earliest	Fe	models)	that	198	
is	1	nM	for	all	models	except	BFM	and	PISCES1	who	use	0.6	nM.	Two	exceptions	in	this	regard	199	
are	PISCES2	and	TOPAZ.	TOPAZ	applies	an	empirical	relationship	to	dissolved	organic	carbon	200	
(DOC)	to	derive	ligand	concentrations	(5x10-5	mol	ligand	per	mol	DOC).	PISCES2	is	the	only	201	
FeMIP	model	to	represent	a	dynamic	ligand	pool	with	explicit	sources	and	sinks	[Völker	and	202	
Tagliabue,	2015]	and	a	variable	computation	of	the	colloidal	Fe	fraction	[Liu	and	Millero,	203	
1999],	modified	to	account	for	hydrothermal	ligand	supply	[Resing	et	al.,	2015].	BLING	204	
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switches	off	Fe	scavenging	when	oxygen	drops	below	1	mmol	m-3	[Galbraith	et	al.,	2010]	and	205	
both	BLING	and	COBALT	reduce	the	stability	of	Fe-ligand	complexes	in	the	presence	of	light	206	
[Galbraith	et	al.,	2010;	Stock	et	al.,	2014].	Both	the	MITecco	and	MITigsm	models	cap	DFe	to	a	207	
maximum	value	of	1.3	nM	with	any	excess	Fe	being	numerically	deleted.	Due	to	the	noted	208	
flexibility	in	planktonic	demands	for	Fe	[Sunda	and	Huntsman,	1997;	Twining	and	Baines,	209	
2013],	almost	all	FeMIP	models	have	variable	Fe/C	ratios,	with	only	MEDUSA1,	MEDUSA2,	210	
MITecco	and	MITigsm	retaining	fixed	Fe/C	ratios.	Recycling	by	zooplankton	is	variable	in	211	
some	FeMIP	models	and	thus	dependent	on	an	assumed	zooplankton	Fe	quota,	except	for	212	
BEC,	BLING,	MEDUSA1,	MEDUSA2	and	REcoM	where	there	is	a	fixed	rate	of	recycling.	Lastly,	213	
all	models	include	one	particulate	Fe	pool,	except	PISCES1	and	PISCES2	that	consider	2	and	214	
BEC,	which	represents	sinking	implicitly	(accounting	for	ballasting).	Only	COBALT	invokes	215	
reduced	regeneration	efficiency	relative	to	organic	material	that	elongates	the	regeneration	216	
depth-scale	beyond	that	that	for	sinking	organic	material	[Stock	et	al.,	2014].	217	
	218	
Finally,	it	is	notable	several	models	were	only	run	for	a	few	decades	or	centuries	(BEC,	BFM,	219	
COBALT,	MEDUSA1,	MEDUSA2,	MITecco	and	MITigsm),	a	time	comparable	to	the	respective	220	
residence	time	of	Fe	in	the	model	in	some	cases,	making	them	potentially	more	sensitive	to	221	
their	initial	conditions.	This	issue	is	discussed	in	more	detail	in	Sec.	3.1.1.	222	
	223	
3.	Results	224	
	225	
3.1	Inter-model	differences	in	dissolved	iron	distributions	and	cycling	226	
	227	
3.1.1	Iron	fluxes	and	residence	times	228	
	229	
Beginning	with	an	integrated	view,	there	is	substantial	variability	in	the	modeled	Fe	residence	230	
times	across	the	FeMIP	models	with	two	broad	groupings	of	a	few	years	and	a	few	hundred	231	
years	(Table	2).	Across	the	thirteen	models,	all	include	dust	sources,	ten	include	sediment	232	
sources,	but	only	three	include	hydrothermal	and	riverine	Fe	sources,	respectively	(Table	2).	233	
Even	for	a	given	source,	there	is	substantial	inter-model	difference	in	its	strength.	For	234	
example,	dust	fluxes	of	dissolved	iron	range	from	~1	to	>30	Gmol	Fe	yr-1	between	models	235	
(Table	2,	accounting	for	any	inter-model	variations	in	solubility	and	mineral	fraction).	These	236	
inter-model	differences	across	all	input	fluxes	result	in	a	wide	range	of	total	iron	inputs	to	the	237	
ocean	(66.9±67.1	Gmol	Fe	yr-1,	Table	1).	In	contrast	we	find	a	surprising	degree	of	agreement	238	
in	the	mean	ocean	iron	concentration	(0.58±0.14	nM,	Table	2)	from	the	models,	with	slightly	239	
greater	inter-model	differences	in	the	total	integrated	inventory	of	Fe	reflecting	different	240	
model	grid	sizes	(e.g.	some	models	do	not	include	the	Arctic	Ocean	or	the	Mediterranean).	241	
Ultimately	this	results	in	a	wide	range	of	residence	times	of	dissolved	iron	in	the	models	(~5	242	
to	>	500	years,	Table	2)	that	reflects	different	assumptions	regarding	the	strength	of	the	243	
sources	of	DFe	to	the	ocean,	compensated	by	variable	scavenging	rates	in	order	to	reproduce	244	
the	observed	DFe	concentration.		245	
	246	
The	derivation	of	the	residence	time	for	Fe	from	each	model	allows	us	to	evaluate	the	impact	247	
of	the	shorter	runs	performed	for	some	models.	Taken	at	face	value,	even	the	relatively	short	248	
runs	performed	by	almost	all	the	models	(except	BFM,	MEDUSA1	and	perhaps	also	MEDUSA2)	249	
are	more	than	twice	the	residence	time	for	Fe	in	that	particular	model.	Nevertheless,	it	should	250	
be	noted	that	many	of	these	residence	times	for	the	global	ocean	are	likely	skewed	towards	251	
lower	values	due	to	strong	local	sources	that	have	a	muted	wider	influence.	For	example,	252	
much	of	the	interior	Fe	distribution	in	the	PISCES1	model	has	been	shown	to	be	linked	to	a	253	
subducted	preformed	component	[Tagliabue	et	al.,	2014b],	suggesting	that	the	deep	ocean	254	
equilibration	timescale	in	this	model,	at	least,	must	be	much	longer	than	the	11	years	of	its	255	
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average	residence	time.	This	is	likely	to	be	the	case	for	models	that	employ	a	formulation	for	256	
the	rate	of	DFe	scavenging	that	depends	on	particulate	fluxes,	as	biogenic	fluxes	in	the	ocean	257	
interior	are	considerably	slower	than	near	the	surface	where	sedimentary	and	dust	sources	258	
are	dominant.	Feedbacks	will	also	exist	between	DFe	inventory	and	biological	fluxes,	meaning	259	
that	a	~1000	yr	time-scale	component	to	the	overall	equilibrium	adjustment	will	exist	that	260	
involves	the	redistribution	of	major	nutrients	globally.	As	such,	this	raises	questions	261	
regarding	the	distributions	of	Fe	in	the	ocean	interior	for	models	that	are	only	run	for	a	few	262	
decades,	even	if	that	is	longer	than	the	average	residence	time.	263	
	264	
3.1.2	Statistical	assessment	of	FeMIP	models	265	
	266	
In	order	to	provide	a	general	picture	of	variability	amongst	the	models,	we	examine	267	
correlations	between	observed	and	simulated	DFe	at	the	same	locations	(Table	3).		When	268	
viewed	globally	throughout	the	entire	water	column,	correlations	between	observations	and	269	
the	models	can	be	as	high	as	0.51,	while	some	are	even	anti-correlated.	The	mean	biases	270	
against	observations	are	between	-0.02	and	-0.48	nM.		In	the	0-100m	depth	stratum,	where	Fe	271	
is	likely	be	to	playing	a	role	in	regulating	phytoplankton	growth	rates,	all	but	one	of	the	model	272	
correlations	fall	between	0.33	and	0.48,	implying	no	clear	link	between	model	complexity	and	273	
strength	of	correlation.	On	the	other	hand,	the	mean	biases	range	from	-0.29	to	0.67	nM,	274	
which	is	suggests	less	overall	agreement	in	the	absolute	DFe	levels.	The	100-500	m	depth	275	
slice	has	the	overall	highest	correlations,	and	all	but	three	models	reach	their	highest	276	
correlations	in	this	depth	range.	In	the	abyssal	layers	only	the	three	models	that	consider	277	
hydrothermal	iron	input	(BEC,	PISCES1	and	PISCES2)	show	a	reasonable	correlation	with	278	
observations	(R=0.20	to	0.35,	other	models	are	<	0.15),	highlighting	the	importance	of	this	279	
source	in	the	deep	ocean.	However,	the	inclusion	of	hydrothermal	iron	input	does	not	280	
obviously	lead	to	a	significant	improvement	in	the	surface	ocean.	Similarly,	including	(or	not)	281	
sedimentary	Fe	input	does	not	seem	closely	linked	to	reproducing	observations	in	the	surface	282	
or	intermediate	layers.	For	example	the	two	versions	of	MEDUSA	with	and	without	283	
sedimentary	iron	input	do	not	show	much	difference	in	their	correlation	coefficients.	It	is	also	284	
important	to	note	that	we	lack	substantial	coastal	DFe	datasets	where	sediments	and/or	river	285	
supply	results	in	high	DFe	levels	in	a	number	of	models	(see	Sec	3.1.3).	Section	3.2	will	more	286	
closely	examine	the	different	models	using	recent	large-scale	GEOTRACES	sections	as	case	287	
studies	in	different	ocean	regions.	288	
	289	
3.1.3	Inter-model	differences	in	dissolved	iron		290	
	291	
To	examine	the	inter-model	differences	in	dissolved	iron	in	more	detail,	we	compare	the	292	
model	mean	DFe	over	the	0-100m,	100-500m,	500-1000m	and	2000-5000m	depth	slices,	293	
repeating	the	analysis	for	the	boreal	(30-90N),	tropical	(30N-30S)	and	austral	latitudes	(90S-294	
30S).	This	enables	us	to	group	the	models	into	‘high’,	‘moderate’	and	‘low’	in	terms	of	their	295	
DFe	distribution,	relative	to	the	full	model	suite	(Figure	1).	Comparing	Figure	1	with	the	296	
statistical	summary	(Table	3)	suggests	that	the	inter-model	trend	in	the	average	DFe	297	
concentration	for	the	different	depth	slices	does	not	always	reflect	good	statistical	agreement	298	
with	the	observations.	However,	it	should	be	noted	that	while	the	inter-model	trends	in	299	
average	DFe	reflect	full	spatial	and	temporal	averages,	the	statistics	determined	from	300	
observations	only	concern	locations	with	available	DFe	observations	(which	is	not	spatially	301	
and	temporally	complete).	302	
	303	
Beginning	with	the	surface	ocean	(0-100m)	that	is	heavily	influenced	by	surface	sources	and	304	
biological	uptake.	MEDUSA1,	MEDUSA2	and	TOPAZ	are	consistently	relatively	high	in	iron	for	305	
all	three	latitudinal	zones,	including	the	Fe	limited	Southern	latitudes.	BEC	is	also	relatively	306	
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rich	in	Fe,	but	only	in	the	northern	and	tropical	latitudes.	The	lowest	DFe	concentrations	in	all	307	
three	geographic	zones	are	simulated	by	the	BLING,	COBALT	and	MITigsm	models,	with	the	308	
remaining	models	intermediate	throughout.		309	
	310	
The	relative	tendencies	between	the	different	FeMIP	models	are	generally	conserved	in	the	311	
100-500m	and	500-1000m	depth	slices	that	are	more	heavily	influenced	by	remineralisation	312	
processes.	Notable	departures	from	this	general	trend	are	PISCES2	displaying	relatively	313	
higher	DFe	levels	in	both	depth	bins.	While	both	BFM	and	REcoM	become	more	DFe	rich	in	314	
the	500-1000m	depth	bin,	TOPAZ	stands	out	less	as	a	high	DFe	model.	In	terms	of	315	
hemispheric	contrasts,	BEC	becomes	lower	in	DFe	in	the	Southern	region;	otherwise	the	inter-316	
model	trends	are	preserved.		317	
	318	
In	the	deepest	depth	bin	deep	ocean	sources	such	as	hydrothermal	vents,	as	well	as	sediments	319	
are	important.	Unsurprisingly,	the	models	that	include	hydrothermal	vent	DFe	sources	(BEC,	320	
PISCES1	and	PISCES2)	show	high	DFe	levels.	In	contrast,	the	high	DFe	levels	for	BFM,	321	
MITecco,	MITigsm	and	REcoM	cannot	be	ascribed	to	hydrothermal	DFe	input	and	may	be	322	
related	to	initial	conditions	(e.g.	for	BFM)	or	deep	ocean	transport	of	high	DFe	levels.	323	
However,	it	is	notable	that	BFM,	MITecco,	MITigsm	and	REcoM	do	not	perform	well	324	
statistically	in	this	depth	range	(Table	3).	The	BLING	and	MEDUSA1	models	simulate	the	325	
lowest	concentrations	in	this	depth	bin.	For	a	large	number	of	models	(BLING,	GENIE,	326	
MEDUSA1,	MEDUSA2,	TOPAZ),	DFe	concentrations	decline	in	the	2000-5000m	bin,	relative	to	327	
the	500-1000m	bin.		328	
	329	
3.1.4	Surface	DFe	distributions	in	the	models	330	
	331	
Due	to	its	role	as	a	limiting	nutrient,	we	explore	the	simulated	annual	mean	surface	DFe	332	
concentrations	from	the	FeMIP	models	in	more	detail	(Figure	2,	upper	50m	average).	Here	we	333	
see	that,	as	suggested	by	the	range	in	the	model	biases	(Table	3),	there	is	a	substantial	degree	334	
of	inter-model	discord	in	the	surface	Fe	distributions.	Most	models	agree	that	the	highest	DFe	335	
concentrations	are	found	underneath	the	Saharan	dust	plume	in	the	tropical	Atlantic,	but	336	
others	also	emphasise	dust	supply	into	the	Arabian	Sea	and	enhanced	DFe	along	the	337	
continental	margins.	A	large	number	of	the	models	suggest	the	lowest	DFe	concentrations	are	338	
found	across	the	Pacific	Ocean.	Exceptions	are	GENIE	and	MEDUSA1,	who	have	much	higher	339	
DFe	concentrations	therein	and	BEC,	MEDUSA2	and	TOPAZ,	who	restrict	low	DFe	to	the	south	340	
Pacific	only.	BFM,	MITecco	and	MITigsm	have	a	very	DFe	deplete	sub-Arctic	Pacific	that	is	not	341	
as	extreme	in	the	other	FeMIP	models.	When	the	seasonality	in	DFe	(presented	as	the	342	
maximum	minus	minimum	DFe	concentration	over	the	year,	Figure	3)	is	compared,	strong	343	
inter-model	differences	also	emerge.	For	example,	some	models	show	remarkably	little	344	
seasonality	(BFM,	GENIE,	MEDUSA1,	MEDUSA2	and	MITigsm),	whereas	others	have	large	345	
seasonal	cycles	over	wide	areas	(>0.5nM,	BEC,	MITecco,	PISCES1,	PISCES2	and	TOPAZ).	This	346	
illustrates	where	high	annual	mean	concentrations	in	these	regions	are	masking	strong	347	
seasonal	minima.	For	this	reason	it	is	not	straightforward	to	compare	the	models	against	348	
observed	Fe	that	might	have	been	collected	during	different	seasons.	At	this	stage,	incomplete	349	
sampling	over	the	seasonal	cycle	is	prevalent	for	virtually	all	locations	with	DFe	350	
measurements	[Tagliabue	et	al.,	2012],	which	precludes	the	mapping	of	DFe	seasonality	from	351	
observations.	Table	3	is	therefore	more	suited	for	a	statistical	assessment	of	the	surface	DFe	352	
for	a	given	model	against	all	available	observations	(where	seasonal	variations	are	accounted	353	
for	by	comparing	model	and	data	DFe	at	identical	longitudes,	latitudes,	depths	and	months).	354	
	355	
3.2	Comparison	to	recent	GEOTRACES	ocean	sections	356	
	357	
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To	more	closely	examine	how	the	different	DFe	models	represent	the	observed	distribution	of	358	
DFe	we	focus	on	a	range	of	recent	GEOTRACES	sections.	As	described	above	(Sec	2.2)	each	359	
model	is	extracted	at	the	exact	location	of	the	sampling	locations,	with	the	observations	360	
regridded	onto	the	same	vertical	grid.	We	refer	the	readers	to	the	below	cited	papers	for	a	361	
more	complete	discussion	of	each	observational	section	and	additional	interpretation.	In	this	362	
assessment	we	emphasise	the	key	features	observed	on	each	section	and	how	different	363	
models	are	able	to	reproduce	them.	Because	of	this	goal	and	because	a	given	model	may	do	a	364	
good	job	of	reproducing	one	feature,	but	not	another,	we	did	not	perform	statistical	365	
assessments	of	the	individual	models	for	each	section.	366	
	367	
3.2.1	West	Atlantic		368	
	369	
The	GA-02	West	Atlantic	meridional	section	provides	unprecedented	coverage	of	DFe	370	
concentrations	along	the	Atlantic	Ocean,	as	well	as	insights	into	different	mechanisms	that	371	
control	the	cycling,	regeneration	and	supply	of	DFe	[Rijkenberg	et	al.,	2014].	The	key	features	372	
of	this	section	are	(i)	low	surface	DFe	in	both	the	northern	and	southern	end	member	surface	373	
waters,	(ii)	a	surface	DFe	enrichment	around	20oN	in	the	tropics	and	associated	with	a	374	
subsurface	DFe	minima,	(iii)	a	strong	DFe	regeneration	maxima	at	5-10oN	centered	around	375	
500-1000m,	(iv)	a	hydrothermal	signal	at	around	5oS	and	between	2000-3000m	depth	and	376	
(v)	a	hotspot	of	DFe	that	is	present	over	much	of	the	water	column	associated	with	the	377	
confluence	of	the	Brazil	and	Falklands	current	at	around	35-40oS.	378	
	379	
Model	representation	of	key	features	(Figure	4):	(i)	Almost	all	models	capture	low	DFe	in	the	380	
Southern	end	member	surface	waters,	except	MEDUSA1	and	MEDUSA2	and	perhaps	also	381	
REcoM	and	TOPAZ.	However	it	is	only	in	BFM	and	COBALT,	and	to	a	lesser	degree	BEC,	BLING,	382	
MITigsm,	PISCES1	and	PISCES2	that	reproduce	the	observed	low	DFE	concentrations	383	
associated	with	the	northern	endmember	surface	waters.		(ii)	A	surface	DFe	enrichment	384	
(presumably	from	dust)	around	20oN	is	clearly	present	in	BEC,	MEDUSA1,	MEDUSA2,	385	
MITecco,	MITigsm,	PISCES1,	PISCES2,	REcoM	and	TOPAZ,	but	is	less	apparent	in	other	models	386	
(BFM,	BLING,	COBALT,	GENIE).	Nevertheless,	in	MEDUSA2,	REcoM	and	TOPAZ	the	influence	387	
of	surface	dust	deposition	appears	to	be	much	greater	than	is	observed.		Only	PISCES1,	388	
PISCES2	and	COBALT,	show	the	observed	subsurface	minima	in	DFe	below	the	dust	signal.	389	
(iii)	With	respect	to	the	strong	DFe	regeneration	maxima	at	5-10oN	centered	around	500-390	
1000m,	COBALT	displays	a	regeneration	maximum	at	around	the	right	depth	level,	while	in	391	
BEC	high	concentrations	appear	to	be	smeared	from	surface	to	the	sea	floor.	In	all	other	392	
models	the	regeneration	signal	in	DFe	is	generally	too	small	or	absent	and	where	it	is	present	393	
(e.g.	BFM,	BLING,	GENIE)	it	is	generally	too	shallow	in	the	water	column.	(iv)	Concerning	the	394	
hydrothermal	signal	at	around	5oS	and	between	2000-3000m	depth,	of	the	three	models	that	395	
include	hydrothermal	DFe	input,	only	PISCES2,	with	a	greater	longevity	of	hydrothermal	Fe	396	
[Resing	et	al.,	2015],	shows	a	hint	of	DFe	enrichment	in	the	right	location.	MEDUSA2	397	
underestimates	DFe	in	the	ocean	interior	along	the	entire	Atlantic	section.	(v)	No	models	398	
capture	the	elevated	DFe	over	almost	the	entire	water	column	around	35-40oS.	In	the	399	
observations,	this	is	ascribed	to	the	offshore	export	of	Brazilian	shelf	waters	or	DFe	input	400	
from	the	dissolution	of	particulate	Fe	associated	with	the	Rio	de	la	Plata	river	[Rijkenberg	et	401	
al.,	2014].	402	
	403	
3.2.2	Subtropical	North	Atlantic	404	
	405	
The	GA-03	North	Atlantic	zonal	section	crossed	the	subtropical	North	Atlantic	between	Cape	406	
Verde	and	Woods	Hole	(USA)	via	Bermuda.	Key	signals	in	the	dataset	[Hatta	et	al.,	2014]	are	407	
(i)	strong	enhancements	in	DFe	associated	with	DFe	regeneration	and	also	coastal	input	along	408	
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the	eastern	and	western	margins,	(ii)	a	surface	enrichment	along	with	a	subsurface	minimum	409	
in	DFe	and	(iii)	a	strong	hydrothermal	anomaly	over	the	mid	Atlantic	ridge.		410	
	411	
Model	representation	of	key	features	(Figure	5):	(i)	Enhanced	DFe	in	the	subsurface	along	the	412	
margins	is	represented	to	different	degrees	by	the	FeMIP	models.	BLING,	COBALT,	MITecco	413	
and	PISCES1	have	hints	of	subsurface	maxima	in	DFe	along	the	eastern	margin.	It	is	414	
encouraging	that	the	addition	of	ligand	production	during	remineralisation	in	PISCES2	clearly	415	
improves	the	intensity	of	the	remineralised	DFe	signal.	However,	none	of	these	models	have	a	416	
broad	homogenous	signal	(down	to	>	2000m)	of	elevated	DFe	that	is	observed	on	the	eastern	417	
margin,	except	perhaps	BEC,	which	has	a	strong	subsurface	maximum	that	spreads	over	all	418	
depth	levels.	(ii)	The	subsurface	minima	in	DFe	underlying	a	surface	(presumably	dust)	419	
enrichment	is	captured	clearly	by	COBALT,	PISCES1	and	PISCES2	and	slightly	less	clearly	by	420	
BEC,	BFM	and	BLING.	(iii)	A	hydrothermal	anomaly	is	present	in	PISCES1,	but	closer	in	421	
magnitude	to	the	observations	in	PISCES2,	while	BEC	also	displays	a	strong	hydrothermal	422	
signal.	COBALT	displays	a	sediment	signal	at	depth	that	is	not	reproduced	by	the	423	
observations.		It	also	notable	that	many	of	the	models	present	an	‘inverted’	DFe	profile,	with	424	
decreasing	DFe	concentrations	towards	the	ocean	interior	(GENIE,	MEDUSA1,	MEDUSA2,	425	
REcoM	and	TOPAZ),	which	could	be	indicative	of	too	great	a	residence	time	for	DFe	at	the	426	
ocean	surface.	Also,	BLING,	COBALT,	MEDUSA2	and	TOPAZ	seem	to	be	systematically	too	low	427	
in	terms	of	their	interior	ocean	DFe	levels	across	this	section.		428	
	429	
3.2.3	Subtropical	South	Atlantic	430	
	431	
The	CoFeMUG	section	traversed	the	south	Atlantic	between	Namibia	and	Brazil	and	had	the	432	
following	notable	signatures	[Noble	et	al.,	2012;	Saito	et	al.,	2013]:	(i)	a	remineralisation	433	
signal	and/or	sediment	input	on	the	eastern	margin,	(ii)	low	overall	surface	concentrations	434	
and	(iii)	a	strong	hydrothermal	signal	at	depth.		435	
	436	
Model	representation	of	key	features	(Figure	6):	(i)	Interestingly,	more	models	are	able	to	437	
simulate	a	remineralisation	signal	on	the	eastern	side	of	the	basin	(COBALT,	MEDUSA1,	438	
MEDUSA2,	MITecco,	PISCES1,	PISCES2,	REcoM	and	TOPAZ)	for	this	section	than	for	the	GA03	439	
section.	Although	for	some	models	this	feature	is	too	weak	or	spread	over	too	many	depth	440	
levels.	(ii)	All	models,	except	MEDUSA1,	MEDUSA2,	REcoM	and	TOPAZ,	are	able	to	reproduce	441	
the	overall	low	DFe	conditions	in	the	surface	waters.	(iii)	BEC	and	PISCES1	represent	a	DFe	442	
anomaly	over	the	ridge	as	observed,	but	this	is	underestimated.	PISCES2	represents	a	443	
stronger	hydrothermal	signal,	but	it	appears	to	spread	too	far	off-axis	relative	to	that	444	
observed.	Again,	COBALT	displays	a	strong	sediment	signal	in	the	deep	ocean	that	is	not	445	
observed.	BFM,	BLING,	MEDUSA2	and	to	some	extent	TOPAZ	underestimate	interior	ocean	446	
DFe	levels.		447	
	448	
3.2.4	Southern	Tropical	Pacific	449	
	450	
The	GP-16	cruise	ran	from	Ecuador	to	Tahiti	[Resing	et	al.,	2015]	and	displays	the	following	451	
key	features:	(i)	DFe	enrichment	along	the	eastern	margin	over	almost	the	entire	water	452	
column,	(ii)	low	surface	concentrations	and	(iii)	a	remarkable	hydrothermal	plume	453	
propagating	westward	for	>	4000km	from	the	East	Pacific	Rise	to	at	least	150oW.	454	
	455	
Model	representation	of	key	features:	(Figure	7),	(i)	BEC,	COBALT,	PISCES2	and	TOPAZ	are	the	456	
only	models	able	to	produce	the	broad	signal	of	elevated	DFe	throughout	the	entire	water	457	
column	on	the	eastern	margin.	BLING,	MEDUSA1,	MEDUSA2	and	REcoM	display	an	458	
enrichment	in	DFe	but	this	remains	more	tightly	localised	than	observed.	(ii)	All	models	459	
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capture	the	low	DFe	levels	typical	of	Pacific	surface	waters,	but	for	some	models	(BFM,	BLING,	460	
COBALT,	GENIE,	MEDUSA2	and	TOPAZ),	low	DFe	is	also	too	prevalent	in	the	ocean	interior.	461	
(iii)	BEC	and	PISCES1	capture	a	local	hydrothermal	signal	above	the	East	Pacific	Rise,	but	only	462	
PISCES2	goes	any	way	towards	reproducing	the	degree	of	off	axis	transport.	As	seen	463	
previously,	MITigsm	and	COBALT	show	DFe	increases	near	the	sea	floor,	but	these	are	more	464	
widespread	than	seen	in	the	observations.	As	noted	previously,	BFM,	BLING	COBALT,	465	
MEDUSA2	and	TOPAZ	show	too	little	DFe	in	the	ocean	interior	(<0.3nM),	relative	to	the	466	
observations	(>0.6	nM	away	from	the	hydrothermal	plume).	467	
	468	
3.2.5	Southern	Ocean	–	Atlantic	Sector	469	
	470	
Both	the	GIPY-4	and	GIPY-5	cruises	ran	from	Cape	Town	(South	Africa)	to	the	Antarctic	471	
continent	along	the	so-called	‘GoodHope’	line	during	the	International	Polar	Year	[Chever	et	472	
al.,	2010;	Klunder	et	al.,	2011].	These	cruises	sampled	at	different	resolutions	north	and	south	473	
of	the	Polar	Front	and	have	been	blended	to	form	one	section.	Notable	features	in	this	dataset	474	
include	(i)	low	but	non	zero	concentrations	at	the	surface	that	propagate	into	the	subsurface,	475	
(ii)	a	strong	remineralisation	signal	at	around	500m	near	60S	and	(iii)	a	strongly	local	476	
hydrothermal	signal	over	the	Bouvet	region	ridge	crest	at	around	54°S	and	more	widespread	477	
elevated	DFe	in	the	abyssal	ocean	north	of	the	ridge	(i.e.	between	~54°S	and	the	northern	end	478	
of	the	transect.		479	
	480	
Model	representation	of	key	features:	(Figure	8),	(i)	Most	models	display	low	overall	DFe	481	
concentrations	at	the	surface.	GENIE,	MEDUSA1,	MEDUSA2	and	to	a	lesser	degree	REcoM	and	482	
TOPAZ	over	estimate	surface	DFe	concentrations.	But	even	the	models	that	have	low	surface	483	
DFe	show	rapid	increases	with	depth,	indicating	that	the	ferricline	is	too	shallow	in	all	models.	484	
(ii)	No	FeMIP	model	captures	the	remineralisation	signal	seen	in	the	subsurface	just	south	of	485	
the	Polar	Front.	(iii)	Despite	including	a	hydrothermal	source,	BEC	is	unable	to	represent	the	486	
local	hydrothermal	enrichment.	While	PISCES1	represents	a	slight	hydrothermal	anomaly	487	
that	appears	to	be	from	an	adjacent	source,	the	longer	lifetime	of	hydrothermal	Fe	in	PISCES2	488	
leads	to	the	anomaly	being	too	widespread	in	the	abyssal	ocean.	On	the	other	hand,	both	BEC	489	
and	PISCES2	do	show	elevated	DFe	in	the	abyssal	ocean	north	of	the	main	ridge	at	54°S	that	490	
compares	well	with	the	data.	COBALT,	MITecco	and	MITigsm	again	show	a	sediment	signal	in	491	
DFe	at	depth,	while	COBALT	and	TOPAZ	show	very	high	values	near	the	Antarctic	coast.	None	492	
of	these	features	are	observed	in	the	dataset.	The	BFM	stands	out	from	the	other	models	with	493	
the	large	underestimation	of	DFe	in	the	Southern	Ocean	interior	as	already	seen	for	the	GA-02	494	
section.	495	
	496	
4.	Discussion	497	
	498	
4.1	Examining	inter-model	differences	in	Fe	distributions	relative	to	other	nutrients	499	
	500	
In	short,	we	find	a	wide	range	of	simulated	DFe	distributions	from	current	global	ocean	501	
biogeochemical	models	that	reflects	an	apparent	lack	of	inter-model	agreement	in	the	502	
processes	that	control	the	oceanic	distribution	of	DFe.	When	assessed	against	the	best	DFe	503	
datasets,	most	models	perform	modestly	both	quantitatively	in	terms	of	magnitudes	and	504	
patterns,	and	qualitatively	in	representing	the	inferred	mechanisms.	This	has	important	505	
implications	for	how	models	are	used	to	understand	biogeochemical	cycles	[Galbraith	et	al.,	506	
2010;	Moore	et	al.,	2002;	Tagliabue	et	al.,	2014a],	planktonic	diversity	and	resource	507	
competition	[Dutkiewicz	et	al.,	2012;	Ward	et	al.,	2013],	as	well	as	the	ocean	response	to	508	
fluctuations	in	the	environment	in	general	[Bopp	et	al.,	2013;	Dutkiewicz	et	al.,	2013;	509	
Tagliabue	et	al.,	2009].	It	is	noteworthy	that	this	inter-model	disagreement	appears	to	be	510	
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solely	driven	by	the	particular	way	in	which	different	models	represent	the	Fe	cycle.	If	we	511	
examine	the	models	in	terms	of	macronutrients	(nitrate	and	phosphate)	then,	taking	the	long	512	
meridional	GA02	section	as	example,	we	see	a	much	stronger	inter-model	and	model-data	513	
agreement	(Figures	9	and	10).			Although	inter-model	differences	due	to	specific	physical	514	
models	are	visible	in	the	Atlantic	water	mass	structure,	the	mechanisms	driving	the	N	and	P	515	
cycles	are	similar.	516	
	517	
We	further	contextualise	the	inter-model	Fe	differences	by	examining	how	they	represent	the	518	
relative	inventories	of	Fe	and	NO3	in	the	ocean	interior	by	plotting	the	Fe*	tracer	(Fe	–	519	
NO3*rFe/N).		Defining	rFe/N	in	the	same	way	as	for	the	GA02	section	[Rijkenberg	et	al.,	2014]	520	
(based	on	the	observed	Fe:apparent	oxygen	utilisation	relationship,	which	results	in	a	Fe/N	521	
ratio	of	0.47	mmol/mol)	and	using	PO4	(and	a	NO3/PO4	ratio	of	16/1)	for	GENIE	and	BLING,	522	
which	do	not	simulate	NO3,	allows	us	to	examine	DFe	concentrations	relative	to	NO3,	(Figure	523	
11).	The	data	shows	relatively	replete	waters	originating	from	the	northern	hemisphere	524	
linked	to	North	Atlantic	Deep	Water	(NADW),	which	becomes	flanked	above	and	below	by	525	
relatively	Fe	poor	water	from	the	southern	hemisphere	linked	to	Antarctic	Intermediate	526	
Water	(AAIW)	and	Antarctic	Bottom	Water	(AABW).	There	is	also	a	zone	of	relatively	527	
depleted	Fe	in	the	subsurface	overlying	the	NADW	signal	in	the	northern	hemisphere	likely	528	
linked	to	northern	subtropical	mode	water.	In	these	sections	we	can	see	that	NADW	is	529	
relatively	impoverished	in	DFe	in	MEDUSA1,	MEDUSA2	and	TOPAZ,	despite	these	models	530	
generally	overestimating	surface	DFe.	This	may	indicate	an	overly	short	lifetime	for	Fe	away	531	
from	the	surface	and	subsequent	lack	of	permanence	in	the	NADW	signal.		Looking	at	532	
southern	sourced	waters,	all	models	except	BFM	perform	well	(notwithstanding	the	northern	533	
sourced	water	biases).	Obviously,	this	comparison	should	only	be	taken	as	indicative	since	534	
different	models	are	underpinned	by	different	relationships	between	NO3	and	Fe	and	the	535	
actual	planktonic	Fe:N	ratio	can	vary	from	the	value	chosen	in	the	Rijkenberg	et	al.	[2014]	 	536	
study	[Twining	and	Baines,	2013].	Nevertheless,	it	does	provide	an	additional	means	to	assess	537	
the	relative	transport	of	Fe	and	NO3	through	the	ocean	interior.			538	
	539	
4.2	Identifying	the	key	processes	at	different	depth	strata	540	
	541	
One	important	inter-model	difference	that	clearly	impacts	the	agreement	with	observations	542	
and	the	role	of	Fe	on	biota	is	the	strong	surface	enrichments	evident	in	some	models	543	
(MEDUSA1,	MEDUSA2,	REcoM	and	TOPAZ).		In	the	observations,	any	Fe	enrichments	due	to	544	
dust	deposition	are	far	more	localised	and	apparently	short	lived	in	space	(e.g.	Figures	4	and	545	
5).	For	the	models	surface	overestimation	of	iron	implies	either	too	large	an	iron	source	or	546	
that	the	residence	time	for	Fe	at	the	surface	is	too	long.			The	latter	possibility	highlights	the	547	
importance	of	how	models	treat	the	scavenging	process	and	could	also	be	linked	to	constant	548	
Fe/C	ratios	that	do	not	permit	‘luxury	uptake’	of	Fe	at	high	DFe	concentrations	(specifically	549	
MEDUSA1,	MEDUSA2,	MITecco	and	MITigsm).	MEDUSA1,	MEDUSA2	and	REcoM	are	three	of	550	
the	four	models	with	the	longest	residence	times	(decades	to	centuries,	Table	2),	relative	to	551	
the	other	FeMIP	models,	and	produce	high	surface	enrichment	despite	having	some	of	the	552	
lowest	dust	inputs	(Table	2).	For	MEDUSA1	and	MEDUSA2	the	first	order	fixed	scavenging	553	
rate	may	be	too	low	or	have	not	enough	variability	to	remove	Fe	rapidly	when	concentrations	554	
are	high.	The	constant	Fe/C	ratios	used	in	these	two	models	may	also	contribute	to	this	555	
anomalous	feature.	In	REcoM,	Fe/C	ratios	are	variable	and	the	scavenging	is	second	order,	but	556	
may	simply	be	too	low.	DFe	in	TOPAZ	has	one	of	the	shortest	residence	times	(~8	years,	Table	557	
2),	which	implies	that	the	surface	accumulation	of	DFe	may	instead	be	linked	to	relatively	558	
large	sources	or	the	variable	ligand	concentration.	Since	the	ligand	concentration	in	TOPAZ	559	
depends	on	DOC,	which	typically	decays	from	surface	to	deep,	there	may	be	too	much	DFe	560	
stabilisation	occurring	in	the	surface	ocean.	561	
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	562	
At	intermediate	depths,	the	inclusion	of	a	prognostic	Fe	binding	ligand	pool	with	a	particle	563	
degradation	source	[Völker	and	Tagliabue,	2015]	clearly	improves	the	reproduction	of	564	
subsurface	maxima	in	DFe	associated	with	remineralisation	(compare	PISCES2	with	PISCES1)	565	
for	many	of	the	transects.	Other	models	(COBALT	and	to	a	lesser	degree	BEC	and	BLING)	are	566	
able	to	reproduce	these	features	but	evidently	do	so	for	different	reasons.	These	may	be	567	
related	to	the	implicit	formulation	of	particle	flux	(BEC)	that	ignores	lateral	transport	of	568	
particulate	Fe	or	the	shutdown	of	Fe	scavenging	in	low	oxygen	conditions	(BLING).	It	is	569	
interesting	that	there	appears	to	be	two	groups	of	subsurface	DFe	maxima	seen	in	the	570	
observations.	Sometimes	these	features	are	tightly	constrained	to	a	small	depth	stratum	(e.g.	571	
equatorial	ocean	for	GA-02,	western	margin	on	GA-03	and	eastern	margin	on	CoFeMUG),	572	
while	in	other	locations	the	DFe	enrichments	span	almost	the	entire	water	column	(eastern	573	
margins	on	GA-03	and	GP-16).	Most	models	represent	one	or	the	other.	For	example,	574	
subsurface	maxima	are	always	tightly	bounded	in	depth	for	some	models	(e.g.	COBALT	and	575	
PISCES2)	or	spread	over	depth	in	others	(BEC)	with	no	regional	variations.	Future	work	576	
should	explore	the	potential	mechanisms	involved,	which	might	be	linked	to	subsurface	577	
dissolution	of	dust,	nutrient	trapping	or	impacts	of	low	oxygen.	Emerging	Fe	isotope	work	578	
highlights	the	potential	for	non-reductive	Fe	release	from	margins	[Conway	and	John,	2014;	579	
Homoky	et	al.,	2013]	in	addition	to	the	role	of	reducing	sediments	represented	in	models.	580	
	581	
In	the	ocean	interior	the	best	models	(in	terms	of	their	linear	correlation	coefficients)	are	582	
those	that	include	hydrothermal	input	(Table	3).	While	including	such	a	source	is	clearly	583	
important,	it	is	possible	that	this	is	overemphasised	in	the	correlations	at	the	expense	of	other	584	
deep	ocean	structure	that	is	evident	in	many	of	the	sections.	For	example,	many	of	the	ocean	585	
sections	do	not	show	any	‘watermass’	related	structure	for	DFe	that	is	seen	in	macronutrients	586	
(e.g.	Figures	9	and	10).	Although	adding	a	hydrothermal	ligand	seems	to	improve	the	ability	of	587	
PISCES2	to	reproduce	the	GP-16	data	(Figure	7)	and	perhaps	also	the	GA-02	hydrothermal	588	
signal	(Figure	4),	it	results	in	too	widespread	a	hydrothermal	anomaly	in	the	Southern	Ocean	589	
(Figure	8)	indicating	too	long	a	lifetime	for	this	pool	and	the	need	for	further	refinement	of	590	
the	processes	governing	hydrothermal	Fe	input	[Tagliabue,	2014].	591	
	592	
4.2	Inter-Model	differences	in	DFe	inputs	and	cycling:	the	importance	of	scavenging	593	
	594	
It	is	notable	that	there	is	a	great	deal	of	variability	in	both	the	total	Fe	input	flux	(66.9±67.1	595	
Gmol	Fe	yr-1)	and	the	strength	of	a	given	source	across	the	models,	yet	the	mean	ocean	DFe	is	596	
strikingly	similar	(0.58±0.14	nM).	To	some	extent,	this	agreement	reflects	the	calibration	of	597	
scavenging	rates	to	represent	global	average	iron	concentrations	in	agreement	with	598	
observations.	While	this	relative	homogeneity	in	modeled	mean	DFe	would	be	consistent	with	599	
an	earlier	view	of	the	oceanic	Fe	inventory	[Johnson	et	al.,	1997],	if	anything,	the	emerging	600	
oceanic	sections	of	DFe	as	part	of	the	GEOTRACES	programme	have	highlighted	an	601	
unexpected	variability	in	DFe	distributions	in	the	ocean	interior	[Mawji	et	al.,	2015].	This	is	in	602	
stark	contrast	to	the	other	main	limiting	nutrients,	which	more	closely	reflect	large-scale	603	
ocean	circulation	patterns	and	watermass	related	features	(e.g.	Figures	9	and	10).	Thus	the	604	
apparent	small	differences	in	the	mean	ocean	DFe	between	models	more	likely	arises	from	a	605	
modeling	community	that	reflects	an	earlier	parsimonious	view	of	the	system.	The	relative	606	
constancy	in	the	mean	ocean	DFe	concentrations	in	the	models	may	reflect	homogenous	607	
ligand	concentrations	of	either	0.6	or	1.0	nM,	but	we	note	that	even	models	with	varying	608	
ligand	concentrations	(PISCES2	and	TOPAZ)	show	too	much	interior	ocean	uniformity.		609	
	610	
In	contrast	to	the	mean	DFe,	there	is	a	substantial	degree	of	inter-model	disagreement	in	the	611	
strength	of	different	sources.	For	instance,	BFM,	BLING,	GENIE,	MEDUSA1,	MEDUSA2,	612	
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MITecco,	MITigsm	and	REcoM	all	have	atmospheric	input	fluxes	of	<	5	Gmol	Fe	yr-1,	whereas	613	
as	in	BEC,	COBALT,	PISCES1,	PISCES2	and	TOPAZ	dust	supply	is	much	higher	(>	20	Gmol	Fe	614	
yr-1).	Yet	this	does	not	drive	a	similar	trend	in	mean	ocean	DFe	(with	MITecco,	MITigsm	and	615	
REcoM	showing	amongst	the	highest	DFe	concentrations,	Table	2).	We	note	that	these	616	
represent	the	total	DFe	flux	from	dust,	accounting	for	model	specific	Fe	mineralogy	and	617	
solubility.	Equally,	for	those	models	that	include	sedimentary	Fe	input,	this	flux	term	can	618	
range	from	very	small	(e.g.	<	5	Gmol	Fe	yr-1	in	MEDUSA2	or	REcoM)	to	very	large	(>	70	Gmol	619	
Fe	yr-1	in	BEC,	COBALT,	MITecco,	MITigsm	and	TOPAZ).	Again	this	does	not	map	onto	mean	620	
DFe	trends.	We	note	that	the	closer	agreement	for	hydrothermal	Fe	input	is	more	likely	to	621	
reflect	the	fact	that	only	two	models	actually	include	this	term,	rather	than	greater	confidence	622	
regarding	the	actual	flux.	Overall,	the	total	input	of	DFe	does	not	explain	the	inter-model	623	
variations	found	in	mean	DFe	(R2=0.06).	This	implies	that	there	must	be	a	great	deal	of	624	
variability	in	how	each	model	treats	the	scavenging	of	Fe	in	order	to	ultimately	arrive	at	a	625	
relatively	similar	mean	ocean	DFe	concentration.		626	
	627	
Most	early	Fe	models	that	explicitly	computed	free	Fe	and	sought	to	represent	its	scavenging	628	
by	sinking	particles,	treated	the	scavenging	rate	constant	as	a	tunable	parameter	[Archer	and	629	
Johnson,	2000;	Johnson	et	al.,	1997;	Parekh	et	al.,	2004;	Watson	et	al.,	2000].	This	was	viable	in	630	
these	relatively	simple	box	models	against	few	observations,	but	is	a	less	straightforward	631	
solution	for	the	multi	tracer/process	3D	biogeochemical	models	used	presently	where	632	
scavenging	itself	maybe	a	function	of	other	model	parameters	(e.g.	particle	concentrations)	633	
and	hence	can	vary	considerably	in	space.	Despite	the	long	acknowledged	influence	of	the	634	
particle	concentration	on	the	scavenging	rate	[Honeyman	et	al.,	1988],	a	subset	of	the	FeMIP	635	
models	persist	with	a	globally	uniform	scavenging	rate	(Table	1).	However,	even	for	those	636	
models	that	have	implemented	a	second	order	scavenging	rate,	there	is	a	question	of	how	this	637	
should	operate.	For	example,	should	the	model	rely	only	on	organic	carbon	or	also	include	638	
biogenic	silica	and	calcium	carbonate?	Non	biogenic	particles,	such	as	dust,	as	well	as	Fe	and	639	
manganese	oxides,	may	also	be	important	as	Fe	scavengers	[Hayes	et	al.,	2015;	Wagener	et	al.,	640	
2008;	Ye	et	al.,	2011].	There	is	also	the	important	question	of	the	specific	affinity	for	free	Fe	641	
for	these	various	carrier	phases.	Once	Fe	is	scavenged	onto	particles,	desorption	of	Fe	will	be	642	
important	in	resupplying	the	DFe	pool.	Some	models	consider	constant	desorption	rates	643	
[Moore	and	Braucher,	2008],	while	others	explicitly	account	for	disaggregation	dynamics	and	644	
the	impact	of	bacterial	activity	[Aumont	et	al.,	2015].		Finally,	there	is	the	question	of	regional	645	
and	temporal	variability	in	colloidal	dynamics.	Only	one	group	of	FeMIP	models	attempt	to	646	
account	for	this	process	(Table	1),	yet	given	the	apparent	importance	of	colloidal	Fe	within	647	
the	DFe	fraction	[Boye	et	al.,	2010;	Fitzsimmons	and	Boyle,	2014;	Wu	et	al.,	2001],	colloidal	648	
pumping	losses	might	be	as	large	as	those	from	the	scavenging	of	free	Fe.	Some	progress	may	649	
be	made	by	exploiting	the	legacy	from	the	field	of	Thorium	(Th)	cycling,	for	which	a	number	of	650	
different	theories	have	been	developed	to	describe	its	scavenging,	including	colloidal	651	
components	[Anderson,	2003;	Burd	et	al.,	2000;	Lam	and	Marchal,	2015;	Marchal	and	Lam,	652	
2012;	Savoye	et	al.,	2006].	With	an	expanding	database	of	paired	Fe	and	Th	observations,	653	
including	the	particulate	phase,	as	part	of	GEOTRACES	[Mawji	et	al.,	2015]	it	may	be	possible	654	
to	refine	this	crucial	component	of	the	Fe	cycle	in	the	coming	years.	655	
	656	
4.3	Impact	of	Fe	on	wider	biogeochemical	cycles:	the	importance	of	biological	Fe	cycling	657	
	658	
The	biological	cycling	of	DFe	in	a	given	model	will	dictate	the	net	influence	of	a	model’s	DFe	659	
cycling	on	wider	biogeochemical	cycling	and	air-sea	CO2	exchange.	In	that	regard,	the	large	660	
oceanic	sections,	focused	process	studies	and	laboratory	experiments	all	provide	essential	661	
and	complementary	information.	For	example,	early	laboratory	studies	demonstrated	a	large	662	
degree	of	flexibility	in	the	phytoplankton	Fe/C	ratios	as	a	function	of	DFe	levels	and	cell	size,	663	
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as	well	as	enhanced	Fe/C	ratios	at	lower	light	levels	[Sunda	and	Huntsman,	1997].	Similar	664	
ranges	in	Fe/C	ratios	are	also	seen	in	single	cell	analyses	of	phytoplankton	from	the	ocean	665	
[Twining	and	Baines,	2013].	The	enhanced	Fe/C	ratio	seen	at	low	light	is	thought	to	reflect	so-666	
called	‘biodilution’,	where	Fe	uptake	continues	when	phytoplankton	carbon	fixation	is	light	667	
limited,	and/or	a	greater	absolute	demand	for	Fe	at	low	light	[Sunda	and	Huntsman,	1997;	668	
Sunda	and	Huntsman,	1998].	Almost	all	FeMIP	models	permit	flexibility	in	the	Fe/C	ratio	of	669	
phytoplankton	(Table	1),	with	those	that	consider	Fe	uptake	independent	of	C	fixation	able	to	670	
account	for	any	biodilution	and	the	BLING	model	considers	a	direct	impact	of	Fe	on	671	
photosynthesis.	Emerging	recent	work	has	suggested	that	there	are	important	inter-specific	672	
differences	in	how	phytoplankton	Fe	demands	respond	to	light	[Strzepek	et	al.,	2012].	In	their	673	
laboratory	study,	Strzepek	et	al.	[2012]	found	that	while	temperate	diatom	species	indeed	674	
showed	elevated	Fe/C	ratios	at	low	light,	the	opposite	was	true	for	Antarctic	diatom	species.	675	
This	raises	questions	about	how	models	that	generally	do	not	consider	different	species	676	
specifically	(but	rather	represent	broader	‘functional	types’)	can	account	for	these	potentially	677	
important	regional	distinctions	in	how	environmental	variations	impact	biological	Fe	cycling.	678	
	679	
Detailed	process	studies,	mostly	from	the	Southern	Ocean,	have	sought	to	quantify	Fe	cycling	680	
at	the	ecosystem	level.	In	doing	so,	the	importance	of	regenerated	Fe	in	the	fuelling	of	681	
biological	productivity	via	the	so-called	‘ferrous	wheel’	has	emerged	as	potentially	important	682	
[Bowie	et	al.,	2009;	Bowie	et	al.,	2015;	Boyd	et	al.,	2012;	Boyd	et	al.,	2005;	Sarthou	et	al.,	2008;	683	
Strzepek	et	al.,	2005].	This	has	been	demonstrated	via	the	development	of	the	‘fe-ratio’,	which	684	
represents	the	proportion	of	Fe	uptake	from	‘new’	Fe	sources.	It	has	been	determined	for	sites	685	
across	the	Southern	Ocean	by	assembling	Fe	budgets	that	combine	measurements	of	Fe	pools	686	
and	fluxes	alongside	laboratory	estimates.		The	fe-ratio	is	generally	around	0.1	(i.e.	strongly	687	
reliant	on	recycled	Fe)	in	the	low	productivity	regions	of	the	Southern	Ocean	[Bowie	et	al.,	688	
2009;	Boyd	et	al.,	2005]	and	reaches	around	0.5	and	greater	(i.e.	less	reliant	on	recycled	Fe)	in	689	
the	naturally	fertilised	Kerguelen	Island	phytoplankton	bloom	[Bowie	et	al.,	2015;	Sarthou	et	690	
al.,	2008].	Langrangian	process	studies	have	demonstrated	a	strong	seasonal	decline	in	the	fe-691	
ratio	as	the	spring	phytoplankton	bloom	declines	[Boyd	et	al.,	2012],	which	are	consistent	692	
with	low	rates	of	Fe	input	during	summer	[Tagliabue	et	al.,	2014c].	In	agreement,	direct	693	
measurements	of	Fe	fluxes	between	various	components	of	the	food	web	have	highlighted	694	
that	only	regenerative	fluxes	can	support	the	measured	Fe	demand	[Boyd	et	al.,	2012;	695	
Strzepek	et	al.,	2005;	Tagliabue	et	al.,	2014c].		696	
	697	
The	sensitivity	of	a	given	model’s	biological	productivity	to	new	or	regenerated	forms	of	Fe	is	698	
crucial,	as	this	will	underpin	its	sensitivity	to	change.	At	present	we	do	not	know	if	the	FeMIP	699	
models	place	the	correct	emphases	on	new	and	recycled	Fe	in	different	ocean	regions.	Many	700	
models	rely	on	fixed	rates	of	Fe	regenerated	by	zooplankton	and	the	remineralisation	of	701	
organic	material,	while	others	allow	this	to	be	vary	(Table	1).	A	key	parameter	in	driving	the	702	
turnover	of	Fe	by	the	zooplankton	and	bacterial	communities	in	such	models	is	an	estimate	of	703	
the	heterotroph	demand	for	Fe,	which	is	then	balanced	against	the	Fe/C	provided	as	nutrition.	704	
New	measurements	of	stocks	and	turnover	of	Fe	from	specific	ocean	regions	are	also	705	
beginning	to	emerge	[Boyd	et	al.,	2015],	which	will	be	invaluable	in	assessing	the	magnitude	706	
and	variability	of	the	modelled	rates.		707	
	708	
5.	Future	Work	709	
	710	
A	weakness	of	the	current	intercomparison	is	that	we	did	not	truly	intercompare	the	Fe	711	
models,	but	instead	compared	the	models’	coupled	physical-biogeochemical	framework	712	
(including	Fe).	This	was	necessary	to	retain	as	broad	a	suite	of	models	as	possible	for	this	first	713	
intercomparison.	In	future	work,	it	would	be	useful	to	intercompare	different	Fe	models	714	
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within	the	same	physical	model	framework	(e.g.	as	possible	in	the	NEMO	or	MITgcm	715	
modelling	frameworks).	Additionally,	a	set	of	planned	model	perturbations	could	be	716	
performed	where	each	individual	model	is	subjected	to	a	modification	to	its	Fe	supply	(either	717	
as	a	direct	fertilisation	event	or	by	an	alteration	to	one	of	the	input	fields).	Much	could	be	718	
learned	from	the	way	the	Fe	cycle	responds	to	such	perturbations	across	the	different	models.		719	
	720	
Reducing	uncertainty	in	the	input	fluxes	of	Fe	is	clearly	important,	but	has	proved	difficult	to	721	
achieve	over	recent	years	(even	for	long	standing	Fe	sources	such	as	dust).	Some	progress	722	
could	be	made	by	implementing	‘source	specific’	tracers	(such	as	aluminium	or	manganese)	723	
alongside	Fe	to	constrain	individual	sources.	Constraining	scavenging	rates	has	emerged	as	a	724	
key	priority	and	parallel	simulation	of	Th	may	help	constrain	rates	of	Fe	loss	and	the	particle	725	
pools.	Moreover,	many	of	the	models	used	specifically	for	ecological	questions	are	only	run	for	726	
a	few	decades	at	most.	This	makes	this	subset	of	models	more	sensitive	to	their	initial	727	
conditions.	A	priority	for	such	‘resource	intensive’	models	would	be	the	availability	of	input	728	
fields	based	on	data	climatologies	(such	as	those	available	for	macronutrients	as	part	of	the	729	
World	Ocean	Atlas	datasets)	or	consensus	distributions	that	may	emerge	from	improved	730	
models.		731	
	732	
As	described	in	Sec.	4.3	an	assessment	of	the	different	biological	Fe	models	is	also	a	priority,	733	
as	this	will	underpin	the	carbon	cycle	response	and	has	not	been	compared	against	the	734	
paradigms	recently	emerging	from	experimental	work.	In	a	follow	up	Phase	of	FeMIP	we	735	
could	more	closely	compare	the	models	against	the	detailed	process	study	measurements	736	
made	(for	example)	as	part	of	the	FeCycle	set	of	experiments	[Boyd	et	al.,	2012;	Boyd	et	al.,	737	
2005].	A	range	of	the	Fe	models	could	be	set	up	in	a	one	dimensional	lagrangian	framework	738	
and	forced	by	observed	physics	to	be	compared	rigorously	against	the	measured	Fe	stocks	739	
and	cycling	rates.			740	
	741	
6.	Conclusions	742	
	743	
We	have	compared	the	projected	DFe	distributions	from	thirteen	global	ocean	744	
biogeochemistry	models	against	each	other	and	with	available	datasets.		Newly	available	full	745	
depth	sections	of	DFe	for	different	oceanic	regions	as	part	of	the	GEOTRACES	programme	746	
have	greatly	facilitated	this	task.	All	models	do	relatively	poorly	in	reproducing	a	global	DFe	747	
dataset	of	around	20,000	observations,	which	highlights	the	need	for	greater	understanding	748	
of	how	the	ocean	Fe	cycle	functions	and	how	Fe	should	be	represented	in	global	ocean	749	
models.	We	find	a	large	degree	of	inter-model	variability	in	the	input	fluxes	of	DFe,	which	750	
leads	to	great	variability	in	the	modeled	residence	times.	The	stronger	inter-model	agreement	751	
in	the	mean	ocean	DFe	most	likely	reflects	earlier	views	of	constant	deep	ocean	DFe	levels	752	
maintained	by	a	homogenous	ligand	pool	and	requires	calibration	via	poorly	constrained	753	
scavenging	rates.	The	way	different	models	treat	DFe	scavenging	has	emerged	as	a	key	754	
uncertainty	that	would	benefit	from	stronger	observational	constraints.	More	detailed	inter-755	
model	tests,	particularly	linked	to	process	study	data,	are	needed	to	assess	the	models’	756	
biological	components.		757	
	758	
In	closing,	we	re-emphasise	the	importance	of	the	iron	cycle	in	global	ocean	biogeochemistry	759	
models,	given	its	role,	alongside	NO3,	as	one	of	the	two	most	important	limiting	nutrients.	760	
Although	the	models	analysed	here	struggle	to	capture	the	detailed	distribution	of	this	highly	761	
dynamic	element,	it	is	very	likely	that	biogeochemical	models	that	include	an	iron	cycle	can	762	
produce	a	more	realistic	simulation	than	models	that	do	not.	Improving	the	quantitative	763	
understanding	of	iron	cycling	should	be	a	major	priority	for	ocean	biogeochemistry	research.			764	
	765	
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Figure	1.	Histograms	of	the	average	DFe	concentration	(nM)	simulated	by	the	FeMIP	models	1038	
across	four	different	depth	bins	for	three	regions.	The	Northern	Hemisphere	is	30°N-90°N,	1039	
Tropics	are	30°S-30°N	and	the	Southern	Hemisphere	is	30°S-90°S.	1040	
	1041	
Figure	2.	Annual	mean	DFe	concentrations	(nM)	averaged	over	the	upper	50m	from	the	1042	
FeMIP	models.	Data	averaged	over	the	period	January	to	June	and	July	to	December	is	taken	1043	
from	the	expanded	Tagliabue	et	al.	[2012]	dataset	and	has	been	averaged	over	5o	bins	in	1044	
latitude	and	longitude	to	improve	visibility.	1045	
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Figure	3.	Annual	maximum	minus	annual	minimum	DFe	concentrations	(nM)	averaged	over	1047	
the	upper	50m	from	the	FeMIP	models.	1048	
	1049	
Figure	4.	DFe	concentrations	(nM)	from	the	GA-02	[Rijkenberg	et	al.,	2014]	cruise	and	1050	
extracted	from	the	FeMIP	models.	1051	
	1052	
Figure	5.	DFe	concentrations	(nM)	from	the	GA-03	cruise	[Hatta	et	al.,	2014]	and	extracted	1053	
from	the	FeMIP	models.	1054	
	1055	
Figure	6.	DFe	concentrations	(nM)	from	the	CoFeMUG	cruise	[Noble	et	al.,	2012]	and	1056	
extracted	from	the	FeMIP	models.	1057	
	1058	
Figure	7.	DFe	concentrations	(nM)	from	the	GP-16	cruise	[Resing	et	al.,	2015]	and	extracted	1059	
from	the	FeMIP	models.	1060	
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Figure	8.	DFe	concentrations	(nM)	from	the	GIPY-4	and	5	cruises	[Chever	et	al.,	2010;	Klunder	1062	
et	al.,	2011]	and	extracted	from	the	FeMIP	models	1063	
	1064	
Figure	9.	NO3	concentrations	(µM)	from	the	GA-02	cruise	[Rijkenberg	et	al.,	2014]	and	1065	
extracted	from	the	FeMIP	models	(NO3	data	not	provided	for	GENIE).	1066	
	1067	
Figure	10.	PO4	concentrations	(µM)	from	the	GA-02	cruise	[Rijkenberg	et	al.,	2014]	and	1068	
extracted	from	the	FeMIP	models	(PO4	not	provided	for	MEDUSA-1,	MEDUSA-2,	RECOM	and	1069	
TOPAZ).		1070	
	1071	
Figure	11.	Fe*	(Fe	–	NO3*rFe/N,	nM)	from	the	GA-02	cruise	cruise	[Rijkenberg	et	al.,	2014]	and	1072	
extracted	from	the	FeMIP	models.	For	models	that	do	not	provide	NO3,	PO4	is	used	and	1073	
converted	to	NO3	assuming	a	ratio	of	16:1.	1074	


