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Abstract: Estimates of biodiversity change are essential for the management and conservation of ecosystems.
Accurate estimates rely on selecting representative sites, but monitoring often focuses on sites of special interest.
How such site-selection biases influence estimates of biodiversity change is largely unknown. Site-selection bias
potentially occurs across four major sources of biodiversity data, decreasing in likelihood from citizen science,
museums, national park monitoring, and academic research. We defined site-selection bias as a preference for
sites that are either densely populated (i.e., abundance bias) or species rich (i.e., richness bias). We simulated
biodiversity change in a virtual landscape and tracked the observed biodiversity at a sampled site. The site was
selected either randomly or with a site-selection bias. We used a simple spatially resolved, individual-based model
to predict the movement or dispersal of individuals in and out of the chosen sampling site. Site-selection bias
exaggerated estimates of biodiversity loss in sites selected with a bias by on average 300–400% compared with
randomly selected sites. Based on our simulations, site-selection bias resulted in positive trends being estimated as
negative trends: richness increase was estimated as 0.1 in randomly selected sites, whereas sites selected with a
bias showed a richness change of −0.1 to −0.2 on average. Thus, site-selection bias may falsely indicate decreases
in biodiversity. We varied sampling design and characteristics of the species and found that site-selection biases
were strongest in short time series, for small grains, organisms with low dispersal ability, large regional species
pools, and strong spatial aggregation. Based on these findings, to minimize site-selection bias, we recommend use
of systematic site-selection schemes; maximizing sampling area; calculating biodiversity measures cumulatively
across plots; and use of biodiversity measures that are less sensitive to rare species, such as the effective number
of species. Awareness of the potential impact of site-selection bias is needed for biodiversity monitoring, the
design of new studies on biodiversity change, and the interpretation of existing data.

Keywords: alpha diversity, community dynamics, conceptual model, local trends, richness change, sampling
bias, temporal trends

Efectos del Sesgo en la Selección de Sitio sobre las Estimaciones del Cambio en la Biodiversidad

Resumen: Las estimaciones del cambio en la biodiversidad son esenciales para el manejo y la conservación de
los ecosistemas. Las estimaciones precisas dependen de la selección de sitios representativos pero su monitoreo
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2 Site Selection

con frecuencia se enfoca en los sitios de interés especial. En su mayoría se desconoce cómo influyen tales sesgos
en la selección de sitios sobre las estimaciones del cambio en la biodiversidad. El sesgo en la selección de sitios
ocurre potencialmente en cuatro fuentes principales de datos sobre biodiversidad, disminuyendo en probabilidad
cuando los datos vienen de la ciencia ciudadana, museos, el monitoreo de los parques nacionales y la investigación
académica. Definimos al sesgo en la selección de sitios como la preferencia por sitios que están densamente
poblados (es decir, sesgo por abundancia) o que son ricos en especies (es decir, sesgo por riqueza). Simulamos el
cambio en la biodiversidad en un paisaje virtual y le dimos seguimiento a la biodiversidad observada en un sitio
muestreado. El sitio fue seleccionado al azar o con un sesgo en la selección de sitio. Usamos un modelo simple
basado en los individuos y resuelto espacialmente para predecir el movimiento o la dispersión de los individuos
dentro y fuera del sitio de muestreo elegido. El sesgo en la selección de sitio exageró las estimaciones de la
pérdida de la biodiversidad en los sitios seleccionados con un sesgo en promedio de 300–400% en comparación
con sitios seleccionados al azar. Con base en nuestras simulaciones, el sesgo en la selección de sitio derivó en que
las tendencias positivas se estimaran como tendencias negativas: se estimó que el incremento en la riqueza fue
de 0.1 en sitios seleccionados al azar, mientras que en los sitios seleccionados con un sesgo mostraron un cambio
en la riqueza de −0.1 a −0.2 en promedio. Así, el sesgo en la selección de sitio puede indicar erróneamente
la existencia de disminuciones en la biodiversidad. Variamos el diseño del muestreo y las características de las
especies y encontramos que los sesgos en la selección de sitio estaban más consolidados en las series de tiempo
corto, para los granos pequeños, organismos con una baja habilidad de dispersión, grandes patrimonios genéticos
de especies regionales y una agregación espacial fuerte. Con base en estos resultados, para lograr minimizar
el sesgo en la selección de sitio, recomendamos usar esquemas sistemáticos de selección de sitio; maximizar
el área de muestreo; calcular las medidas de biodiversidad acumulativamente en los lotes; y usar las medidas de
biodiversidad que son menos sensibles a las especies raras, como el número efectivo de especies. Se necesita tener
conciencia sobre el impacto potencial del sesgo en la selección de sitio para el monitoreo de la biodiversidad, el
diseño de nuevos estudios sobre el cambio en la biodiversidad y la interpretación de los datos existentes.

Palabras Clave: cambios en la riqueza, diversidad alfa, dinámicas comunitarias, modelo conceptual, sesgo de
muestreo, tendencias locales, tendencias temporales
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Introduction

On the global scale, species extinctions have increased
as a result of human impacts (Pimm et al. 2014; Ceballos
et al. 2015), and populations of many groups appear to
be in rapid decline (Dirzo et al. 2014; Díaz et al. 2019).
Less clear, however, is how local-scale biodiversity is
changing. Although species richness is declining in many
locations (Murphy & Romanuk 2014; Newbold et al.
2015), this is by no means universal, and several synthe-
ses show considerable variation, with richness gains and
losses being relatively equal (Vellend et al. 2013; Dor-
nelas et al. 2014; Elahi et al. 2015; Blowes et al. 2019).

However, these estimates can be confounded by sam-
pling biases that influence data availability and analyses
that are possible (Gonzalez et al. 2016), including over-
or underrepresentation of geographic regions, land-use
types, and taxonomic groups (Martin et al. 2012; McRae
et al. 2017).

In the context of population changes, an important
bias to consider is site-selection bias (Pechmann et al.
1991; Palmer 1993; Skelly et al. 2003), whereby sampling
occurs where a focal species is present, abundant, or
both. As a result, regression to the mean makes detect-
ing declines more likely (Palmer 1993). Although site-
selection bias and potential solutions are well-known
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Figure 1. Site selection to determine
biodiversity change in a virtual
landscape: (a) random, (b) biased
toward high total number of
individuals (i.e., abundance bias),
and (c) biased toward high number
of different species (i.e., richness
bias).

at the population level, less is known about how bi-
ases translate to community-level trends (Fournier et al.
2019).

Biodiversity trend estimates differ fundamentally from
population trend estimates for a number of reasons. For
example, changes in population abundance need not
correlate with changes in the summed abundance of
all species within a community. Instead, species whose
abundances are declining are often compensated for by
species whose abundances are increasing (e.g., Dornelas
et al. 2019). Even when there are dramatic changes
in the abundances of an assemblage of species, this
need not translate into changes in its diversity, and vice
versa (Chase et al. 2018). Within a single assemblage of
species, biodiversity trends often depend on the grain
and extent at which biodiversity is estimated (Chase et al.
2019). Therefore, we asked whether site-selection bias
can confound biodiversity estimates and which factors
determine bias strength.

There are at least 2 classes of bias that can influence
biodiversity time series. An abundance bias reflects a
preference for monitoring sites that initially have a high
total number of individuals. A richness bias reflects a
preference for monitoring sites that initially have a high
number of species (Fig. 1). There are 3 main reasons
to choose rich or densely populated sites within a fo-
cal habitat to survey biodiversity. First, such sites allow
for time- and cost-efficient sampling of a large variety of
species (Battersby & Greenwood 2004). Second, survey
data are often collected to answer multiple questions,
many of which require the presence of specific species
(e.g. surveillance of breeding success). Third, scientists
are not always objective when it comes to nature (e.g.,
beauty bias [Kovacs et al. 2006] can lead to more sam-
pling of high biodiversity sites).

We assessed the likelihood of site-selection bias across
sources of biodiversity data; how site-selection bias in-
fluences biodiversity change estimates, and how the
strength of bias depends on sampling design and species
characteristics. We first assessed the likelihood of site-
selection bias in four major sources of biodiversity data
(citizen science, museum data, national parks, and aca-
demic data) through a literature review. We sought
statements indicating how likely systematic site-selection
schemes were because they preclude a preference for
sites based on desirable qualities (Olsen et al. 1999).

We assumed site-selection bias was more likely in data
sources that rely on subjective site selection. We illus-
trated the potential impact of site-selection bias by sim-
ulating biodiversity change in a virtual landscape. Sim-
ulations are uniquely suited for studying the impact of
sampling design and systematic biases (Rhodes & Jonzén
2011; White 2019) because they allow for comparisons
with a known trend. We compared the influence of 3
site-selection strategies (random, abundance biased, and
richness biased) on estimates of biodiversity change. We
also assessed whether bias strength depends on study de-
sign (grain size, sampling duration) and other character-
istics of the focal species (dispersal ability, species pool
size, aggregation).

Methods

Literature Review

To evaluate the likelihood of site-selection biases we
examined four sources of biodiversity data: citizen sci-
ence, museums, national parks, and academic research.
We ranked the likelihood of bias based on how likely
systematic site-selection schemes are applied in these 4
data sources. We determined this based on statements
from published studies (i.e., a nonsystematic, qualitative
literature search; for references, see Results). We supple-
mented this qualitative ranking with a quantitative assess-
ment of monitoring protocols from citizen science and
national parks.

To assess the likelihood of site-selection bias in citizen
science data quantitatively, we examined the instruction
manuals of 44 citizen science programs (Supporting
Information). Programs were found using a Google
search with the terms “citizen science and biodiversity or
monitoring,” Wikipedia’s list of citizen science projects
(en.wikipedia.org/wiki/List_of_citizen_science_projects),
and the list of citizen science projects of the State Wide
Integrated Flora and Fauna Teams (www.swifft.net.
au/cb_pages/citizen_science.php). We sought represen-
tative (rather than comprehensive) data of this type.
About half of the examined programs have been cited
in scientific publications, according to the Global Biodi-
versity Information Facility (GBIF 2019). We identified
3 sampling strategies in the manuals: opportunistic
sampling (i.e., casual reporting of species sightings), free
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4 Site Selection

site selection (i.e., subjective selection by the recorder),
and designation of sites by the program organizer. We
assumed that opportunistic sampling produces biased
data; often participants aim to build a large collection of
encountered species (e.g., eBird [Sullivan et al. 2009],
iNaturalist [iNaturalist 2019]), meaning common species
are likely not reported as often as they are encountered
and reporting focuses on rare species. We assumed that
free site selection schemes produce biased data, unless
training is required before participation or an explicit
statement of the need for representative sampling is
included in the instruction manuals. We assumed that
site designation by the program organizer is more likely
to follow a systematic scheme and thus less biased.

To assess the likelihood of site-selection bias in pro-
tected areas, we reviewed 16 U.S. national park moni-
toring protocols (Supporting Information) because they
commonly monitor biodiversity, are well documented,
and readily accessible. We considered data unbiased if
sites were exclusively selected according to a systematic
scheme and did not include legacy sites (sites established
in the past to monitor pristine, unique, or threatened
areas). There are good reasons to monitor biodiversity
at legacy sites; nonetheless, it potentially introduces a
site-selection bias. Protocols were also classified as po-
tentially biased if the site-selection scheme was designed
to maximize sampling efficiency (e.g., sites selected to
compile a complete species inventory).

Simulation Approach

We simulated sampling functionally similar species in
a virtual landscape. A fixed number of individuals
(∼17,000) moved or dispersed randomly across a grid
of 100 × 100 cells, which was subjected to 1 of 3 rich-
ness change regimes: no change, richness decrease, or
richness increase. To illustrate the potential effects of
site-selection bias, we sampled the modeled landscape,
either randomly or with a site-selection bias (Fig. 1).
The model was not designed to accurately represent
the highly complex natural world, but simply to study
the potential influence of site selection on estimates of
biodiversity change. Our simulations are most applica-
ble to guilds of functionally similar species that do not
strongly interact. We chose a spatially resolved individual-
based model, instead of a population model (Rhodes
& Jonzén 2011; White 2019), to allow for the move-
ment or dispersal of individuals in and out of the se-
lected sampling site. Therefore, in contrast to the work
by Fournier et al. (2019) on site-selection bias in a pop-
ulation context, our simulation included spatial autocor-
relation, where changes in the sampling site depended
on the surrounding landscape. The simulations were per-
formed using MATLAB R2017b (MathWorks 2017). All re-
sults were based on 10,000 independent simulations per

Table 1. Default parameters for a model of biodiversity change in a vir-
tual community.

Parameter Value Unit Description

c 100 cells virtual landscape
comprises c × c
cells

g 5 cells potential sampling
unit (site)
comprises g × g
cells

Stotal 100 species total number of
species in the
virtual
landscape

μ 4 mean of log
abundances in
the species
abundance
distribution

σ 1.5 SD of log
abundances in
the species
abundance
distribution

rchange 0.25 % percent
individuals
changed in each
time step

tend 20 time
steps

number of
simulation time
steps (i.e.,
sampling
duration)

d c/20 cells radius of clusters
of individuals in
aggregated
model∗ variant

∗
In the aggregated model variant, individuals are initially dis-

tributed in clusters

site-selection strategy. Model parameters and their units
are summarized in Table 1.

The regional (landscape-scale) species abundance dis-
tribution followed a Poisson log normal distribution,
with 100 species, mean log abundance of 4, and an SD
σ = 1.5 (Supporting Information). The resulting commu-
nity had on average ∼16,800 individuals (SD 4,800), and
a typical sample (0.25% of total area) had on average 42
individuals (SD 21) (Supporting Information).

The landscape consisted of a 100 × 100 grid of cells,
representing discrete positions of individuals. At the start
of the simulation, individuals were placed randomly in
the virtual landscape. Individual movement was simu-
lated via a random walk. At each time step, individuals
had an 8 in 9 chance to move to 1 of the 8 neighboring
fields and a 1 in 9 chance to stay where they were. This
movement can also be thought of as dispersal; the pres-
ence of an individual in the same or a neighboring cell
after 1 generation time can be interpreted as the death
of the mother and growth of an offspring nearby. The
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landscape had a periodic boundary condition to prevent
the density of individuals in cells near the borders from
systematically differing from those in the center of the
landscape.

The landscape was subdivided into 400, 5 × 5 cell po-
tential sampling units. Depending on the site-selection
strategy, we selected 1 of these sampling units as the
sampling site (Fig. 1). For the random site selection,
we chose among all potential sampling units with the
same probability. For abundance-biased site selection, we
chose the site with the highest number of individuals
summed across all species. For richness-biased site selec-
tion, we chose the site with the highest local richness.
Any bias in real data collection is unlikely to be this ex-
treme because one cannot oversee the entire landscape.
Nevertheless, any patterns observed here will be qualita-
tively similar with less bias.

We tracked species richness over time because this is
the most broadly used measure of biodiversity. Addition-
ally, we tested the effect of site-selection bias on the total
number of individuals and on an abundance-based diver-
sity measure, and results were qualitatively similar (Sup-
porting Information). Change in richness was estimated
as the slope of a standard least-squares linear regression
of species richness over time. We ran the simulations for
20 time steps. Interpreting 1 time step as 1 year, this
reflects roughly the average time series typically used
in biodiversity time series (Dornelas et al. 2014, 2018).
To compare the 3 sampling strategies, we visualized the
slope estimates with box plots, and inferred differences
when CIs around the medians did not overlap.

We imposed 1 of 3 richness change regimes onto the
landscape: no change, richness decrease, or richness
increase. We tested change in other community metrics
(increase in evenness or total number of individuals),
and results were qualitatively consistent (Supporting
Information). In the no change regime, any changes
in richness were exclusively due to the movement of
individuals. The richness increase regime converted a
fixed number of individuals to new species in each time
step. To generate 1 new species, 1 individual of the most
common species was assigned to a new species. In each
time step, 0.25% of individuals changed their identities
(according to the change rate rchange), corresponding to
an average of 42 new species in each time step. Species
richness started at the default level (Stot = 100) and
increased linearly (to on average 940 species; all added
species were singletons). We implemented the richness
increase via a change in identity instead of adding new
individuals to uncouple the increase in richness from
an increase in individuals. Therefore, the change in
richness implies a change in evenness, but this change
was small because only 0.25% of individuals change
their species identities per time step. For the richness
decrease regime, we reversed the richness increase
process: starting from the end point of the richness

increase regime, a fixed number of species were lost at
each time step until the default richness was reached.

To assess the influence of sampling scale on the site-
selection bias, we varied the size of the sampling grain
from 0.1% to 1.0% of the total area. We derived the effect
of bias by subtracting the estimated richness change of
the biased site selection from the random site selection
estimate. A high value indicated that biased site selection
strongly affected estimated richness change, whereas
zero indicated no influence of the bias. Additionally, we
tested the impact of bias across a range of sampling du-
rations (i.e., number of sampling time points), dispersal
abilities (i.e., maximum number of cells crossed by in-
dividuals between sampling events [Supporting Informa-
tion]), and total numbers of species in the landscape (i.e.,
regional species pool). Each parameter was varied indi-
vidually, whereas the others were kept at their default
values. We considered the impact of bias only for the
richness-increase regime because the no-change regime
had similar results (Supporting Information).

In our standard model, we assumed a random spatial
distribution of individuals. To determine how aggrega-
tion affects the strength of site-selection bias, we intro-
duced high initial spatial aggregation of individuals in a
model variant (Supporting Information). For the aggrega-
tion, we used a Poisson point cluster process (Robledo-
Arnuncio & Austerlitz 2006). For each species i (i = 1,
… , Stot), we randomly assigned a number of parents pi

between 0.1 and 1.0 times its abundance (pi = Ni/10),
and the individuals were randomly assigned to a parent.
Parents were randomly distributed across the landscape,
and individuals were placed randomly around their par-
ents within a radius d (d = c/20, where c is the width of
the landscape). This procedure only clustered individu-
als, not species. The aggregation fades over time because
the subsequent movement of individuals is still random.

Results

Literature Review

Based on our literature review, citizen science data were
more affected by site-selection bias than the other data
sources. Volunteers’ site selection is biased toward di-
versity, threatened species, great numbers of individuals,
and hotspots (Tulloch et al. 2013; Boakes et al. 2016;
Videvall et al. 2016). Common motivations for partici-
pating in citizen science programs are improving species
identification skills and discovering new species (Richter
et al. 2018), which could lead to a site-selection bias.

Museum data are used to address a variety of ecological
questions, including biodiversity change (Pyke & Ehrlich
2010; Bartomeus et al. 2019). However, data collected for
museums are not aimed toward an unbiased, representa-
tive view of species occurrences, but to build extensive
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Figure 2. Site-selection bias among 4 sources of biodiversity data: (a) conceptualization of the likelihood of
encountering site-selection bias in decreasing order from citizen science, to museum collections, to national parks,
to academic research, (b) citizen science programs that produce unbiased data (n = 44; opportunistic, casual
reporting of sightings; free, subjective site selection by the recorder; designated, a priori site selection by the
program organizer), and (c) national park monitoring programs (n = 16) that produce unbiased data.

and interesting collections (i.e., collectors bias). Thus,
museum data are subject to site-selection bias, and their
relative abundance estimates sometimes differ strongly
from ecological data (Nekola et al. 2019). Museum data
typically include information on presences only and are
therefore better suited for detecting losses than for de-
tecting gains (Skelly et al. 2003; Bartomeus et al. 2019).
The collection intensity tends to be higher in biodiversity
hotspots (Nelson et al. 1990).

National park monitoring was usually designed with
a high awareness of sampling biases (10 of 16 monitor-
ing protocols discussed sampling biases [Supporting In-
formation]). However, national park biodiversity data re-
mained potentially biased because monitoring was often
motivated by concerns about anthropogenic pressures
on protected areas. This was exemplified by the common
practice of monitoring sites established nonrandomly in
the past, typically because they are either pristine or
threatened (Supporting Information). Therefore, estab-
lished monitoring sites could be in conflict with the need
for representative sites for inference (Théau et al. 2018).
Additionally, results based on data from within a national
park may not be representative of the surrounding land-
scape.

In academic research, systematic site-selection
schemes have been increasingly applied and refined
over time (Michalcová et al. 2011; Swacha et al. 2017),
which minimizes site-selection biases. However, site-

selection bias occurred when systematic schemes were
not applied. Subjectively chosen vegetation plots show
higher species richness and more rare species than
systematically chosen units (Diekmann et al. 2007;
Michalcová et al. 2011), even when the aim is explicitly
to choose representative sites (Swacha et al. 2017).
Site-selection bias was especially likely in short, historic
time series, such as resurveys. Resurveys typically are
conducted over only a few years, take place at places
with historic presences (while lacking information on
absences), and mostly report declines (Skelly et al.
2003).

Site-selection bias was highest in citizen science data,
followed by museum data, whereas monitoring data from
national parks and academic research were less likely bi-
ased (Fig. 2a). Our quantitative assessment classified the
majority of citizen science programs as potentially biased
(82%, Fig. 2b); more than half of the programs (57%) re-
viewed applied opportunistic sampling schemes. Of the
citizen science programs that allowed for free site selec-
tion by the volunteers (36%), only half required training
before participation or mentioned representative sites
in their instruction manuals. Among the surveyed U.S.
national parks, systematic site-selection schemes were
more common than among the citizen science programs
(81% vs. 7%). Still, the majority of the national park
monitoring data were potentially biased (56%) (Fig. 2c)
because they included legacy sites (44%), subjectively
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Figure 3. Slope estimates of richness, showing the
effect of 3 site-selection strategies (random,
abundance-biased, and richness-biased) on estimates
of biodiversity change for 3 types of biodiversity
change in the landscape: (a) no true change, (b) true
richness decrease, and (c) true richness increase
(black lines, median; horizontal lines, CI around the
median of 10,000 independent runs [because intervals
are very narrow, only 1 bar is visible]; nonoverlapping
CI, true medians differ; vertical bars, interquartile
range [first to third quartile]; small dots above vertical
bars, remaining values; dotted horizontal line,
median of the no-bias case [i.e., true trend in the
landscape]). Range of the y-axis chosen to facilitate
comparison of medians and does not show entire
variability of the samples, which are symmetrical
around the median (Supporting Information).

chose sites (19%), or the monitoring strategy was not
designed to produce a representative sample, but to effi-
ciently assess total diversity (6%).

Simulation Approach

Randomly selected sites always reflected the true biodi-
versity trend in the landscape (Fig. 3). For biased site
selection, simulated richness estimates were consistently
lower than in randomly chosen sites (and CIs around the
median did not overlap the true trend). For example, for
a true richness decrease, biased site selection exagger-
ated richness loss by >300% (mean of abundance-biased
and richness-biased estimates −0.34 and −0.43, respec-
tively, compared with −0.11 for randomly selected sites).
Biased site selection consistently resulted in negative
trends, even when richness was increasing (Fig. 3c). The
increase in richness was estimated as 0.11 in randomly
selected sites, but estimates from sites selected with an
abundance and richness bias were −0.09 and −0.22, re-
spectively (mean of 10,000 independent simulations).

Rates of change were strongly underestimated when
sampling grains were small, even for random site se-
lection (e.g., 0.5 compared with the true change of
±42 species/sampling interval). The larger the sampling
grain, the closer the observed changes for biased site se-

lection approached those derived by random sampling.
For small grains (below 0.25% of total landscape area),
the true local increase was lower than the apparent de-
crease introduced by the bias (Fig. 4c). Thus, at small
spatial scales, the bias outweighed the actual richness
change, leading to a sign error of the estimated change.

Other factors also influenced the strength of site-
selection biases. Site-selection bias was weaker for
longer sampling duration (Fig. 5b), high dispersal abil-
ity (Fig. 5c), and small regional species pool (Fig. 5d).
Site-selection bias also depended on the spatial distri-
bution of individuals and was stronger when individu-
als were aggregated in the landscape: For a true rich-
ness change of zero, the bias decreased the observed
richness decline to −0.46 (relative to −0.20 in the stan-
dard model, [Supporting information]). Randomly se-
lected sites showed a slight increase in richness, even
when richness was not changing in the landscape (Sup-
porting Information). This was caused by the overrep-
resentation of low-abundance sites in the landscape. Be-
cause most potential sampling sites had below-average
abundance initially, subsequent random movement of in-
dividuals across the landscape resulted in an increase of
abundance (and thus richness) on average.

Discussion

Likelihood of Site-Selection Bias in Data Sources

Site-selection bias potentially occurred in each of the
major sources of biodiversity data we examined. Thus,
we emphasize the critical importance of being aware
of, and minimizing the influence of, site-selection bias
when estimating biodiversity trends through time. This
is particularly true when using data from opportunistic
or semistructured citizen science programs with no tar-
geted training (e.g., eBird [Kelling et al. 2019]). The risk
of site-selection bias was also high in data from museums,
legacy sites, and resurveys. Even data collected by ecol-
ogists for the purpose of monitoring biodiversity cannot
be regarded as free of site-selection bias (Diekmann et al.
2007; Swacha et al. 2017).

We emphasize that all these sources yield valuable data
for answering scientific questions. Our classification as
potentially biased is restricted to the context of this study
(i.e., inference of local biodiversity trends) and is not a
critique of the data as a whole. Our focus was on dif-
ferences in site-selection bias among the data sources,
and we ignored differences in, for example, observer er-
ror and detection efficiency. There is a growing aware-
ness of sampling biases, both in citizen science (Vide-
vall et al. 2016) and academic research (Michalcová et al.
2011; Swacha et al. 2017). However, the importance of
site-selection bias on estimates of biodiversity trends has
been largely ignored (Fournier et al. 2019).
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Figure 4. Slope estimates of observed richness, showing scale dependence of site-selection biases over a range of
grain sizes (i.e., size of sampling unit in percentage of total landscape area) for random, abundance-biased
(abun.), and richness-biased (rich.) site selection where in the landscape true richness is (a) not changing (true
slope = 0), (b) decreasing (true slope = −42), and (c) increasing (true slope = 42) (shading around lines, SD of
10,000 independent runs [i.e. the range of possible outcomes]; black triangle, default grain size).

Figure 5. Impact of site-selection bias over a gradient in (a) grain size (i.e., size of sampling unit as percentage of
total landscape area, based on the same data as for Fig. 4c), (b) sampling duration (i.e., number of sampling time
points), (c) species’ dispersal ability (maximum number of cells crossed by individuals between sampling events),
and (d) total number of species in the landscape (i.e., size of regional species pool) (lines, median of 10,000
independent simulations; black triangle, default value).

Effects of Site-Selection Bias on Estimates of
Biodiversity Change

Our simulations showed that site-selection bias can am-
plify estimates of biodiversity loss, even reversing the di-
rection of a trend from positive to negative (Fig. 3, S3).
Fournier et al. (2019) hypothesized that site-selection
bias could be less severe in community data because
declines in one population could be buffered by the
independent fluctuations of other species. However,
our results show that biodiversity trends could also be
strongly affected by site-selection biases. There is clearly
often true biodiversity loss, for example, due to land-use
change, anthropogenic degradation of habitats, and cli-
mate change (Murphy & Romanuk 2014; Newbold et al.
2015). However, declines could be overestimated if site-
selection biases exist, which could even mask increases.
The risk of such sign errors is especially high when bio-
diversity change is slow (Supporting Information). If site-
selection bias is present, more declines are detected than
there truly are, and negative impacts are inferred where
there are none (Mapstone 1995). There is also a reverse
site-selection bias (Palmer 1993; Fournier et al. 2019) that
can arise when restoration efforts are monitored at sites
with initially below-average abundance or species rich-
ness. In this case, overly positive estimates of species re-

covery can arise due to the same regression-to-the-mean
effect. A misinterpretation of data due to any kind of site-
selection bias can have serious implications for conserva-
tion informed by these sources.

It is important to distinguish the site-selection bias
we focused on here from habitat-selection bias. Site-
selection bias describes the preference of rich or densely
populated sites within a region of otherwise relatively
homogeneous environmental conditions, where differ-
ences in richness and abundances are random (e.g.,
neutral dynamics [Hubbell 2001]). In contrast, habitat-
selection bias occurs when choosing between different
habitats, for example the well-known preference of high-
quality over degraded habitats (Boakes et al. 2010; Martin
et al. 2012), and can be accounted for by stratification
approaches to sampling (van Swaay et al. 2002). A po-
tential limitation of our simple simulation is that we in-
tentionally assumed a homogeneous landscape (i.e., no
differences in habitat quality) because our aim was to
demonstrate the potential influence of site-selection bias
on biodiversity trends, rather than the influence of habi-
tat bias. Still, to test the robustness of our conclusions,
we constructed an alternative model setup that included
habitat heterogeneity and found that our qualitative re-
sults remained (Supporting Information).
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Strength of Site-Selection Bias

The strength of site-selection biases was driven mainly by
3 interrelated factors: scale, dispersal ability, and spatial
heterogeneity. First, site-selection biases were greatest at
small spatial and temporal grains. This is in line with
other studies that show site-selection bias decreases as
plot size increases (Diekmann et al. 2007) and time se-
ries become longer (Fournier et al. 2019). Second, strong
site-selection bias can be expected for organisms with
low dispersal ability. If offspring disperse slowly through-
out the surrounding landscape, the exceptionally high
abundance or richness in the selected site takes longer
to fade. Third, site-selection biases were stronger when
species were distributed more heterogeneously within a
given habitat type because this determined how differ-
ent selected sites were from the rest of the landscape
(i.e., how strong the initial bias was). Such heterogene-
ity was greatest when there were many species, mean-
ing that richness biases were stronger for large regional
species pools. Spatial heterogeneity also increased when
individuals were aggregated in the landscape. Aggrega-
tion of individuals made gradients in total abundance
and richness between potential sites steeper (Support-
ing Information), increasing the likelihood to observe a
strong decline and amplifying the impact of site-selection
bias. Thus, studies of assemblages with high degrees of
clustering in space (such as snails and mussels, often oc-
curring in museum collections) could be at larger risk
for a strong impact of site-selection bias on biodiversity
trends.

Recommendations to Reduce Site-Selection Bias

Systematic site-selection schemes minimize site-selection
bias. Of course, this is not new, and has been suggested
many times (e.g., Olsen et al. 1999; Videvall et al. 2016).
Nevertheless, systematic sampling schemes are often not
applied because they may lead to access problems. This
can be circumvented by using stratification approaches
that exclude non-accessible sites (Danz et al. 2005). In
citizen science, the use of systematic sampling schemes
may be less attractive to participants because more time
is spent where fewer organisms are (Nekola et al. 2019).
Several sampling schemes have been suggested to ac-
count for sampling bias while keeping citizen scientists
motivated, but not for the influence site-selection bias on
which we focused here.

When deciding on new monitoring programs, it is nec-
essary to decide whether to allocate resources toward
greater spatial coverage or to maximize temporal res-
olution, for example, in the context of citizen science
(Rhodes & Jonzén 2011). We recommend that sampling
many plots should be preferred over sampling frequently
to minimize potential site-selection biases on biodiversity
trends. This recommendation is based on our finding that

the sampling grain size was a crucial parameter determin-
ing the impact of site-selection bias. Although increasing
temporal resolution cannot mitigate site-selection bias,
increasing sampling duration is another effective method
to minimize this kind of bias.

Previous studies have called for analytical methods to
correct for the site-selection bias retrospectively (e.g.,
by spatial weighting of samples (van Swaay et al. 2002;
Fournier et al. 2019). Other types of sampling biases can
be eliminated by weighting samples to reflect the true
spatial distribution of the variable affected by the bias.
For example, habitat-selection bias can be corrected by
spatially weighting samples to reflect the overall true dis-
tribution of habitat types (van Swaay et al. 2002). Simi-
larly, roadside bias (i.e., the preferential sampling at easily
accessible sites) can be rectified based on knowledge on
the distribution of roads (Kadmon et al. 2004). In con-
trast, the site-selection bias can only be eliminated if the
true spatial distribution of local biodiversity in the land-
scape is known.

Removing the first time points of a time series (i.e.,
left censoring) has been recommended as an effective
method to reduce site-selection biases in population data
(Fournier et al. 2019) because the impact of the site-
selection bias decreases as time since initial establish-
ment of the site increases. Such an approach can also
be useful for eliminating the influence of site-selection
bias in biodiversity data (removing 20% of the data points
led to an ∼50% reduction of the impact of site-selection
bias [Supporting Information]). Left censoring has also
been used as a tentative test for a potential site-selection
bias in existing data (Fournier et al. 2019). However, this
procedure is not a rigorous test because a difference in
change estimate in the initial time points compared with
the entire series can result from site-selection bias as well
as a true biodiversity change.

For data analyses, we suggest that site-selection bias
can be reduced in a few ways. Instead of averaging trends
across multiple plots, we recommend that biodiversity
measures should be calculated cumulatively across all
plots. This ensures that the largest available fraction of
landscape is sampled. In addition, measures that include
the relative abundances of species and that are less sen-
sitive to rare species, such as the effective number of
species may be more useful for identifying change (Sup-
porting Information). This is especially useful when ana-
lyzing data from legacy sites, which yield valuable long-
term data, but have not been established according to
rigorous site-selection criteria.
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