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“I seemed to vow to myself that some day I would
go to the region of ice and snow and go on and on
till I came to one of the poles of the earth, the end
of the axis upon which this great round ball turns.”

— ERNEST SHACKLETON
Polar Explorer
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Abstract

The large ice sheets in Greenland and Antarctica are losing mass due to global
warming. In particular, the acceleration of ice streams and thus the increased
discharge into the ocean contributes significantly to global sea-level rise. The
floating extensions of the ice streams counteract this, but intense basal melting
can destabilise the ice shelves. The quantification of the basal melt rates as well
as an enhanced understanding of the processes influencing the spatial distribution
and temporal variability of basal melting is of great importance. These findings
allow to assess the causes of ice shelf change, but above all they have an influence
on the projections of future sea-level rise.
In this thesis, a contribution is made to determine the melt rates of two ice shelves,
which are crucial for the future mass losses of the respective ice sheets. To this
end, we use a phase-sensitive radar. In the north, the focus is on the Northeast
Greenland Ice Stream (NEGIS) that feeds the Nioghalvfjerdsbræ (79°N Glacier),
one of three remaining glaciers in Greenland with a floating tongue. My anal-
ysis of radar measurements indicates high melt rates near the onset of the ice
stream and thus the presence of subglacial melt water, which is associated with
the formation of the ice flow. An extensive study in my thesis, which includes
measurements by airborne radar and satellite in addition to phase-sensitive radar,
reveals that the 79°N Glacier has been thinned out considerably in recent years
due to extreme melt rates and that large channels have been formed. The cause
of the channel formation could be the runoff of subglacial water, which is signif-
icantly increased in summer and leads to higher ice flow velocities, as another
study of mine shows.
Melt rates of the Filchner Ice Shelf, Antarctica, which I also determined using
phase-sensitive radar measurements, are comparatively low. At some locations,
however, they deviate significantly from remote sensing-derived melt rates, which
I was able to attribute to inaccuracies in the used ice flow velocity field. Further-
more, I show that the use of newer velocity fields improves the determination of
the melt rates from remote sensing. This improvement is important because re-
mote sensing melt rates are used for projecting future sea-level rise. My analysis
of melt rate time series in the vicinity of a channel indicates higher melt rates
in the summer as well as several melt events spread over the entire measurement
period. Another study to which I contributed combines measurements and nu-
merical modelling to show that in order to preserve the channel, higher melt rates
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must have occurred in the past than those that were measured. These would lead
to the closure of the channel within 250 years. Thus, neither the channel itself nor
the present day melt rates endanger the stability of one of the largest Antarctic
ice shelves at present.
In addition to these findings, this thesis demonstrates the possibilities but also
the limitations of the phase-sensitive radar used to determine the basal melt rates.
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Zusammenfassung

Die großen Eisschilde in Grönland und der Antarktis verlieren durch die Kli-
maerwärmung an Masse. Insbesondere die Beschleunigung von Eisströmen und
damit der verstärkte Abfluss in den Ozean trägt wesentlich zum globalen Mee-
resspiegelanstieg bei. Die schwimmenden Verlängerungen der Eisströme wirken
dem entgegen, aber starkes basales Schmelzen kann die Schelfeise destabilisieren.
Die Quantifizierung der basalen Schmelzraten sowie ein erweitertes Verständ-
nis der Prozesse, welche die räumliche Verteilung und zeitliche Variabilität der
Schmelzraten beeinflussen, ist von großer Wichtigkeit. Die gewonnenen Erkennt-
nisse erlauben es, die Ursachen der Schelfeisveränderung abzuschätzen, vor allem
aber haben diese Einfluss auf die Projektionen des zukünftigen Meeresspiegel-
anstiegs.
Diese Arbeit liefert einen Beitrag dazu, die Schmelzraten eines Eisstroms und
zweier Schelfeise zu bestimmen, die für den zukünftigen Massenverlust des zuge-
hörigen Eisschildes entscheidend sind. Zu diesem Zweck verwenden wir ein phasen-
sensitives Radar. Im Norden liegt der Fokus auf dem Nordostgrönländischen
Eisstrom, der den Nioghalvfjerdsbræ (79°N Gletscher) speist, einen von drei
verbliebenen Gletschern mit einer schwimmenden Eiszunge in Grönland. Meine
Analyse von Radarmessungen zeigt, dass in der Nähe des Ursprungs des Eisstroms
hohe Schmelzraten auftreten und somit subglaziales Schmelzwasser vorhanden
ist. Dieses wird mit der Bildung des Eisstroms in Zusammenhang gebracht. Eine
umfangreiche Studie in meiner Arbeit, die neben den phasen-sensitiven Messun-
gen auch Flugradar und Satelliten-Messungen einbezieht, deckt auf, dass der
79°N Gletscher in den vergangenen Jahren durch extreme Schmelzraten stark
ausgedünnt ist und sich große basale Kanäle gebildet haben. Ursache für die
Entstehung der Kanäle könnte der Ausstrom von subglazialem Wasser sein, der
im Sommer deutlich erhöht ist und zu höheren Fließgeschwindigkeiten führt, wie
eine weitere Studie in dieser Arbeit zeigt.
Schmelzraten des Filchner-Schelfeises in der Antarktis, die ich ebenfalls mittels
phasen-sensitiven Radarmessungen bestimmt habe, sind vergleichsweise niedrig.
Stellenweise weichen sie jedoch signifikant von Schmelzraten aus Fernerkundungs-
messungen ab, was ich auf Ungenauigkeiten des verwendeten Geschwindigkeits-
felds zurückführen konnte. Des Weiteren zeige ich, dass die Verwendung von
neueren Geschwindigkeitsfeldern die Bestimmung der Schmelzraten aus der Fern-
erkundung verbessert. Diese Verbesserung ist wichtig, weil Fernerkundungs-
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schmelzraten für die Projektionen des zukünftigen Meeresspiegelanstiegs ver-
wendet werden. Meine Analyse von einer Schmelzraten-Zeitreihe in der Nähe
eines Kanals deutet auf höhere Schmelzraten in den Sommermonaten sowie auf
mehrere Schmelzereignisse verteilt über den gesamten Messzeitraum hin. Eine
weitere Studie mit meiner Beteiligung, die Messungen und numerische Model-
lierung verbindet, zeigt, dass zur Erhaltung des Kanals in der Vergangenheit
höhere Schmelzraten aufgetreten sein müssen als jene, die gemessen wurden.
Diese würden innerhalb von 250 Jahren zu einer Schließung des Kanals führen.
Somit gefährden derzeit weder der Kanal selbst noch die Schmelzraten die Sta-
bilität von einem der größten Schelfeise der Antarktis.
Neben diesen Erkenntnissen zeigt diese Arbeit die Möglichkeiten, aber auch die
Limitierungen des zur Bestimmung der basalen Schmelzraten verwendeten phasen-
sensitiven Radars auf.
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Introduction 1
1.1 Mass loss of the Greenland and Antarctic

ice sheets

Global mean sea-level rise is the most momentous effect of climate change. Be-
tween 2006 and 2015, the global mean sea-level raised by about 3.6 millimetre
per year (mm a−1) (IPCC, 2019). While thermal expansion of ocean water causes
the sea-level to rise by 1.4 mm a−1, the most dominant source of sea-level rise is
the contribution from ice sheets and glaciers which add up to 1.8 mm a−1 (IPCC,
2019). The polar regions, in particular the Greenland Ice Sheet (GrIS), are af-
fected by global warming. Between 2005 and 2016, the GrIS lost mass at an
average rate of 278 ± 11 Gt a−1 and so contributed by 0.77 ± 0.03 mm a−1 to the
mean sea-level rise (IPCC, 2019). The rate in mass loss of the Antarctic Ice
Sheet (AIS) in the same period of time was 155 ± 19 Gt a−1 (equivalent to a
sea-level rise of 0.43 ± 0.05 mm a−1; IPCC, 2019).
Two processes were identified to evoke the mass loss of GrIS: (1) a reduced surface
mass balance and (2) increased glacier dynamical imbalance (Shepherd et al.,
2020). Both result from increased temperatures of the atmosphere and of the
ocean (Shepherd et al., 2020). While warmer air temperatures facilitate surface
melting, warmer ocean water in the fjords leads to an increase in basal melting
that thins the floating extensions of the ice sheet. As ice shelves restrain the
outflow of the grounded ice, thinning reduces the buttressing effect and causes
their feeding ice streams to accelerate (Dupont and Alley, 2005; Fürst et al.,
2016). This dynamical mass change is the dominant cause for the mass loss of
the AIS, especially due to thinning and the retreat of major outlet glaciers of the
West Antarctic Ice Sheet (WAIS) (IPCC, 2019; Pattyn and Morlighem, 2020).
Projections of the future dynamics of the GrIS and AIS under changing cli-
mate conditions require a reliable quantification of the basal mass loss (Seroussi
et al., 2020). Several studies tried to estimate ice shelf melting around Greenland
and Antarctica using indirect observations from satellites in conjunction with ice
flow models (e.g. Rignot et al., 2013; Moholdt et al., 2015; Wilson et al., 2017;
Adusumilli et al., 2020). Rignot et al. (2013) found basal melting of ice shelves
with 1325 ± 235 Gt a−1 to be the largest ablation process of Antarctic ice shelves.
Although calving is dominating the ablation of the large Ross, Filchner and Ronne
ice shelves, ten smaller ice shelves that drain the WAIS account for about half
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Figure 1.1: Ice sheet and ice shelf geometry with physical processes. The
two ice flow types (shear flow for grounded ice and plug flow for floating ice) are
marked in grey. The basal velocity is shown by vb. Freshwater is marked in blue
(supraglacial lakes, subglacial drainage, meltwater plume) and ocean currents in light
red. Geothermal heat flux qgeo, oceanic heat flux qoc and the heat flux within the ice
qi are coloured in orange. The basal melt rate ab is shown in red with different sizes
for grounded and floating ice. Dashed lines mark the position of the grounding line and
the transition of the accumulation to the ablation zone. The grey shaded area marks
the hinge zone and the vertical black arrows mark the tidal movement. The buttressing
force is shown by the black horizontal arrow.

of the mass loss as they suffer from warm ocean waters reaching their cavities
(Rignot et al., 2013). While AIS is surrounded by band of ice shelves that are
buttressing the AIS (Fürst et al., 2016), only three glaciers with large floating
extensions are left in Greenland: Nioghalvfjerdsbræ (79°N Glacier; 79NG), Ryder
Glacier, and Petermann Gletscher. Wilson et al. (2017) found large basal melt
rates under all three ice tongues and indications for present thinning of 79NG.
Observations with satellites allow to quantify basal mass loss for wide areas, but
the methods used are accompanied with considerable uncertainties and limited
to freely floating parts. In situ measurements with precise ground-based radar
techniques overcome these uncertainties and allow to determine spatial and tem-
poral variability of basal melt rates (e.g. Nicholls et al., 2015; Stewart et al.,
2019; Vaňková et al., 2020). These precise measurements are needed, since the
accuracy of projections of future sea-level rise, such as ISMIP6 (Seroussi et al.,
2020), depends greatly on the calibration of the basal melt rate parametrisation
(Jourdain et al., 2020).

Figure 1.1 shows a sketch of an ice sheet with its floating extension. All relevant
processes visualised in this sketch are discussed in this thesis.

2 1.1. Mass loss of the Greenland and Antarctic ice sheets



1.2 Radioglaciology and other geophysical
methods

The study of glaciers by using ice penetrating radar is called radioglaciology. In
the course of a measurement, a pulsed radio wave, is transmitted via an antenna
and penetrates the ice. The electromagnetic wave is reflected by inhomogeneities
in the glacier and by the ice bed (grounded ice) or by the ice-ocean interface
(floating ice). The returned signal is recorded by an antenna (Bogorodsky et al.,
1985). Ice penetrating radar typically uses frequencies spanning High Frequency
(HF; 3 – 30 MHz), Very High Frequency (VHF; 30 – 300 MHz) and Ultra High
Frequency (UHF; 300 MHz–3 GHz; Schroeder et al., 2020). Airborne radar mea-
surements (by mounting a radar device on an aircraft) as well as ground-based
measurements (by pulling a radar behind a vehicle) enable measurements over
large distances, whereas point measurements offer advantages in terms of vertical
and temporal resolution.
Various properties of glaciers can be determined from radar echograms, such as
the thickness and geometry of the glacier, the stratigraphy as well as englacial
and subglacial properties. These include water-filled channels or basal conditions.
Certain polarised measurements allow conclusions to be drawn about crystal ori-
entation fabric due to its anisotropy (e.g. Hargreaves, 1978; Fujita et al., 2006).
In addition to these properties which can be obtained from measurements at one
point in time, repeated measurements allow analysing vertical displacements from
which densification, vertical strain and basal melting can be analysed (e.g. Corr
et al., 2002; Jenkins et al., 2006). By means of multiple repetitive measurements,
e.g. by autonomous stations, changes over time can be determined, such as those
caused by tides or seasonal cycles (Nicholls et al., 2015).
In addition to radioglaciology, other methods also allow the investigation of pro-
cesses and properties of glaciers with corresponding advantages and disadvan-
tages. Only their combination allows a comprehensive assessment of the proper-
ties of a glacier:

• Seismic waves from active seismic measurements penetrates the ice in a
similar way to radar, but offer the advantage to also penetrate the bedrock
or sediment and allow conclusions to be drawn about its properties. Fur-
thermore, the seismic waves can penetrate through water and thus reveal
the bathymetry of the cavity below ice shelves (e.g. Smith et al., 2020).

• Firn and ice cores enable the determination of a wide variety of proper-
ties with a very high vertical resolution. In addition to determining the
stratigraphy and physical properties such as densities, temperatures and

1.2. Radioglaciology and other geophysical methods 3
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Figure 1.2: Radar and other geophysical methods and the investigated pro-
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crystal orientation, chemical analyses can also be carried out to reconstruct
the climatic history (e.g. North Greenland Ice Core Project members, 2004;
Weikusat et al., 2009). Due to the complex measurement, this method is
very limited in its spatial coverage.

• Satellite remote sensing techniques offer the possibility of surveying large
areas. In particular, different devices such as lasers, radar and optical sen-
sors can be used to analyse surface and near surface properties. Digital
elevation models of the ice surface allow conclusions to be drawn about
the ice flow directions, changes in ice thickness and thus basal melt rates
(e.g. Howat et al., 2019; Adusumilli et al., 2020). Based on velocity fields,
accelerations can be determined and the depth-averaged vertical strain esti-
mated (e.g. Alley et al., 2018; Joughin et al., 2018; Mouginot et al., 2019a).
Radar and optical sensors enable the detection of crevasses and supraglacial
lakes and their drainage (e.g. Neckel et al., 2020; Schröder et al., 2020).

Figure 1.2 shows processes and properties that can be determined using radar
measurements on grounded glaciers and floating ice tongues. In addition to air-
borne and ground-based radar, other methods that are used in glaciology such as
ice-core drilling, active seismics or satellite-remote sensing are also shown.

4 1.2. Radioglaciology and other geophysical methods



1.3 Objectives and thesis outline

The major objectives of this thesis are (1) the quantification of basal melt-
ing in key areas from phase-sensitive radar analysis and (2) combining in situ
phase-sensitive measurements with other methodologies such as Global Naviga-
tion Satellite System (GNSS), remote sensing (airborne and satellite) and mod-
elling in order to enhance understanding of processes driving changes in ice sheets
and ice shelves. In addition, the assessment of limitations of detection from in
situ measurements became a further objective of this work.
In the course of the project Greenland Ice Sheet – Ocean Interaction (GROCE)
and Filchner Ice Shelf Project (FISP), measurements were performed with the
phase-sensitive Radio Echo Sounder (pRES) on the floating tongue of 79NG,
Greenland and the Filchner Ice Shelf (FIS), Antarctica, in order to quantify basal
melt rates and to investigate the ice–ocean interaction in the sub-ice shelf cavities.
The pRES was also used at the East Greenland Ice-core Project (EastGRIP) drill
site to improve understanding of the ice dynamics of the Northeast Greenland
Ice Stream (NEGIS), the largest ice stream in Greenland. The analysis of these
measurements, in which the author was partly involved himself (at 79NG and
EastGRIP), forms the basis of this thesis. However, a comprehensive analysis
of basal processes requires a combination of further geophysical methods, which
were either used in the course of the respective projects or other projects from
the Alfred Wegener Institute (AWI), or whose data is freely accessible, and with
modelling.
Previous work was done by Keith W. Nicholls who has developed the pRES
(Nicholls et al., 2015) and Craig L. Stewart who wrote the original MATLAB
codes for processing the pRES measurements (Stewart, 2018), which have been
used as a basis of the data analysis in this thesis.

The structure of this thesis is as follows:

• Chapter 2 gives an introduction into ice dynamics and Chapter 3 into the
energy balance at the ice base.

• Chapter 4 focuses on the phase-sensitive radio echo sounding and the ac-
cording radar equations, processing and melt rate estimation.

• Chapter 5 introduces the Northeast Greenland Ice Stream, Greenland and
includes the context of the research articles presented in Chapter 6 (In-
dication of high basal melting at the EastGRIP drill site on the Northeast
Greenland Ice Stream) and Chapter 7 (Extreme melt rates at Greenland’s
largest floating ice tongue).

1.3. Objectives and thesis outline 5



• Chapter 8 introduces the Filchner Ice Shelf, Antarctica and includes the
context of the research articles presented in Chapter 9 (Basal melt of the
southern Filchner Ice Shelf, Antarctica) and Chapter 10 (On the evolution of
an ice shelf melt channel at the base of Filchner Ice Shelf, from observations
and viscoelastic modeling).

• Chapter 11 summarises the results of the publications and discusses the
possibilities of the pRES device and future work.

6 1.3. Objectives and thesis outline



Ice dynamics 2
2.1 Introduction

Ice streams of the Greenland or Antarctic Ice Sheets are large dynamic features
with enhanced flow velocities, separated by shear zones from the slow moving
regions of the ice sheet (Bennett, 2003). The horizontal ice flow velocities are
only observed at the surface and often derived from remote sensing data (e.g.,
Joughin et al., 2018; Mouginot et al., 2019a).

Gravity sets up pressure gradients that cause a horizontal viscous flow of ice in
the direction of the downward surface slope (see e.g. Cuffey and Paterson (2010)).
When the ice is not frozen to the ground, sliding over the bed enhances the flow
velocity as well as deformation of the bed, depending on whether the bed is rigid
or deformable. Basal sliding generates a basal shear stress τ b

τ b = −k2Nvb (2.1)

which depends on the basal drag coefficient k2, the effective pressure N (difference
between the ice overburden pressure and the subglacial water pressure) and the
basal sliding velocity vb (Cuffey and Paterson, 2010). Equation (2.1) is also
known as linear friction law which related the basal shear stress to the sliding
velocity.
However, basal sliding greatly depends on the subglacial hydrology. Liquid water,
either from basal melting (e.g. due to a high geothermal heat flux) or from the
drainage of supraglacial water, lubricates the base and enhances basal slip. Ele-
vated water pressure may reduce the basal drag further (Bennett, 2003). As little
is known about these basal processes, the formulation of a friction law, which is
used to model basal sliding, is considered with uncertainties. These uncertainties
cause inaccuracy in simulations projecting mean sea-level rise (Brondex et al.,
2019). Therefore, more research must be done to determine the basal velocities
of large ice streams and ice sheets. An indication of enhanced basal sliding could
be obtained from the knowledge of basal melting, since a lubricated ice base fa-
cilitate sliding. The amount of basal melting of a fast moving ice stream is firstly
measured at the NEGIS which results are presented in this thesis. Ice stream
dynamics is also effected by the buttressing of the shelves or floating tongues
(Dupont and Alley, 2005; Fürst et al., 2016). Even if the basal drag is negligible
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at the ice–ocean interface of floating ice shelves, lateral shear and pinning points
cause a buttressing force (e.g. Rignot et al., 2004; Scambos et al., 2004; Joughin
et al., 2012).
Beside basal sliding, internal deformation of the viscoelastic material (so-called
creep) contributes to the ice flow. Creep depends greatly on the ice temperature
and the state of the mechanical anisotropy of the crystal orientation. For stresses
acting parallel to the basal plane – the preferred slip direction of the ice crystal
– the ice flow could be enhanced by about an order of magnitude (Cuffey and
Paterson, 2010). A pronounced orientation is therefore a hint for deformation
that can be assessed by ice core analysis. Due to the anisotropy of the dielectric
constant of ice for radio-frequencies, radar measurements allow to infer informa-
tion of the crystal orientation (Hargreaves, 1978; Fujita et al., 2006) and thus of
the ice dynamics (Eisen et al., 2007).

2.2 Kinematics

Kinematics are used to describe the deformation of ice based on displacements
and velocities, without including the forces that cause the deformation.

This chapter provides the basic equations and theoretical background needed for
the computation of stress and deformation states in the vicinity of ice shelf fronts.
The structure of this chapter is inspired by books on continuum mechanics, such
as Haupt (2000), Altenbach (2012) or Holzapfel (2001), which provide a more
detailed presentation of this theory.

dA

X1, x1

X2, x2

X3, x3

dV

dX

n

J = det(F)

x

N

dv

X

da

F

u

J F�T

'

dx

⌦0

⌦t

Figure 2.1: Reference and current configuration.

In continuum mechanics a body consists of material points, which experiences a de-
formation due to internal and external loading. All positions X of material points in
an undeformed domain specify the reference configuration ⌦0, see Fig. 2.1. Depend-
ing on the time t, a unique deformation ' maps the positions of material points to
positions x of spatial points in the current configuration ⌦t

x = '(X , t). (2.1)

The displacement field u relates the particle position X in the reference configuration
to its position x in the current configuration (Fig. 2.1) and hence, the displacement

9

Figure 2.1: Continuum mechanics related material bodies. Material bodies in
reference Ω0 and present configuration Ωt (from Christmann, 2017).

According to Greve and Blatter (2009), such a deformation transforms a body
of material points, as it is usually defined in continuum mechanics, from its
undeformed reference configuration into a deformed present configuration. The
deformation φ (Fig. 2.1) maps the positions X of the material points in the
reference configuration Ω0 to the positions x in the present configuration Ωt

x = φ(X, t). (2.2)

8 2.2. Kinematics



This results in a displacement of material points from X to x, which is described
by a displacement field u:

u = x − X. (2.3)

In addition to the rigid body motion, it can also deform. The deformation gra-
dient F (tensor field of order 2) transforms line elements from the reference
configuration (dX) to the present configuration (dx)

dx = F dX, (2.4)

and thus, it is defined as the material gradient of motion

F (X, t) = ∂x

∂X
(2.5)

(Greve and Blatter, 2009; Christmann, 2017). Furthermore, the material time
derivative of the deformation gradient Ḟ is related to the velocity gradient l in
the present configuration

l = ∂v

∂x
= ∂v

∂X

∂X

∂x
= Ḟ F −1 (2.6)

with the velocity v (Christmann, 2017).

The velocity gradient can be decomposed into a symmetric (d) and an antisym-
metric part (w)

l = 1
2
(︂
l + lT

)︂
⏞ ⏟⏟ ⏞

d

+ 1
2
(︂
l − lT

)︂
⏞ ⏟⏟ ⏞

w

(2.7)

where d is called strain-rate tensor and w spin tensor. The strain-rate tensor
d is of particular importance in glaciology. For a small deformation setting in
which a distinction between reference and present configuration is no longer made,
the linearised strain-rate tensor is often labelled as ε̇. Following Eq. 2.7, this
symmetric strain-rate tensor is defined as

ε̇ = ε̇ij = 1
2

(︄
∂vi

∂j
+ ∂vj

∂i

)︄
(2.8)

with the indices i and j that stand for x, y and z and with the velocities vx, vy,
vz in x, y and z direction (Cuffey and Paterson, 2010). While the shear rate is
described by the three independent non-diagonal components (ε̇xy, ε̇xz, ε̇yz), the
diagonal components (ε̇xx, ε̇yy, ε̇zz) describe the extension and compression rate
in normal direction. The first invariant of ε̇ij (the sum of the normal elements)
is the divergence of the velocity field. Similar to the strain-rate tensor, the strain
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tensor ε can be defined with the displacement u instead of velocity:

ε = εij = 1
2

(︄
∂ui

∂j

+ ∂uj

∂i

)︄
. (2.9)

2.3 Ice thickness evolution

The ice thickness of ice sheets or glaciers can change due to different processes:
internal deformation, surface and basal mass balance. The surface and basal mass
balance are simply defined as the change in ice thickness per unit of time caused
by accumulation/ablation at the surface and melting (or sometimes freezing) at
the base. However, an expression for internal deformation must first be derived
in order to state the ice thickness evolution equation.
Since ice is an incompressible material, the divergence of the velocity field is
assumed to be zero:

div v = ∂vx

∂x
+ ∂vy

∂y
+ ∂vz

∂z
= ε̇xx + ε̇yy + ε̇zz = 0. (2.10)

This equation is known as the continuity equation (Cuffey and Paterson, 2010).
Its vertical integration over the entire ice column H

∫︂ H

0

∂vx

∂x
dz +

∫︂ H

0

∂vy

∂y
dz +

∫︂ H

0

∂vz

∂z
dz = 0 (2.11)

(Greve and Blatter, 2009) leads to an expression for the divergence of the volume
flux div Q by using Leibniz’s integration rule

div Q = ∂

∂x
Qx + ∂

∂y
Qy = ∂

∂x

∫︂ H

0
vx dz + ∂

∂y

∫︂ H

0
vy dz

= −
∫︂ H

0

∂vz

∂z
dz = −

∫︂ H

0
ε̇zz dz

(2.12)

with the volume flux Q

Q =
⎛⎝Qx

Qy

⎞⎠ =
⎛⎝∫︁H

0 vx dz∫︁H
0 vy dz

⎞⎠ . (2.13)

Thus, the divergence of the volume flux (Eq. 2.12) represents the change in ice
thickness due to strain, which equals the vertically integrated vertical strain-rate.
Finally, the ice thickness evolution equation is

∂H

∂t
= −div Q + as − ab (2.14)
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(Greve and Blatter, 2009), with the ice thickness H, the time t, the volume flux
Q, the surface mass balance as and the basal melt rate ab (positive for melting).
As this equation is based on the continuity equation (Eq. 2.10) which is valid for
bubble free ice at a density of 917 kg m−3, it does not hold for firn and ice with
lower densities and therefore, Eq. 2.14 does not represent densification processes.

The ice thickness evolution equation (Eq. 2.14) forms the basis for deriving basal
melt rates from satellite-remote sensing and ground-based radar measurements,
since all other quantities can be estimated from such measurements.

2.3. Ice thickness evolution 11
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Basal energy balance 3
3.1 Introduction

Observations show a strong variability of the basal melt rate depending on the
local conditions. Melt rates are between zero and a few decimetre per year on
grounded ice (e.g. Dahl-Jensen et al., 2003; MacGregor et al., 2016) and can reach
by far larger values of > 100 m a−1 below ice shelves (e.g. Washam et al., 2019;
Shean et al., 2019; Adusumilli et al., 2020). The reason for this are different basal
processes that contribute to melting. The base of grounded ice is mainly heated
by the geothermal heat flux and occasionally by supra- or subglacial melt water,
which causes a heat flux of up to a few watts per square meter (e.g. Fahnestock
et al., 2001a; Zeising and Humbert, 2021b). Warm ocean currents, on the other
hand, have the potential to cause a heat transport of hundreds of Gigawatts into
the cavities below the ice shelves (e.g. Schaffer et al., 2020), which corresponds
to a heat flux into the ice of ≫ 100 W m−2.
In this chapter, the relevant equations of the energy balance and its jump condi-
tion are introduced, on the basis of which the basal melt rate can be calculated.
In addition, a brief introduction to the calculation of the oceanic heat flux is
provided.

3.2 Energy balance

3.2.1 Material-independent energy balance

The basis for considering the energy balance is the first law of thermodynamics.
It states that the sum of the thermal and mechanical energy is conserved. By
determining the energy density, the energy flux and the supply of energy density,
the local energy balance can be derived, which corresponds to the first law of
thermodynamics (Greve and Blatter, 2009). Each of the three components has a
thermal and a mechanical part:

• Energy density:
g = ρu⏞⏟⏟⏞

thermal

+ ρ
v2

2⏞⏟⏟⏞
mechanical

(3.1)

where the thermal part is the specific internal energy density (density ρ,
specific internal energy u) and the mechanical is the kinetic energy density
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(velocity v).

• Energy flux density:
ϕ = q⏞⏟⏟⏞

thermal

− t · v⏞ ⏟⏟ ⏞
mechanical

(3.2)

where the thermal part is the heat flux and the mechanical is the negative
work of surface forces (Cauchy stress tensor t, velocity v).

• Supply of energy density:

s = ρr⏞⏟⏟⏞
thermal

+ f · v⏞ ⏟⏟ ⏞
mechanical

(3.3)

where the thermal part is the specific radiation power density (specific radi-
ation power r) and the mechanical is the work of the volume forces (volume
force f).

The resulting energy balance is

ρ
d
dt

(︄
u+ v2

2

)︄
= −div q + div (t · v) + ρr + f · v. (3.4)

This can be simplified further to

ρ
du
dt = −div q + tr (td) + ρr (3.5)

with the trace (tr) of the strain-rate tensor d.

3.2.2 Energy balance equation for ice

Using constitutive equations, the material-independent energy balance equation
can be converted into a field equation for the temperature. Three material equa-
tions are required for this:
(1) The caloric equation of state is the constitutive equation for internal energy
and describes the relation between a change in internal energy and temperature
(Greve and Blatter, 2009):

du
dt = ci(T )dT

dt (3.6)

with the temperature T in Kelvin and the temperature-dependent specific heat
capacity ci(T ) of ice, which is

ci(T ) = (146.3 + 7.253T [K]) J kg−1 K−1, (3.7)
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(Ritz, 1987). For a temperature of 273.15 K (or 0 °C), the specific heat capacity
of ice is ci(273.15 K) = 2127.5 J kg−1 K−1.
(2) Fourier’s law is the constitutive equation for heat conduction and describes
that temperature differences within a homogeneous system cause heat to be trans-
ported through conduction:

q = −κi(T ) gradT (3.8)

with the temperature-dependent heat conductivity κi(T )

κi(T ) = 9.828 e−0.0057 T [K] W m−1 K−1, (3.9)

(Ritz, 1987; Greve and Blatter, 2009).
(3) The constitutive equation for stress that represents strain heating is

tr(td) = 2η trd2 (3.10)

with the shear viscosity η.
Based on these constitutive equations, the energy balance equation for ice can be
derived from the material-independent energy balance (Greve and Blatter, 2009):

ρci(T )dT
dt = div(κ(T )gradT ) + 2η trd2 + ρr, (3.11)

which is the temperature evolution equation.

3.2.3 Melting of ice

This section deals with the calculation of the amount of energy necessary to heat
and melt a certain volume of ice.
The amount of energy Qi, needed to raise the temperature T of ice of the volume
V by ∆T is

Qi = ci(T ) ρi V ∆T (3.12)

with the temperature-dependent specific heat capacity of ice ci(T ) (Eq. 3.7).
The temperature Tm, to which the ice must be heated before melting, is pressure-
dependent. The hydrostatic pressure p reduces the melting point of ice (T0 =
273.15 K for low pressures) by a factor of B = 7.42 × 10−8 K Pa−1

Tm = T0 − Bp, (3.13)

(Greve and Blatter, 2009; Cuffey and Paterson, 2010). However, the Clausius-
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Figure 3.1: Temperature curve of ice/water and volumetric water content.
Temperature curve of ice/water (blue) and volumetric water content (red) as function
of added heat, starting with ice at a temperature of −30 °C. Qi marks the amount of
heat necessary for heating the ice to 0 °C and Qm the amount of heat for melting.

Clapeyron constant B applies for pure ice. Under realistic conditions with air-
saturated ice, B is 9.8×10−8 K Pa−1. For ice densities between 900 and 910 kg m−3,
the pressure melting point reduces by 8.7×10−4 K m−1 of ice (Greve and Blatter,
2009).
A phase change from solid to liquid requires an increase in enthalpy without a
change in temperature. The amount of energy is known as the latent heat of
fusion. For ice at a temperature of T = 273.15 K, the latent heat of fusion L

is 334, 000 J kg−1 (Cuffey and Paterson, 2010). Thus, the amount of energy Qm

needed to melt ice of the volume V is

Qm = Lρi V. (3.14)

Figure 3.1 shows the temperature curve as a function of added heat to 1 kg ice
at a temperature of −30 °C (or 243.15 K). To heat the ice by ∆T = 30 °C to
the melting point, Qi = 60.6 kJ (Eq. 3.12) is needed but more than five times as
much for melting itself (Qm = 334 kJ). The volumetric water content rises when
heat is added to ice at the pressure melting point.

3.3 Energy balance at ice base

From the continuum mechanical perspective, the basal melt rate can be derived
from the energy balance equation at the ice base. This approach defines the
jump ([[ψ]]) of a quantity ψ as [[ψ]] = ψ+ − ψ−, with the lithosphere/ocean as
the positive side and ice as the negative side. In this way, the difference in the
quantity ψ across the interface can be described (Greve and Blatter, 2009). The
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jump condition of the energy at the ice base is

[[q · n]] − [[v · t · n]] + ρiab[[u]] = 0 (3.15)

with the jump of the heat flux [[q · n]] (heat flux q, normal vector n), the jump
in work of the surface force [[v · t · n]] (velocity v), the ice density ρi, the basal
melt rate ab and the jump of the internal energy [[u]] (Greve and Blatter, 2009).

The jump of the heat flux is the difference between the heat flux on the positive
side q+ and the one on the ice side q−, which is described by Fourier’s law (Eq. 3.8).
The heat flux on the positive side depends on the basal properties:

• Grounded ice with cold base: q+ is the geothermal heat flux q⊥
geo

• Grounded ice with temperate base: q+ arises from the geothermal heat flux
or from the subglacial water q⊥

sw

• Floating ice: q+ is the oceanic heat flux q⊥
oc

Thus, the jump of the heat flux is

[[q · n]] = q⊥
geo/+sw/oc⏞ ⏟⏟ ⏞

q+

−κi(T ) gradT · n⏞ ⏟⏟ ⏞
q−

(3.16)

Likewise, the jump in work of surface forces depends on the basal properties,
namely the velocities of the subglacial water/ocean vsw/oc, the (sliding) velocity
of the ice base vb and the Cauchy stresses on both sides tsw/oc, ti

[[v · t · n]] = vsw/oc · tsw/oc · n⏞ ⏟⏟ ⏞
v+·t+

− vb · ti · n⏞ ⏟⏟ ⏞
v−·t−

. (3.17)

As the velocity of the bedrock is zero, v+ · t+ = 0 and thus, the jump in this case
is [[v · t · n]] = −vb · ti · n.
The jump of the internal energy [[u]] is equal to the latent heat of ice melt L.
Finally, the jump condition of the energy at the ice base and solved for ab is for
the three cases:

• Grounded ice, without subglacial water:

ab =
q⊥

geo − κi(T )gradT + vb · ti · n

ρiL
(3.18)

• Grounded ice, with subglacial water

ab = q⊥
sw − κi(T )gradT − vsw · tsw · n + vb · ti · n

ρiL
(3.19)
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• Floating ice

ab = q⊥
oc − κi(T )gradT − voc · toc · n + vb · ti · n

ρiL
(3.20)

3.4 Oceanic heat flux

The oceanic heat flux into a boundary layer along the ice base plays a key role for
the basal mass loss of ice shelves. To compute the oceanic heat flux, models like
the Finite Element Sea Ice-Ocean Model (FESOM) use a three-equation method
(Timmermann et al., 2012). These three equations determine the temperature
and salinity of such thin boundary layer and the basal melt rate (Hellmer and
Olbers, 1989; Holland and Jenkins, 1999):

−ρi Lab = ρoc cp,oc γT (Toc − Tb) + κi(T ) gradTi (3.21)

−ρi Sb ab = ρoc γS (Soc − Sb) (3.22)

Tb = 0.901 ◦C − 0.0575 ◦CSb + 7.61 × 10−4 ◦C m−1 zb. (3.23)

Eq. (3.21) states the heat balance of the boundary layer along the ice base with
the oceanic heat flux qoc derived from

qoc = ρoc cp,oc γT (Toc − Tb) (3.24)

with the density of the ocean ρoc, the specific heat capacity of ocean cp,oc =
4180 J kg−1K−1, the turbulent heat flux γT and the temperatures of the ocean
Toc and of the boundary layer Tb. This equation assumes that the temperature
of the boundary layer is at the (pressure-dependent) in situ freezing point, which
is derived from Eq. (3.23), with the salinity Sb and the ice draft zb (Jenkins,
1991). The salinity itself is governed by Eq. (3.22). The term on the left-hand
side represents the salt flux from basal melting and the term from the right-
hand side the turbulent transfer of salt between the ocean with salinity Soc and
the boundary layer with the turbulent salt flux coefficient γS. Following Jenkins
(1991), the turbulent heat flux coefficient γT and the turbulent salt flux coefficient
coefficient γS are

γT = u⋆

2.12 ln
(︂
u⋆

L
ν

)︂
+ 12.5 Pr

2
3 − 8.68

(3.25)

γS = u⋆

2.12 ln
(︂
u⋆

L
ν

)︂
+ 12.5 Sc

2
3 − 8.68

(3.26)

with the friction velocity u⋆ =
√︂

2.5 × 10−3 v2
oc, the flow velocity voc, the kine-
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matic viscosity of sea water ν = 1.95 × 10−6 m2 s−1, a characteristic length scale
L = 10 m and the dimensionless Prandtl number Pr = 13.8 and Schmidt number
Sc = 2432 of seawater.

The temperature of the ocean and its speed have the greatest influence on the
oceanic heat flux. Ocean temperatures of +1 °C and flow velocities of 0.25 m s−1

can generate heat fluxes that exceed 1500 W m−2, which causes extreme melt
rates of above 100 m a−1.
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Phase-sensitive radio echo
sounding 4
This chapter first gives a brief introduction of the basics of radio echo sounding
on ice and the pRES device. Then, the signal and data processing is described in
detail, followed by the method of determining the spatial and temporal variability
of basal melt rates.

4.1 Basics of radio echo sounding on ice

Radio echo sounding or radio detection and ranging (Radar) is an active remote-
sensing method in which electromagnetic waves are emitted by one or more an-
tennas and the returned signal is recorded. In the meantime, the electromagnetic
wave propagates through carrier media whose properties control the propagation.
These properties are:

• the complex dielectric permittivity

ε = ε0εr = ε0(ε′ − iε′′) (4.1)

with the permittivity of free space ε0 = 8.854 × 10−12 A m V−1 s−1 and
the relative permittivity εr, that has a real ε′ and an imaginary part ε′′

(Bogorodsky et al., 1985). Kovacs et al. (1995) derived an equation for the
real part of the relative permittivity of ice

ε′ = (1 + 0.000845 kg ρ)2 (4.2)

which depends on the ice density ρ. The imaginary part, also known as loss
factor,

ε′′ = σ

ωε0
(4.3)

depends on the conductivity σ and the angular frequency ω of an external
electric field (Bogorodsky et al., 1985).

• the complex magnetic permeability

µ = µ0µr (4.4)

with the magnetic permeability of free space µ0 = 1.25710−6 V s A−1 m−1
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and the relative magnetic permeability µr. Since ice is a non-magnetic
material, the relative magnetic permeability is µr = 1 (Bogorodsky et al.,
1985).

Maxwell’s equations connect these material properties which leads to the differ-
ential equation for the electromagnetic field

∆E − µ0ε0εr
∂2E

∂t2
= 0 (4.5)

where E is the electric field. A solution of the wave equation for the electromag-
netic field is given by

E = E0e
i(ωt−kz) (4.6)

for an electric field vector in the x-y-plane and a propagation along the z-axis
(vertical axis). The wavenumber k is the magnitude of the propagation vector.
The propagation velocity of the electromagnetic wave in ice ci is

ci = c
√
εr

(4.7)

and the wavelength is
λ = ci

f
(4.8)

with the speed of light c = 299, 792, 458 m s−1 and the frequency f . The density,
temperature and frequency dependent relative permittivity of ice is in the range
of 3.15 – 3.18 and thus the propagation velocity is ci ≈ 168 – 169 × 106 m s−1

(Fujita et al., 2000). Assuming a frequency of 300 MHz, the resulting wavelength
in ice is roughly 0.56 m.

If a propagating electromagnetic wave reaches an interface between two media
with different electrical properties, one part of the energy is reflected and another
part is refracted (Fig. 4.1). For a plane wave incident on a planar interface
between two homogeneous, isotropic media, the reflection coefficient is

R1,2 = E1

E0
=

√
εr1 − √

εr2√
εr1 + √

εr2
(4.9)

and the transmission coefficient T1,2

T1,2 = E2

E0
= 2√

εr1√
εr1 + √

εr2
(4.10)

with the complex amplitudes of incident E0, reflected E1, and refracted wave
E2. With Snell’s law, the angle of incidence (θ1) and refracted wave (θ2) can be
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Figure 4.2: Reflection and refraction of an electromagnetic wave. A plane wave with a
complex amplitude E0 incide with an angle of ✓1 to a planar interface between two homogeneous
isotropic media ("r1, n1 and "r2, n2). The reflected wave has a complex amplitude E1 and an angle
of ✓1. The refracted wave has a complex amplitude E2 and an angle of ✓2. For "r1 < "r2 it follows
✓1 > ✓2.

and the transmission coefficient T1,2

T1,2 = E2

E0
= 2

√
"r1√

"r1 +√"r2
(4.8)

with the complex amplitudes of incident E0, reflected E1, and refracted wave E2 (see Fig. 4.2).
For the relative permittivity for pure ice ("r1 = 3.15) and for ocean water ("r2 ≈ 81, (Bogorodsky
et al., 1985)), the reflection coefficient is �R1,2� = 0.66. Hence, about two-thirds of the incident
power is reflected back towards the receiver from the ice-ocean interface.

The angle of incidence (✓1) and refracted wave (✓2) can be calculated with Snell’s law

sin ✓2

sin ✓1
= √"r1√

"r2
= n1

n2
(4.9)

with the refractive indexes n1 and n2 for the two media (see Fig. 4.2). If the relative permittivity
of the refracted medium is larger than the permittivity of the incidence medium, the angle of the
refraction is smaller than the angle of incidence. Hence, the wave refracted towards the normal in
the refracted medium (Bogorodsky et al., 1985).

The received signal has less power than the transmitted electromagnetic wave. This energy loss
during the travel of the wave through the ice depends on several physical properties: geometrical
spreading, reflections from interfaces, changes in signal strength due to focusing effects, scattering
and the rotation in polarisation of the received signal relative to the orientation of the receiving
antenna (Bogorodsky et al., 1985). Furthermore, absorption within the ice reduces the received
power. The loss due to absorption depends on the ice temperature. Colder ice has a lower

Figure 4.1: Reflection and refraction of an electromagnetic wave (Zeising,
2018). A plane wave with a complex amplitude E0 incide with an angle of θ1 to a
planar interface between two homogeneous isotropic media. The reflected wave has a
complex amplitude E1 and an angle of θ1. The refracted wave has a complex amplitude
E2 and an angle of θ2.

calculated
sin θ2

sin θ1
=

√
εr1√
εr2

= n1

n2
(4.11)

with the refractive indexes n1 and n2 for the two media (Bogorodsky et al., 1985).

Assuming a propagating wave with a frequency in the VHF-range reaches the
ice–ocean interface (εr1 = 3.15 (ice), εr2 = 88 (water at 0 °C; Andryieuski et al.,
2015)), the reflection coefficient is −0.68 and the transmission coefficient 0.32.
Thus, 68% of the incident energy is reflected at the ice–ocean interface.

4.2 Phase-sensitive radio echo sounding

In order to measure changes in ice-sheet thickness, Nye et al. (1972) suggested a
method to improve the sensitivity to vertical displacements by studying the phase
history of the basal return. After the first phase-sensitive radio echo sounders were
developed (e.g. Walford and Harper, 1981), Corr et al. (2002) advanced the theory
of Nye et al. (1972) and presented a method that uses the phase information to
infer basal melt rates of ice shelves.
Since the pRES – a modern phase-sensitive radio echo sounder, able to measure
autonomously over longer periods of time – has been developed by Brennan et al.
(2014) and Nicholls et al. (2015), many studies have used this technique to deter-
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mine basal melt rates of ice shelves (e.g. Marsh et al., 2016; Stewart et al., 2019;
Vaňková et al., 2020; Washam et al., 2019). The pRES is a ground-based radar,
designed for measuring vertical displacements of englacial and basal reflections
from repeated Lagrangian measurements (Brennan et al., 2014; Nicholls et al.,
2015). Equipped with two broad band frame or bow-tie antennas, it allows the
autonomous recording of time series over a longer period of time (several months
to more than a year), depending on the power source and storage capacity. The
pRES is a Frequency-Modulated Continuous Wave (FMCW) radar that transmits
a tone sweep – called chirp – ranging from 200 to 400 MHz over a period of 1 s
(Nicholls et al., 2015) (see Tab. 4.1 for device specifications). In order to improve
the signal-to-noise ratio, several chirps (typically between 20 and 100) are trans-
mitted within a single measurement. The ensemble of chirps is called burst. The
returned signal is mixed with the transmitted one to obtain a de-ramped signal.
The frequencies of the de-ramped signal (fd) depend on the delay between the
transmitted and received chirps and are therefore equal to the Two Way Travel
Time (TWT) of the signal. After low pass filtering, the signal is digitised by
the Analogue-to-Digital Converter (ADC) with sampling rate of 40 kHz (Nicholls
et al., 2015). Figure 4.2 shows a pRES measurement at the 79NG.

Table 4.1: pRES specifications (Brennan et al., 2014)

Name Symbol Value Unit
Bandwidth B 200 MHz
Centre frequency ωc 300 MHz
Pulse duration T 1 s
Transmitting power 100 mW
ADC Sample rate 40 kHz

4.3 Phase-sensitive FMCW radar theory

This section gives the basic equations for signal processing of phase-sensitive
FMCW radar measurements like the pRES by following Brennan et al. (2014).

4.3.1 Target range

Starting with the transmitted signal as a function of time t, the instantaneous
frequency ωt(t) is

ωt(t) = ωc +K

(︄
t− T

2

)︄
, 0 ≤ t ≤ T (4.12)
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Figure 4.2: pRES measurement at 79NG. The pRES is the yellow box below the
computer. Bamboos mark the location of two frame antennas. The photo was taken
by Niklas Neckel (22 July 2018).

and the corresponding instantaneous phase Φt(t)

Φt(t) = ωct+ Kt2

2 − KTt
2 + const, 0 ≤ t ≤ T (4.13)

with the centre frequency ωc, the chirp duration T and the chirp gradient

K = 2πB
T ,

that depends on the bandwidth B.

The received echo from a target at range R has the frequency ωr(t)

ωr(t) = ωc +K

(︄
(t− τ) − T

2

)︄
, 0 ≤ t ≤ T (4.14)

and the phase Φr(t)

Φr(t) = ωc(t− τ) + K(t− τ)2

2 − KT(t− τ)
2 + const, 0 ≤ t ≤ T (4.15)

with the TWT τ

τ = 2R
ci

.

Next, the reflector range can be derived from the de-ramped frequency ωd, which
is the difference between the transmitted (Eq. 4.12) and received frequency (Eq. 4.14)

ωd(t) = ωt(t) − ωr(t) = Kτ = 4πBR
Tci

. (4.16)
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Solving Eq. 4.16 for the reflector range R leads to the coarse range Rc

Rc = ωdTci

4πB = fdTci

2B (4.17)

with fd = ωd(2π)−1.
Similar to the de-ramped frequency, the de-ramped phase Φd is the difference
between the transmitted (Eq. 4.13) and received phase (Eq. 4.15)

Φd(t) = Φt(t) − Φr(t) = ωcτ +Kτ

(︄
t− T

2

)︄
− Kτ 2

2 . (4.18)

For the chirp centre (t = T
2 ), the de-ramped phase Φdc is

Φdc = ωcτ − Kτ 2

2 . (4.19)

Here, ωcτ is the crucial phase term while the second (phase offset) term Kτ 2/2
is negligible due to its small size (Brennan et al., 2014). Thus, Eq. 4.19 becomes

Φdc ≈ ωcτ = ωc
2R
ci

= 4πR
λc

(4.20)

with the wavelength of the centre frequency λc which is

λc = 2πci

ωc

.

With that, the fine range Rf is

Rf = λcΦdc

4π . (4.21)

4.3.2 Range resolution

The resolution in the frequency space ∆fd is given by

∆fd = 1
T . (4.22)

With the chirp duration of T = 1 s, this leads to a resolution in the frequency
space of ∆fd = 1 Hz. Thus, the coarse range resolution is

∆Rc = ∆fdTci

2B = ci

2B (4.23)

and depends on ci andB. With a propagation velocity in ice of ci = 168, 914, 000 m s−1,
the coarse range resolution is 0.422 m.
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The footprint of the antenna beamwidth is resolution-limited. It has a radius r
of

r =
√︂

2R∆Rc (4.24)

with the range R and the coarse range resolution ∆Rc. For a range of R = 2000 m,
the radius of the footprint is r = 41.09 m.
Due to a limited resolution of the de-ramped phase ∆Φdc, the resolution of the
Rf is

∆Rf = λc∆Φdc

4π . (4.25)

The resolution of the phase is about 1° (Nicholls et al., 2015). Hence, the
de-ramped resolution is about ∆Φdc ≈ 1

180π. Using the centre wavelength of
λc = 0.563 m, the fine range resolution is roughly 1 mm.

In order to achieve an unambiguously determined range from the phase, its vari-
ation over a range bin

∆(ωcτ) = ωc
2∆Rc

ci

= ωc

B
(4.26)

should be less than 2π (Brennan et al., 2014). For a centre frequency of ωc =
2π · 300 MHz and the bandwidth of B = 200 MHz, this leads to a phase variation
of ∆(ωcτ) = 3π over one bin. This means that for the given parameters an
unambiguous range measurement is not possible, as it prevents unwrapping.
However, the problem can be solved by artificially increasing the resolution in
frequency space ∆fd, a method called ’zero-padding’. Zeros are added to the raw
data to increase the length by a ’pad factor’ p. This increases the resolution in
the frequency space (after applying a Fast Fourier Transformation (FFT)) by a
factor of p

∆fd = 1
Tp (4.27)

and the range resolution becomes

∆Rc = ci

2Bp . (4.28)

The higher resolution is achieved by an interpolation at the FFT. The resulting
phase variation over one bin after zero-padding is

∆
(︄
ωcτ

p

)︄
= ωc

Bp . (4.29)

Using a pad-factor of p = 2, the phase variation is ∆(ωcτ2−1) = 3
2π ≤ 2π.

However a pad-factor of p = 8 is used for all data presented in this thesis. This
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leads to a range resolution in the ice of ∆Rc = 0.053 m.

4.4 Data processing

In the following, the processing of the raw data is described to obtain an amplitude-
range profile. These processing steps were first described by Stewart (2018). The
raw data of a measurement (burst) consists of the voltage of the de-ramped signal
and the time after the beginning of transmission of every chirp (Fig. 4.3).

Figure 4.3: Raw data of pRES measurement. Measurement performed at FIS,
Antarctica. (a) Raw data of all 100 chirps (voltage after ADC) as a function of chirp
duration. (b) Zoomed in section of a part of (a).

The raw data is a function of time but the frequency contains the information of
the reflector range (Eq. 4.17). Therefore, it is necessary to transform the signal
into the frequency space with an FFT to obtain the time imaging. Each sample in
the time space was averaged for all (accepted) chirps before calculating the FFT.
The result of the FFT is a complex number Z for each de-ramped frequency. The
amplitude A is the absolute value of Z given in decibel

A = 20 log10(|Z|).

The phase φ is the argument of Z, which means it is the angle between the
positive real axis and the complex number

φ = ∠ Z.

To finally obtain the TWT for the amplitude profile, the de-ramped frequency fd

is converted to TWT
τ = fdT

B
. (4.30)
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The transformation from a time (TWT) into a range profile requires knowledge
of the propagation velocity and thus of the relative permittivity (Eq. 4.7). The
latter depends on various parameters like the frequency of the electromagnetic
wave, the crystal orientation, the density or the temperature of the ice (Fujita
et al., 2000). Here, we use a mean relative permittivity of εr = 3.15, resulting
in a propagation speed of ci = 168.914 × 106 m s−1. The amplitude–range profile
can now be obtained by using the equation

R = ciτ

2 . (4.31)

Figure 4.4 shows the amplitude–range profile of a pRES measurement correspond-
ing to the raw data shown in Fig. 4.3.
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Figure 4.4: Range imaging of pRES measurement. Measurement performed at
FIS, Antarctica. The basal return is characterised by a strong increase in amplitude at
a range of ∼ 1000 m.

4.5 Basal melt rates from pRES measurements

The calculation of basal melt rates from pRES measurements is based on the ice
thickness evolution equation (Eq. 2.14). This equation states that beside basal
melting, the divergence of the volume flux and the surface mass balance are af-
fecting the ice thickness. Since Eq. 2.14 is only valid for incompressible materials,
it does not consider densification of firn that also affects the ice thickness change
over time. The pRES system allows a precise determination of the change in
ice thickness, ∆H, as well as displacements of internal layers from repeated La-
grangian measurements. From these internal displacements, the change in ice
thickness due to accumulation/ablation at the surface ∆Hs, firn densification
∆Hf and vertical strain εzz can be estimated. Thus, applying the ice thickness
evolution equation to the pRES measurement requires some modifications. Ac-
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cording to Eq. 2.12, the divergence of the volume flux can be expressed by the
depth integrated vertical strain rate. However, pRES measurements allow to cal-
culate vertical displacements uz instead of vertical velocities vz and thus vertical
strain

εzz = ∂uz

∂z
(4.32)

and not a strain rate ε̇zz. To overcome this, Eq. 2.12 needs to be reformulated as
∫︂ H

0
ε̇zz dz = 1

∆t

∫︂ H

0
εzz dz = ∆Hε

∆t (4.33)

with the change in ice thickness due to vertical strain ∆Hε within the time period
∆t. Finally, the modified ice thickness evolution equation can be written as
(Nicholls et al., 2015):

∆H
∆t = ∆Hs

∆t + ∆Hf

∆t + ∆Hε

∆t + ∆Hb

∆t (4.34)

with the surface mass balance
as = ∆Hs

∆t (4.35)

and the basal melt rate
ab = −∆Hb

∆t , (4.36)

defined as the change in ice thickness at the base Hb within the time period ∆t.

Phase-sensitive radar measurements allow the precise estimation of ∆H, ∆Hs,
∆Hf and εzz by tracking the relative vertical displacement of the basal and in-
ternal reflections:

• The total change in ice thickness ∆H can be determined by the vertical
displacement of the basal reflector.

• Snow accumulation/ablation ∆Hs and firn densification ∆Hf cause offsets
at and near the surface that can be identified by the vertical displacement
of reflections below the firn. Furthermore, changes in radar hardware, e.g.
cable length or antenna spacing, influence displacements in the upper layers
and cannot be distinguished from the other processes.

• As the vertical strain distribution εzz is affecting the whole ice column, it
needs to be determined from the internal layers within the ice to quantify
the caused change in ice thickness ∆Hε.

This analysing process was previously described by e.g. Jenkins et al. (2006),
Nicholls et al. (2015), Stewart et al. (2019) and Vaňková et al. (2020).

30 4.5. Basal melt rates from pRES measurements



The processing method varies slightly depending on the kind of measurement
(Stewart, 2018): (1) In order to derive a spatial variability of basal melt rates,
(single-) repeated measurements are performed for which the radar was placed
at the same surface location after a longer period of time (Lagrangian measure-
ment). In the meantime, the above mentioned processes can have caused vertical
displacements exceeding the coarse range resolution of 0.42 m. As the analysis
of phase shifts is ambiguous, shifts greater half a wavelength (λc/2 = 0.28 m)
cannot be determined unambiguously from the phase analysis alone. Therefore,
a cross-correlation of the amplitude profiles is required to avoid errors from phase
wrapping.
(2) In order to derive a time series of basal melt rates, the pRES records au-
tonomously with a short measuring interval. This type of measurement is called
Autonomous phase-sensitive Radio Echo Sounder (ApRES) measurement. Thus,
the vertical displacement between two consecutive measurements is always below
the range resolution and the displacement can be estimated from the phase anal-
ysis alone.

Next, both processing methods are described in more detail.

4.5.1 Spatial variability of basal melt rates

The pRES allows to cover the spatial variability of basal melt rates over a wider
area by performing repeated point measurements. During a survey, the pRES is
transported from one measuring spot to another. At each spot, the locations of
the antennas needs to be marked at the surface (often by bamboos) to allow a
precise repeat measurement at the same surface spot after a certain time. The
basal melt rate can be determined from the analysis of vertical displacements of
internal and the basal reflection. Figure 4.5 shows the measurement setup of a
pRES point measurement.


























Battery Computer

Rx-AntennaTx-Antenna

ApRES

Figure 4.5: Setup of an pRES point measurement. Bamboos mark the position
of the antennas. The pRES is connected with the antennas, the battery and a computer.
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Following Stewart (2018), the estimation of vertical displacements efforts to cal-
culate the coarse range and the fine range offsets. This is achieved by calculating
a complex cross-correlation, γ, of multiple range segments of the complex profiles
M1 (first measurement, t1) and M2 (repeated measurement t2):

γ(l) =
∑︁ (M1(ns)∗ ·M2(ns + l))√︂∑︁ |M1(ns)|2

√︂
|M2(ns + l)|2

(4.37)

where the asterisk (∗) indicates the complex conjugate. Here, ns contains the
range bin indices of the range segment and the bin lag l is the integer range-bin
offset. The summations are over all elements of ns. The magnitude of γ indicates
the similarity of the segments and the phase of γ represents the mean phase
difference

∠γ = atan
(︄

imag(γ)
real(γ)

)︄
. (4.38)

The initial profile was divided into 6 m wide range segments with a 50% overlap
from a depth of 20 m below the antennas to 20 m above the ice base. A wider
segment of 10 m (−9 to +1 m) was defined around the basal return, characterised
by a strong increase in amplitude. In order to estimate the change in ice thickness
∆H by the vertical displacements of the basal return, the basal segment of the
first measurements was cross-correlated with the repeated measurement. The lag
at maximum correlation lm = argmaxl|γ(l)|) was used to find the lag of the nearby
minimum phase difference lp = argminl(∠γ). According to Stewart (2018), the
coarse range offset δc of the lag lp is

δc = ∆Rc lp (4.39)

and the fine range displacement (derived from Eq. 4.21) is

δf = λc∠γ(lp)
4π . (4.40)

Finally, the average vertical displacement of the segment is

δt = δc + δf . (4.41)

Similarly, the vertical displacements of the internal layers is estimated by cross-
correlating the internal segments of both measurements. However, this calcu-
lation was only carried out for the segment that shows the highest correlation
coefficient in order to reduce ambiguities due to phase wrapping. As it is ex-
pected that the displacement at the nearby segment differs only slightly from δt,
lp of the new segment is chosen to be the nearby minimum phase difference of
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the segment before. In this way, the vertical displacement is calculated for each
segment. Segments at which γ is below a certain threshold are no longer con-
sidered as well as segments within the firn. Based on the vertical displacements
of the remaining segments, a weighted linear regression was calculated (Menke,
2012). The gradient of this fit is the vertical strain εzz and the surface intercept
is caused by snow accumulation/ablation ∆Hs, densification ∆Hf and possible
hardware changes. Finally, the dynamic thinning/thickening can be derived from
Eq. 4.33.

An alternative approach is to align both measurements for a segment below the
firn layers (Jenkins et al., 2006). In this way, changes in ice thickness within
the firn and at the surface can be neglected. The shift at the ice base is then
calculated relatively to the depth of the aligned segment.

The change in ice thickness as well as the vertical displacements at the surface
(∆Hs, ∆Hf ) and within the ice ∆Hε are derived and thus the basal melt rate
can be calculated from the Eq. 4.34, solved for ab:

ab = −∆H − (∆Hs + ∆Hf + ∆Hε)
∆t (4.42)

The uncertainty in the basal melt rate is affected by several factors. Errors from
phase noise affects the calculated vertical displacements of the internal and basal
segments and thus all derived values used to calculate ab. Besides, uncertain-
ties from the linear regression influence εzz and thus ∆Hs, ∆Hf and ∆Hε. The
uncertainty of H depends on the used propagation velocity, which may differ of
1% (Fujita et al., 2000). Errors from phase wrapping, which means that a false
phase-minimum was selected to estimate the displacement, are of the size of half
the wavelength. This effects primary ∆Hb as well as ∆Hs and ∆Hf . However,
repeated measurements where this occurrence can not be excluded, have to be
rejected.

Figure 4.6 shows the analysis of repeated measurement recorded on 07 January
and 13 December 2016. The basal return was identified with the amplitude
profiles at a depth of H ≈ 996 m (Fig. 4.6a). The correlation of the amplitudes
of both profiles and the phase shift is shown in Fig. 4.6b and c. From the highest
correlation coefficients, the lag of the minimum phase difference was found and
tracked from the first to the last segment above the ice base. The vertical shift
of the segments obtained from the coarse and fine range estimation as well as
the derived values for ∆H = −0.295 ± 0.001 m, ∆Hs + ∆Hf = 0.114 ± 0.001 m,
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∆Hε = −0.080 ± 0.001 m and ∆Hb = −0.329 ± 0.003 m within 340.93 days are
shown in Fig. 4.6d. This results in a basal melt rate of ab = 0.352 m a−1. The
analysis of the vertical displacement of the basal segment is shown in Fig. 4.7.

Figure 4.6: Analysis of vertical displacements of internal segments. The
pRES measurement was performed at FIS, Antarctica. (a) Comparison of amplitude
profiles of first (blue line) and repeated measurement (red line) as a function of range.
(b) Cross-correlation (|γ|) of both measurements as a function of lag and range. White
dots mark the lag of best correlation of the segment but do not meet specific criteria
and have no further influence. Blue dots mark the lag of best correlation of the segment
and do meet specific criteria. The blue line is the linear regression of the blue dots.
(c) Phase shift as a function of lag and range. The blue dots tracked the nearest
minimum phase difference of the green dot that marks the estimated lag of the segment
with the highest correlation coefficient. (d) Shift of segments used for strain rate
estimation (red line) are marked by red dots. Grey dots mark the shift of segments
that do not meet specific criteria and have no further influence. The change in ice
thickness due to snow accumulation and firn densification (∆Hs + ∆Hf ), derived from
the intercept of the fitted curve (large purple dot), is 0.114 m. The ice thickness change
due to dynamic thinning/thickening (difference in shift between large purple and large
red dot) ∆H is −0.080 m. With the derived shift of the basal segment (large blue
dot) of ∆H = −0.295 m, the change in ice thickness at the base is due to melting is
∆Hb = −0.329 m over the period of ∆t = 340.93 days.
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Figure 4.7: Analysis of vertical displacement of basal segment. The single-
repeated pRES measurement was performed at FIS, Antarctica. (a) Correlation co-
efficient |γ| for different lags (black dots) of the repeated measurement of the basal
segment. The green dot marks lag with highest correlation coefficient. (b) Shifts de-
rived from coarse plus fine range estimation for different lags (black dots). The green
dot marks the shift for the lag with best correlation coefficient. (c) Amplitude profiles
of first (blue line) and repeated measurement (red line) as a function of range. The
dashed line shows the shifted profile of the repeated measurement for the lag with the
best correlation coefficient. The change in ice thickness ∆H is −0.295 ± 0.001 m.

4.5.2 Temporal variability of basal melt rates

The autonomous operation of the pRES enables measurements to be carried out
with a specific time interval over a longer period of time. The number of possible
measurements and thus the duration of the measurement depends on the capacity
of the battery and the storage space of the SD cards used. This enables the
possibility to determine a temporal variability from the time series of vertical
displacements of internal and the basal reflections and thus of the basal melt
rate. Furthermore, it allows a more precise estimation of the time-averaged melt
rate than a single-repeated measurement by tracking layers through the time
series.
Equipped with a battery and two antennas, the ApRES can be placed on the ice
surface for measurements taking place in ablation zones. In accumulation zones,
the ApRES can be buried in the snow for weather protection. A GPS receiver can
be used for time synchronisation and location information. An Iridium modem
allows a partial data transfer and to reconfigure the instrument remotely. The
Figures 4.8 and 4.9 show the measurement setup for both ApRES measurement
types.
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The analysis of autonomous measurements differs from the method used for
single-repeated point measurements. Once the ApRES is placed on or below
the surface, the measurement is independent of the accumulation and no hard-
ware changes are made during the measurement period. Thus, an alignment for
a reflection below the firn is not necessary. Furthermore, the multiple repeated
measurements with short time intervals allow to derive time series of vertical
displacements of the pre-processed data.
Similar to the processing described for the spatial variability, the initial profile
was divided into 6 m wide range segments with a 50% overlap from a depth of
20 m below the antennas to 20 m above the ice base and a wider segment of
10 m (−9 to +1 m) around the basal return. To derive the displacement time
series of each segment, a cross-correlation was calculated between the first (t1)
and each repeated measurement (ti, i ≤ n). As the shift of a segment between
two consecutive measurements (ti−1 and ti) is always ≪ π (or ≪ 0.14 m), the
lag of the correct minimum phase difference lp at ti, used to calculate the coarse
and fine range (Eqs. 4.39 and 4.40), is the one next to the estimated lp at ti−1.
For the first time interval t1 – t2, lp is close to zero. In this way, lp and thus
the vertical displacement δt (Eq. 4.41) of a segment can be estimated for each
repeated measurement.
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Figure 4.8: Measurement setup of an ApRES measurement in the accumu-
lation zone. Bamboos mark the position of the buried ApRES system. The ApRES
is connected with the antennas and the battery. Wooden plates cover the instruments.
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Figure 4.9: Measurement setup of an ApRES measurement in the ablation
zone. Deep-drilled bamboos fix the instruments to the ice, which are placed on a
wooden frame. The ApRES is connected with the antennas and the battery.
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For the estimation of the vertical strain, segments in the firn as well as segments
which vertical displacement was identified to be an outlier at tn were excluded.
With the remaining segments, a weighted linear regression (Menke, 2012) was
calculated for each time step. The slope of this fit at the time ti is the averaged
vertical strain εzz and the surface intercept is the averaged densification ∆Hf for
the period ∆t = ti − t1. The same applies to the basal segment, which vertical
displacement at ti represents the averaged change in ice thickness. Finally, the
time series is obtained from Eq. 4.42.

Figure 4.10 shows the analysis of an ApRES time series recorded at the EastGRIP
drill site, consisting of 253 measurements between 19 August 2017 and 29 April
2018. The basal return was identified with the amplitude profiles at a depth of
H = 2668 m (Fig. 4.10a). Vertical displacements of selected segments (Fig. 4.10b)
were used to derive cumulative displacements of ∆H = −0.317±0.001 m, ∆Hs +
∆Hf = −0.053±0.001 m, ∆Hε = −0.120±0.001 m and ∆Hb = −0.144±0.001 m
(Fig. 4.10c). This results in a basal melt rate of ab = 0.208 m a−1. Additionally,
Fig. 4.10c shows the time series of the cumulative shift of the described processes.
Figure 4.11 shows the time series of the vertical displacement of one internal
segment at a depth of 905 – 911 m, being −0.096 ± 0.001 m. In the same period
of time, the displacement of the basal segment was ∆H = −0.317 ± 0.001 m, as
shown in Fig. 4.12.
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Figure 4.10: Analysis of ApRES time series. Measurement performed at
EastGRIP, Greenland. (a) Amplitude profiles (after moving average filtering) of first
(19 August 2017) and last measurements (29 April 2018) as function of depth. The
strong increase in amplitude at a depth of 2668 m is the basal return. (b) Shift of inter-
nal segments after 252.62 days on 29 August 2018. Purple dots mark segments within
the firn, red dots of accepted segments within the ice, the blue dot of the basal segment
and grey dots show excluded segments. (c) Cumulative shift of ∆H, ∆Hs +∆Hf , ∆Hε

and ∆Hb over the period ∆t.
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Figure 4.11: Vertical displacement time series of internal segment. Displace-
ment analysis of internal segment (905 – 911 m) from phase analysis of ApRES time
series at EastGRIP, Greenland. (a) Phase shift as function of lag and time of mea-
surement. The selected lag of the minimum phase difference, which is used for the
coarse and fine range calculation, is marked by a blue dot for each measurement. (b)
Shift derived from coarse and fine range estimation for each measurement. Data were
recorded from 19 August 2017 to 29 April 2018.
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Figure 4.12: Vertical displacement time series of basal segment. Displacement
analysis of basal segment from phase analysis of ApRES time series at EastGRIP,
Greenland. (a) Phase shift as function of lag and time of measurement. Selected lag
for each measurement is marked by a blue dot. (b) Shift derived from coarse and fine
range estimation for each measurement. Data were recorded from 19 August 2017 to
29 April 2018.
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Northeast Greenland Ice
Stream, Greenland 5
5.1 Introduction

The Greenland Ice Sheet (GrIS) is surrounded by numerous smaller ice streams
and outlet glaciers (Rignot and Mouginot, 2012). However, there is only one
large ice stream that originates far in the interior of the ice sheet – the Northeast
Greenland Ice Stream (NEGIS), first discovered by Fahnestock et al. (1993).
The approximately 700 km long dynamic feature extends from less than 100 km
from the ice divide to the coast (Fahnestock et al., 2001a). Here, it drains into
its three major outlet glaciers, namely Nioghalvfjerdsbræ (79°N Glacier, 79NG),
Zachariæ Isstrøm (ZI) and Storstrømmen Glacier (SG) (Fig. 5.1). The NEGIS is
of particular importance for the Greenland mass loss, as the drainage basins of
the three main outlet glaciers (Fig. 5.1) cover 221, 048 km2 (or 12.9% of the ice
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Figure 5.1: Surface ice flow velocity map of GrIS (Joughin et al., 2016, 2018).
The Northeast Greenland Ice Stream (NEGIS) is marked as well as Nioghalvfjerdsbrae
(79°N Glacier, 79NG), Zachariæ Isstrøm (ZI) and Storstrømmen Glacier (SG) with
their drainage basins (Krieger et al., 2020a).
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sheet area) and hold the potential to raise global mean sea level by 1.2 m (Krieger
et al., 2020a). The NEGIS is clearly noticeable in velocity maps such as the one
from Joughin et al. (2016, 2018) displayed in Fig. 5.1, as velocities of > 50 m a−1

are reached about 500 km and > 500 m a−1 about 180 km upstream the grounding
lines of 79NG and ZI.
The floating ice tongue of ZI started to disintegrate in the early 2000s and with
that ZI transformed into a tidewater glacier (Mouginot et al., 2015; Khan et al.,
2014). The collapse was accompanied by a significant acceleration of the ice flow
velocity by 50% and the ice thickness thinned by more than 2 m a−1 (Helm et al.,
2014; Khan et al., 2014; Mouginot et al., 2015). Due to a downward-sloping bed,
an ongoing rapidly retreat is projected for the upcoming decades (Mouginot et al.,
2015).

5.2 Lubricated sliding of the Northeast Green-
land Ice Stream

In contrast to many other ice streams of GrIS, ice sheet simulations are not able
to reproduce the distinctive extent of NEGIS with sufficient accuracy unless the
initial state is based on inversion (Goelzer et al., 2018) or a coupling with a
subglacial hydrological model is used (Smith-Johnsen et al., 2020b). The likely
reason for this could be the inadequate representation of the lubrication and thus
these models underestimate sliding, which is held responsible for the high ice flow
velocities. Since the ice sheet models are used to quantify the contribution of the
GrIS to future sea-level rise under different climatic scenarios, inversions cannot
be relied on since the basal conditions may change and influence the ice dynamics
(Smith-Johnsen et al., 2020a). First estimates of basal melt rates (Fahnestock
et al., 2001b; Keisling et al., 2014; MacGregor et al., 2016) and indications for
deformable and water saturated sediment (Christianson et al., 2014) have been
obtained from geophysical measurements. However, previous estimated basal
melt rates have been derived from airborne radar data and may be prone to
limited validity due to assumptions made. For this reason, we operated an ApRES
on the EastGRIP drill site, from which we derived a basal melt rate based on two
time-series within subsequent years. The evaluation and a new quantification of
which processes at the base significantly contribute to melting were published as
a research article titled Indication of high basal melting at the EastGRIP drill site
on the Northeast Greenland Ice Stream (Chapter 6; Zeising and Humbert, 2021b)
in the journal The Cryosphere in 2021.
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5.3 Ice–ocean interaction at 79°N Glacier

In contrast to ZI, the floating tongue of 79NG still exists. With a size of roughly
20 km × 65 km, it is the largest of the three remaining glaciers with a floating ice
tongue in Greenland –– the others are Petermann Gletscher and Ryder Glacier.
Although Mouginot et al. (2015) and Mayer et al. (2018) found substantial thin-
ning near the grounding line, they conclude the tongue of 79NG is still remarkably
stable with only minor acceleration rates (Mouginot et al., 2015). However, Mayer
et al. (2018) warn that a collapse of the floating tongue could lead to a destabilisa-
tion of the entire marine-based ice sheet sector. The thinning of 79NG’s floating
tongue is largely attributed to warm (> 1° C) Atlantic Intermediate Water (AIW)
that was found by means of oceanographic measurements (Straneo et al., 2012;
Wilson and Straneo, 2015; Lindeman et al., 2020; Schaffer et al., 2020). The
extent to which the subglacial discharge contributes to basal melting has not yet
been adequately investigated. From remote sensing data and in situ GPS mea-
surements, a seasonal acceleration ice flow velocities in summer and after a lake
drainage due to a subglacial hydraulic system was found at 79NG, as revealed
in the research article titled Seasonal Observations at 79°N Glacier (Greenland)
From Remote Sensing and in situ Measurements (Appendix Chapter A; Neckel
et al., 2020) published at the journal Frontiers in Earth Science in 2020, were
the author of this thesis contributed as co-author. In order to understand the
dynamics of the system, especially regarding the ice–ocean interaction, observa-
tions of the spatial distribution and temporal variability of basal melt rates of
the floating tongue are a key ingredient. In the course of the GROCE project,
which was funded by the German Bundesministerium für Bildung und Forschung
(BMBF) under the grant 03F0778A and by AWI, ApRES measurements have
been performed between 2016 and 2020. The derived melt rates are part of a re-
search article titled Extreme melt rates at Greenland’s largest floating ice tongue
(Chapter 7) that is in preparation. In addition to an expanded understanding
of the system of a rapidly thinning glacier, these results can be helpful in the
parametrisation of sub-ice shelf ocean conditions and thus contribute to the pro-
jections of the future contribution to sea level rise. The modelling of fast-flowing
ice streams also plays a decisive role in this context, which are mostly based
on viscous models. However, this neglects the elastic deformations, as they are
caused by tides, but also occur near steep changes in topography or other regions
with a non-steady stress field. The assessment of the contribution of elastic de-
formation of the 79NG is part of the research article titled Elastic deformation
plays a non-negligible role in Greenland’s outlet glacier flow (Appendix Chap-
ter B; Christmann et al., 2021) published in the journal Communications Earth
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& Environment in 2021. The author of this thesis contributed as co-author by
analysing tidal movements using GNSS measurements, recorded in the course of
the GROCE project.
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Abstract

The accelerated ice flow of ice streams that reach far into the interior of the ice
sheets is associated with lubrication of the ice sheet base by basal meltwater.
However, the amount of basal melting under the large ice streams – such as the
Northeast Greenland Ice Stream (NEGIS) – is largely unknown. In situ measure-
ments of basal melt rates are important from various perspectives as they indicate
the heat budget, the hydrological regime and the relative importance of sliding
in glacier motion. The few previous estimates of basal melt rates in the NEGIS
region were 0.1 m a−1 and more, based on radiostratigraphy methods. These find-
ings raised the question of the heat source, since even an increased geothermal
heat flux could not deliver the necessary amount of heat. Here, we present basal
melt rates at the recent deep drill site EastGRIP, located in the centre of NEGIS.
Within 2 subsequent years, we found basal melt rates of 0.19 ± 0.04 m a−1 that
are based on analysis of repeated phase-sensitive radar measurements. In order
to quantify the contribution of processes that contribute to melting, we carried
out an assessment of the energy balance at the interface and found the subglacial
water system to play a key role in facilitating such high melt rates.

6.1 Introduction

Ice sheet models are used to quantify the contribution of the Greenland Ice Sheet
to future sea-level rise under different climatic scenarios. In these simulations, the
distinctive extent of Greenland’s largest ice stream – the Northeast Greenland
Ice Stream (NEGIS, Fig. 6.1) – can only be reproduced well if a higher-order
approximation is considered for the momentum balance and initial states are
based on inversion (Goelzer et al., 2018) or involve subglacial hydrological models
(Smith-Johnsen et al., 2020a). Primarily, this is due to the model’s inability to
accurately represent lubrication and thus the subsequent sliding at the ice stream
base that occurs.
The NEGIS is the only large ice stream in Greenland, extending from a distance
of 100 km from the ice divide over a length of about 700 km towards the coast
(Fahnestock et al., 1993, 2001b; Joughin et al., 2001). It drains about 12% of
Greenland’s ice through three major outlet glaciers Nioghalvfjerdsbrae, Zachariæ
Isstrøm and Storstrømmen Glacier (Rignot and Mouginot, 2012). Loss of the
floating tongue of Zachariæ Isstrøm has already led to ice flow acceleration and
increased mass loss (Mouginot et al., 2015). Consequently, it is expected and
projected that NEGIS will contribute significantly to sea-level rise in the future
(Khan et al., 2014), highlighting the importance of understanding the general
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Figure 6.1: Surface ice flow velocity map of the Greenland Ice Sheet (Joughin et al.,
2018). The box in the overview map (upper left corner) marks the boundaries of the
main figure showing northeast Greenland and the Northeast Greenland Ice Stream
(NEGIS), which drains into the three major outlet glaciers, namely Nioghalvfjerdsbrae
(79°N Glacier, 79NG), Zachariæ Isstrøm (ZI) and Storstrømmen Glacier (SG). The
location of the EastGRIP drill site is denoted by the black triangle.

ice-flow dynamics and its driving mechanisms.
One hypothesis for the genesis of NEGIS is locally increased basal melting at
the onset area that enables and enhances basal sliding (Fahnestock et al., 2001a;
Christianson et al., 2014; Franke et al., 2021) and forms a subglacial hydrological
system. The coupling with basal sliding is facilitated via the water pressure, so
that the sliding velocity rises with increasing water pressure (e.g. Beyer et al.,
2018; Smith-Johnsen et al., 2020a). However, little is known about the amount
of subglacial water below the up to ∼ 3300 m thick ice sheet.
First estimates of basal melt rates by Fahnestock et al. (2001a) and later by
Keisling et al. (2014) and MacGregor et al. (2016) are based on the interpretation
of chronology in radiostratigraphy. All three studies found melt rates of 0.1 m a−1

and more – which is extremely large for inland ice. However, these estimates may
be prone to limited validity given the assumptions about the flow regime and
constant accumulation rate. The cause for such intensive melt was attributed
to a high geothermal heat flux which possibly originates from the passage of
Greenland over the Icelandic hot spot (Fahnestock et al., 2001a; Rogozhina et al.,
2016; Martos et al., 2018; Alley et al., 2019).
In order to directly observe, among other things, flow regimes and basal condi-
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tions of ice streams, an ice core is being drilled as part of the East Greenland
Ice-Core Project (EastGRIP) near the onset of the NEGIS. Here, surface veloci-
ties reach about 57 m a−1 (Hvidberg et al., 2020) and the NEGIS widens (Fig. 6.1).
Smith-Johnsen et al. (2020a) forced an ice model with a locally increased heat
flux below the EastGRIP drill site. They found that a heat flux of 0.97 W m−2

(corresponding to a basal melt rate of 0.1 m a−1; (Fahnestock et al., 2001a)) is
necessary to reasonably reproduce the velocities of NEGIS. By utilising a coupled
subglacial hydrology and ice sheet model, Smith-Johnsen et al. (2020b) demon-
strated the large impact of an uncertainty in geothermal heat flux on the flow
of NEGIS arising from the subglacial hydrological system and hence from basal
melting and water pressure, as well as from friction.
However, measurements with an adequate accuracy are still required to narrow
down the basal melt rates further. Here, we present the first estimates of basal
melt rates from repeated in situ phase-sensitive radar measurements from the
EastGRIP drill site and consider the contribution of different heat sources at the
ice base.

6.2 Data and methods

6.2.1 Instrument, data acquisition and processing

The autonomous phase-sensitive radio-echo sounder (ApRES; Brennan et al.,
2014; Nicholls et al., 2015) is a low-power, ground-based radar that allows mea-
surements to be carried out autonomously with a selected interval over long pe-
riods of time. By analysing the phase shifts of the return signals, the vertical
displacements of internal reflections and of the base can be precisely determined
in millimetre range. Thus, the ApRES is often used to determine Lagrangian
basal melt rates and their temporal variability of ice shelves (e.g. Stewart et al.,
2019; Washam et al., 2019; Vaňková et al., 2020). In order to derive an annual
mean basal melt rate at the EastGRIP drill site, we deployed an ApRES within
a near-surface trench (Fig. 6.1). The ApRES performed a measurement once a
day during winter from 08/2017 – 04/2018 and 08/2018 – 05/2019.
In the following, we shortly describe the theory of operation of the ApRES and
the signal processing, whereas a more detailed description is given by Brennan
et al. (2014), Nicholls et al. (2015) and Stewart et al. (2019). Within a single
measurement, the ApRES transmits a sequence of 100 chirps, each with a duration
of 1 s in which the frequency of the transmitted electromagnetic wave is increased
from 200 to 400 MHz. After reflection, the received signal is mixed with a replica
of the transmitted signal and sampled with 40 kHz (Nicholls et al., 2015). Since
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the frequencies of the resulting deramped signal are related to the two-way travel
time, a spectral analysis needs to be done in the processing to obtain depth profiles
of the amplitude and phase. For the conversion from travel time to depth, we
used a vertical propagation velocity of 168, 914 km s−1 according to the relative
permittivity of εr = 3.15 (Fujita et al., 2000). Prior to the spectral analysis, the
performed chirps were averaged to increase the signal-to-noise ratio. However,
due to weak reflections in the lower part of the ice, the signal-to-noise ratio is
reduced. As a consequence, no reliable analysis of the data is possible below the
noise level depth limit of ∼ 1450 m, with the exception of the basal return. Next,
we present how we derive basal melt rates from the radar data.

6.2.2 Ice thickness evolution

The method we use to derive a basal melt rate is based on the ice thickness
evolution equation that is valid in both, the Eulerian and Lagrangian reference
systems:

∂H

∂t
= −div Q + as − ab (6.1)

with the ice thickness H, the time t, the volume flux Q, the surface mass balance
as and the basal melt rate ab (positive for melting) (e.g. Greve and Blatter,
2009). Equation (6.1) states that a temporal change in ice thickness is caused by
a changing volume flux arising from deformation and accumulation or ablation
at the ice surface and base. It is worth noting that a basal melt rate larger than
the accumulation rate only leads to thinning of the glacier, if the volume flux
cannot supply sufficient ice to balance this out. The volume flux Q is defined as
the vertically integrated horizontal velocities vx, vy(x, y, z, t):

Q =
⎛⎝Qx

Qy

⎞⎠ =
⎛⎝∫︁H

0 vx dz∫︁H
0 vy dz

⎞⎠ , (6.2)

(Greve and Blatter, 2009), and it represents the ice thickness change due to defor-
mation and sliding and thus stretching or compression in the horizontal direction.
This may, for example, be due to changes in basal velocities or ice creeping across
a bedrock undulation. Using the continuity equation for incompressible materials,
div v = 0, and Leibniz’s integral rule, we can rewrite div Q as

div Q = ∂

∂x

∫︂ H

0
vx dz + ∂

∂y

∫︂ H

0
vy dz =

∫︂ H

0

∂vx

∂x
+ ∂vy

∂y
dz

=
∫︂ H

0

∂vz

∂z
dz =

∫︂ H

0
ε̇zz dz

(6.3)
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with ε̇zz the vertical strain rate ε̇zz = ∂vz/∂z.
The recorded ApRES time series allows for a precise estimation of changes in ice
thickness ∆H from the vertical displacement of the basal reflector and of inter-
nal layers from consecutive measurements. However, applying the ice thickness
evolution equation (Eq. 6.1) to the ApRES measurements requires some mod-
ifications. Since the ApRES is located within a trench below the surface, the
’measured ice thickness’ H is defined as the range between the ApRES and the
ice base. The total ice thickness – the range from the surface to the ice base
– is about 7 to 8 m thicker and includes the upper firn and snow layers. Thus,
∆H is independent of the surface mass balance, as = 0 m a−1, but influenced by
firn densification that significantly affects the vertical displacement in the upper
∼ 100 m. As this is not considered in Eq. (6.1), we add the term ∆Hf/∆t to
correct for the densification process below the ApRES.
Equation (6.3) states that the divergence of the volume flux in Eq. (6.1) can
be expressed by the depth-integrated vertical strain rate. However, we derive
vertical displacements uz from ApRES measurements instead of vertical velocities
vz. Thus, we can calculate strain εzz = ∂uz/∂z for a time period of ∆t. Therefore,
Eq. (6.3) needs to be reformulated as

∫︂ H

0
ε̇zz dz = 1

∆t

∫︂ H

0
εzz dz = ∆Hε

∆t (6.4)

with the change in ice thickness due to vertical strain ∆Hε. Finally, the modified
ice thickness evolution equation can be written as

∆H
∆t = ∆Hf

∆t + ∆Hε

∆t − ab . (6.5)

All three quantities ∆H, ∆Hf and ∆Hε, which are needed to derive ab, are
described by vertical displacements and hence by the radar measurement itself in
a consistent manner.

6.2.3 Derivation of basal melt rates

In order to derive vertical displacements of internal layers and of the basal return
from the ApRES time series, we slightly modified the processing of Vaňková et al.
(2020) (details below). Both methods are based on phase differences estimated
from cross-correlation of the repeated measurements.
Firstly, we divided the depth profile into 6 m segments with a 3 m overlap from a
depth of 20 m below the antennas to 20 m above the ice base and a wider segment
of 10 m (-9 to +1 m) around the basal return, characterised by a strong increase
in amplitude. In order to derive vertical displacements, each depth segment of
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the first measurement (t1) was cross-correlated with the same segment of each
repeated measurement (ti). This is in contrast to Vaňková et al. (2020), who
derived displacements from pairwise time-consecutive measurements (ti−1 – ti).
The lag of the minimum mean phase difference obtained from the cross-correlation
gives the cumulative displacement at the given depth. The range of expected lag
was limited by the estimation to the previous measurement (t1 – ti−1). This results
in a time series of displacements for each segment individually. The vertical
displacement of the basal segment is the change in the measured ice thickness
∆H.
Next, we estimate the vertical strain εobs

zz and quantify ∆Hf as well as ∆Hε based
on a regression analysis of the vertical displacements. To avoid influences of
firn densification on the determination of εobs

zz , we excluded all segments above a
depth of 250 m (∼ 9% of all segments). In addition, segments below the noise-
level depth limit of h ≈ 1450 m (where noise prevents an unambiguous estimation)
were excluded (∼ 45% of all segments). Furthermore, outliers were filtered out
(∼ 7%). We found a linear fit uz(z) of

uz(z) = εobs
zz · z + ∆Hf , 250 m ≤ z ≤ h (6.6)

that best matches the cumulative vertical displacements of the remaining ∼ 400
segments within the ice. The gradient of this fit is εobs

zz , and the shift between the
intercept at the depth of the ApRES and ∆H is ∆Hf . However, εzz for z ≥ h

is unknown. Here, we used two scenarios to estimate ∆Hε (Fig. 6.2, Appendix
Fig. 6.5). First, we assumed that εzz is constant with depth:

εconst
zz (z) = εobs

zz , 0 ≤ z ≤ H (6.7)

As a second scenario, we used a vertical strain distribution (εsim
zz ) obtained from

an ice sheet model based on inverse surface flow velocities (Rückamp et al., 2020).
Here, εsim

zz increases with depth and reaches values of roughly twice εobs
zz at the

base.
In order to be less dependent on a single measurement, we compute for each
of the last 65 days (records; roughly 25% of the measurements) of a year an
annual melt rate and compute from these 65 melt rate estimates a mean annual
value by averaging. Finally, ∆Hε was derived from Eq. (6.4) for the two vertical
strain distributions (∆Hconst

ε , ∆Hsim
ε ), and the basal melt rate ab from Eq. (6.5).

Given errors are based on the standard deviation of the estimates based on the
considered 65 measurements and a 1% uncertainty in the signal propagation speed
in ice (Fujita et al., 2000). For visualisation, we calculated the cumulative vertical
displacement referenced to the ice base (Fig. 6.2).
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6.3 Results

The analysis of the 2017/18 ApRES time series revealed a measured ice thickness
(distance between radar and ice base) of roughly 2668 m at the EastGRIP drill
site with an annual mean change of −0.471 m a−1 (Table 6.1, Fig. 6.2). The firn
densification – the intercept (see Fig. 6.2) of the linear fit at z = 0 m (the elevation
of the ApRES) – occurring below the radar is 0.074 m a−1. We derived a vertical
strain of εzz = −0.068 × 10−3 from reliable estimates of vertical displacements
feasible to a depth of 1450 m. The dynamic thinning of the ice derived from the
two scenarios ranges from −0.181 m a−1 (∆Hconst

ε ) to −0.194 m a−1 (∆Hsim
ε ). This

results in a basal melt rate of 0.210 ± 0.015 m a−1. The numbers derived from
the time series recorded in 2018/19 differ slightly (Table 6.1, Appendix Fig. 6.6).
The annual mean change in measured ice thickness is 27 mm (or 6%) lower and
the firn densification 15 mm (or 20%) larger compared to the values derived in
2017/18. The resulting basal melt rate of 0.167 ± 0.018 m a−1 is ∼ 20% lower
than the year before. Finally, we derive an averaged melt rate over both years of
0.19 ± 0.04 m a−1.

Table 6.1: Results for measured ice thickness change (∆H), firn densification (∆Hf ),
vertical strain (εzz), dynamic ice thickness change obtained from a constant vertical
strain (∆Hconst

ε ) and a simulation (∆Hsim
ε ) and basal melting (ab) for both time series

projected to 365 days. Negative values contribute to the thinning of the ice column,
whereas a positive melt rate represents melting.

Year ∆H (m) ∆Hf (m) εzz (×10−3) ∆Hconst
ε (m) ∆Hsim

ε (m) ab (m a−1)

2017/18 −0.471 ± 0.008 −0.074 ± 0.001 −0.068 ± 0.001 −0.181 ± 0.001 −0.194 ± 0.001 0.210 ± 0.015

2018/19 −0.444 ± 0.006 −0.089 ± 0.002 −0.068 ± 0.002 −0.182 ± 0.005 −0.195 ± 0.005 0.167 ± 0.018

6.4 Discussion

We used estimated vertical displacements from the upper half of the ice column to
estimate the dynamic thinning, since noise prevents an unambiguous estimation
of the vertical strain for the lower half. To cover a range of variations in the
dynamic thinning, we used two different scenarios for vertical strain distribution.
The resulting dynamic thinning of the simulated vertical strain and the constant
strain differ only slightly. However, we cannot exclude the possibility that larger
strain values are reached at the base, which would lead to an overestimation of the
basal melt rates. In the case of a non-existing melt rate, the dynamic thinning
of the lower half of the ice column would be, on average, more than 4 times
as large as the one of the upper half. However, a strong increase is not found
in higher-order ice sheet simulations (Rückamp et al., 2020). A frequently used
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Figure 6.2: Derived vertical displacements uz of the depth of the ApRES (∆H; blue
dot) and of selected internal layers referenced to the ice base from the 2017/18 ApRES
time series. Derived displacements used for melt rate estimations are marked by red
dots and of layers within the firn by grey dots. The estimated displacements between
a depth of 250 m and h are used to calculate a linear fit (solid black line), the gradient
of which is the vertical strain. Extrapolations to the bottom are shown by the dashed
lines. The offset at the ice base is caused by basal melting and the difference between
the intercept of the linear fit at z = 0 m and ∆H is the firn compaction.

strain distribution (e.g. Fahnestock et al., 2001a; Keisling et al., 2014; MacGregor
et al., 2016) that takes into account deviating strain within a shear zone is the
Dansgaard–Johnsen distribution model (Dansgaard and Johnsen, 1969). As this
model assumes a linearly decreasing strain in the shear zone that reaches zero
at the ice base, the resulting basal melt rate at EastGRIP would be even larger.
However, the Dansgaard–Johnsen model represents a no-slip boundary condition
at the ice base. As this is an unrealistic assumption in an ice stream, we did not
consider the Dansgaard–Johnsen model further.

The derived vertical strain is based on more than 300 vertical displacements
estimated between the firn–ice transition and about 1450 m. In contrast, the
estimation of the displacement of the basal return is based on the phase shift of
only one segment around the basal return, slightly above the noise level. This
makes the determination more prone to errors. Instead of comparing the first
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measurement (t1) with all repeated measurements (ti), the pairwise comparison of
time-consecutive measurements (ti−1 and ti), as shown by Vaňková et al. (2020),
leads to a lower thinning rate of ∆H in 2017/18 than in 2018/19 (−0.441 ±
0.004 m a−1 in 2017/18, −0.467 ± 0.009 m a−1 in 2018/19). Thus, the variability
found is not necessarily a variability of the ice sheet system but can rather be
influenced by the methodology.
A variation in the selected depth limit of densification, to exclude segments af-
fected by densification, causes slight changes in vertical strain and thus in basal
melt rate on the order of millimetres. However, we observed an increased den-
sification rate within the considered 65 records. The increased densification can
possibly be a result of increased load from the camp at the surface.
Our derived basal melt rate of 0.19 ± 0.04 m a−1 is above previous estimates from
airborne radar measurements. Fahnestock et al. (2001a) and MacGregor et al.
(2016) found melt rates on the order of 0.1 m a−1 in the vicinity of the EastGRIP
drill site but larger melt rates of > 0.15 m a−1 further upstream in the onset
region of NEGIS. Both studies used a constant vertical strain over depth where
basal melting occurs. Smith-Johnsen et al. (2020a) found that basal melt rates
of 0.1 m a−1, derived from a heat flux of 0.97 W m−2, are needed at the location
of the EastGRIP drill site to reproduce the NEGIS in an ice sheet model.

6.4.1 Considerations of the energy balance at the ice base

In order to constrain the heat flux required to sustain the basal melt rates ab

derived in this study, we consider the energy balance at the ice base. As for any
surface across which a physical quantity may not be continuous, a jump condition
is formulated. In a typical continuum mechanical formulation, the jump ([[ψ]]) of
a quantity ψ is defined as [[ψ]] = ψ+ −ψ−, meaning the difference in the quantity
ψ across the interface (Greve and Blatter, 2009). The jump condition of the
energy at the ice base reads as

[[q · n]] − [[v · t · n]] + [[ρi
(︂
u+ 1

2v2
)︂

(v − w) · n]] = [[q · n]] − [[v · t · n]] + ρi ab [[u]] = 0,
(6.8)

with the heat flux q, the velocity v, the velocity of the singular surface w, the
normal vector n pointing outwards from the ice body, the Cauchy stress t, the ice
density ρi and the internal energy u (Greve and Blatter, 2009). The jump of the
heat flux [[q · n]] becomes (qgeo + qsw) · n − κ(T ) gradT , with qgeo the geothermal
heat flux and qsw the heat flux from subglacial water with a temperature above
pressure melting point, T temperature and κ thermal conductivity. For the jump
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in work of surface forces we find

[[v · t · n]] = vsw · tsw · n − vi
b · ti · n, (6.9)

with tsw the Cauchy stress of the subglacial water side of the singular surface, vi
b

the ice velocity and ti the stress field of the ice at the base.
We split the traction vector of the subglacial water into a normal and tangential
component, with the water pressure psw and the stress in the normal direction.
Following the same approach as at an ice shelf base (Greve and Blatter, 2009),
we employ an empirical relation

tsw · n = −pswn + C i/swρsw|vsw|2et, (6.10)

with et = vsw/|vsw| and et ⊥ n. The drag coefficient at the underside of the
ice is C i/sw, similar to the Manning roughness is taken into account in subglacial
conduits. So the part of the subglacial water becomes

vsw · tsw · n = −pswvsw · n + vsw · C i/swρsw|vsw|2et = −pswvsw
⊥ + C i/swρsw|vsw

‖ |3,
(6.11)

with vsw
⊥ and vsw

‖ the normal and tangential velocity of the subglacial water,
respectively. This formulation is quite similar to the treatment of the jump
condition at an ice shelf base. For the traction vector at the ice base, we follow
the same procedure and find

ti · n = −Nn + τ bet, (6.12)

with N the normal component and τ b the component in the tangential plane.
For vi

b · ti · n we find

vi
b · ti · n = −Nvi

b · n + τ bvi
b · et. (6.13)

With the jump of the internal energy [[u]] = L, we can reformulate Eq. (6.8) to

qgeo
⊥ + qsw

⊥ = ρi ab L+ κ(T ) gradT + pswvsw
⊥ − C i/swρsw|vsw

‖ |3 −Nvi
b · n + τ bvi

b · et.

(6.14)

The tangential components C i/swρsw|vsw
‖ |3 and τ bvi

b ·et are frictional heating and
dominate the contribution of heat arising from work of surface forces. They need
to be seen as two end members of the system: either the ice is only in contact
with a thick subglacial hydrological system, in which case C i/swρsw|vsw

‖ |3 is active,
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Figure 6.3: Sketch of the energy balance at the ice base. Thermal components are
coloured in orange, and mechanical components are in blue-purple colour. For a detailed
explanation see the main text.

or the subglacial hydrological system is permanently in contact with a lubricated
base, in which case the second term τ bvi

b · et is governing. The components are
visualised in Fig. 6.3.
Next, we aim at constraining the individual terms for which we use the following
material parameters: ρi = 910 kg m−3, the latent heat of fusion, L = 335 kJ kg−1,
and the thermal conductivity for ice at the pressure melting point of 270.81 K
κ(270.81 K) = 2.10 W m−1 K−1 (Greve and Blatter, 2009).
We consider three scenarios: (i) there is only temperate ice that is melting, (ii)
heat is required to warm the ice to the pressure melting point and (iii) friction at
the base contributes significantly to basal melting. (i) For temperate ice and no
heat arising from work of surface forces, we find a melt rate of at least 0.19 m a−1

to correspond to a heat flux of 1.84 W m−2. (ii) Considering gradT to be less
than 10−1 K m−1, this increases the required heat flux from scenario (i) by up to
0.21 W m−2, as this additional heat is required to warm the ice to the pressure
melting point.
(iii) Heat arising from work of the surface forces may, however, reduce the required
heat flux into the ice to melt this amount of ice. To this end, we need to estimate
the magnitude of the components of the stress tensors.
We assume that the normal stress component N is hydrostatic and bridging
stresses to be negligible. With a mean density of ice of 910 kg m−3 we find pi =
23.8 MPa. The normal velocity is of the order of the basal melt rate v⊥

b ≈
−0.2 m a−1 by assuming the velocity of the interface (w) to be zero. The normal
component of the ice side is then on the order of 0.15 W m−2. For the tangential
components of the ice side, we consider the shear stress at the base to be τ b ≈ 1
to 100 kPa. This compares to basal shear stress found by Rückamp et al. (2020)
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Figure 6.4: Magnitude of terms in the energy jump condition at the ice base. (a)
Contribution of work of surface forces in the normal direction from water pressure
(lines) and ice overburden pressure (dots). (b) Contribution of work of surface forces
in the tangential direction from friction on the subglacial water. (c) Contribution of
work of surface forces in the tangential direction from friction on the ice side.

of 50 kPa. To constrain the sliding velocity, we assume it to be maximum the
surface velocity of 57 m a−1 and minimum half of the surface velocity. This leads
to a tangential component on the ice side to be up to 0.15 W m−2 (Fig. 6.4).
Next, we constrain the normal component of the subglacial water pswvsw

⊥ . A water
pressure of 10 to 23 MPa is consistent with subglacial hydrological modelling
(Beyer et al., 2018; Smith-Johnsen et al., 2020a). Assuming the normal velocity
to be at most as large as the basal melt rate, we find the range of this term to be
between 0.05 and 0.12 W m−2 (Fig. 6.4). The tangential component C i/swρw|vsw

‖ |3

needs an assumption on the roughness C i/sw, for which we consider a range from
the roughness of the ice shelf base of 10−3 to a maximum roughness 10 times as
large.
The motivation for this is that ice shelf roughness is governed by convection cells
at the interface, whereas in the inland ice, the interaction with the bedrock may
lead to a larger roughness. As nothing is known about the shape of the sub-
glacial conduit, the range of velocity cannot be constrained well. We consider
a speed similar to the one of the ocean 0.1 m s−1, but as surface rivers easily
reach 1.0 m s−1, we take this as an upper limit (Fig. 6.4). Thus, the contribu-
tion of friction to the energy available for basal melting may account for at least
∼ 0.20 W m−2, with the potential to be far larger based on the assumptions we
made.

To summarise, the jump in the tangential component (friction) has the potential
to govern the heat budget, depending on flow speeds in subglacial water and
roughness of the ice base, as can be seen in Fig. 6.4. However, assuming the
geothermal heat flux to be on the order of O(qgeo) ≈ 0.25 W m−2 makes evident
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that the key player in facilitating such high melt rates is the subglacial water
system, which may supply the ice base with an additional heat flux.
We have focused our consideration on the interface between a subglacial water
layer and the ice, as this drives the basal melt rate. However, observations of
Christianson et al. (2014) highlight the existence of a wet till layer beneath the
ice stream. Depending on the thickness of the water layer, the velocity and
pressure of the water, and the porosity of the till layer, complex interaction
between the till and water may arise, too. Kutscher et al. (2019) present high-
resolution simulations of a comparable system that highlight the importance of
studying this interface as well. To date, it is unclear which vertical extent of the
water layer is required to decouple the interaction of a water–till interface from
the ice–water interface and thus the influence on the basal melt rate.
Large basal melting mainly affects basal sliding, as it increases the effective normal
pressure. Considering sliding to be the dominant part of ice stream motion, large
basal melt rates are also plausible in the respect that the subglacial hydrological
system needs to be sustained over time, and hence creep closure of cavities or
conduits needs to be balanced by melting.
Future measurements at EastGRIP after successful completion of the drilling to
the ice base will shed more light on the sliding speed and may also provide more
information on the characteristics of the subglacial hydrological system. This will
enable the community to put our melt rate estimates into further context.

6.5 Conclusion

We estimated annual mean basal melt rates at the EastGRIP drill site from
time series of high-precision phase-sensitive radar measurements. We derived the
change in the measured ice thickness, thinning from firn densification occurring
below the instrument and the vertical strain in the upper 1450 m of the roughly
2668 m thick ice. Two different scenarios for vertical strain distribution were used
to quantify a plausible range of dynamic thinning. Thus, we derived an averaged
melt rate of 0.19 ± 0.04 m a−1. We are aware that these melt rates require an
extremely large amount of heat that we suggest to arise from the subglacial wa-
ter system and the geothermal heat flux. However, these melt rates are based
on measurements with a modern ice-penetrating radar whose penetration depth
is limited due to transmitting power. Thus, no assumptions on past accumula-
tion rates or other uncertainties in age reconstruction are involved. Our major
uncertainty is the vertical strain in the lower part of the ice stream. This could
be overcome if a more powerful radar with a similar vertical resolution could be
operated autonomously over several months.
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6.6 Appendix

6.6.1 Additional figures of ApRES processing
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Figure 6.5: Observed vertical strain distribution (solid black line) and different ex-
tensions to the ice base (dashed lines) for two scenarios based on a constant (dashed
black line), and a simulated (Rückamp et al., 2020, dashed orange line) distribution.
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Figure 6.6: Derived vertical displacements uz of the depth of the ApRES (∆H; blue
dot) and of selected internal layers referenced to the ice base from 2018/19 ApRES
time series. Derived displacements used for melt rate estimations are marked by red
dots and for layers within the firn by grey dots. The estimated displacements between
a depth of 250 m and h are used to calculate a linear fit (solid black line), the gradient
of which is the vertical strain. Extrapolations to the bottom are shown by the dashed
lines. The offset at the ice base is caused by basal melting, and the difference between
the intercept of the linear fit at z = 0 m and ∆H is the firn compaction.

Data availability

Raw data of the ApRES measurements (https://doi.org/10.1594/PANGAEA.
931018; Zeising and Humbert, 2021a) are available at the World Data Center
PANGAEA.
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Abstract

The 79°N Glacier (Nioghalvfjerdsbrae) is the largest of the three remaining float-
ing ice tongues of outlet glaciers in Greenland. We conducted high-resolution
in-situ observations of basal melting and found off-nadir melt rates of up to
144 ± 2 m a−1 right at the transition from inland to the hinge zone. Within
this zone, basal melt rates declined. We found evidence for deepening of basal
channels in conjunction with a surface elevation reduction near the grounding
line in recent years. This can likely be linked to prominent supraglacial lakes,
suggesting glacier hydrology to be an important factor for ice tongue stability in
the future. Year-round time series show reduced basal melt rates from mid 2018
on, potentially attributed to a weaker inflow of AIW into the cavity below 79NG.

7.1 Introduction

Floating ice tongues are of particular importance for regulating ice-sheet dis-
charge due to their potential buttressing effect (Joughin et al., 2004, 2008, 2014,
2020; Rückamp et al., 2019). One of the three remaining floating tongues in
Greenland is the one of Nioghalvfjerdsbræ (79°N Glacier, 79NG). Together with
its neighbouring Zachariæ Isstrøm (ZI) it is the main outlet glacier of the North-
east Greenland Ice Stream (Fig. 7.1a), the largest ice stream of the Greenland Ice
Sheet (Fahnestock et al., 2001b). Their drainage basins cover 11% of the ice sheet
area and hold the potential to raise global mean sea level by 1.1 m (Krieger et al.,
2020a). After the collapse of ZI’s floating tongue in 2002, the glacier has acceler-
ated by 50% and thinned by more than 2 m a−1 (Helm et al., 2014; Khan et al.,
2014; Mouginot et al., 2015). Although the nearby ZI has lost nearly its entire
floating part, 79NG is still remarkably stable with only minor acceleration rates
(Mouginot et al., 2015). Its stability is attributed to pinning points at the calving
front (Thomsen et al., 1997), lateral resistance from shear margins (Mayer et al.,
2000; Rathmann et al., 2017; Mayer et al., 2018) and confinement of the glacier
leading to lateral compression (Fig. 7.1b). However, thinning has occurred during
the last two decades (Helm et al., 2014; Mouginot et al., 2015; Mayer et al., 2018;
Kjeldsen et al., 2015). Warm ocean water was found in fjords around Greenland
(Holland et al., 2008; Straneo et al., 2012), giving rise to the hypothesis that it
enhances basal melting, which eventually leads to disintegration and retreat of
the floating ice tongues (Motyka et al., 2011). However, the supply of freshwater
from glacier surface melting was found to alter circulation in fjords and basal
melting of glaciers (Straneo et al., 2016). In the future, submarine melt rates are
expected to increase most pronouncedly in the northeastern part of Greenland
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towards the end of the 21st century (Slater et al., 2020). The role of the ocean
in that is not yet fully constrained: Warm (> 1 ◦C) Atlantic Intermediate Water
(AIW) was found to be present in the ocean cavity below 79NG’s floating tongue
(Straneo et al., 2012; Wilson and Straneo, 2015; Lindeman et al., 2020). The
observed oceanic heat transport into the sub-ice cavity (Schaffer et al., 2020) has
been suggested to maintain intense basal melting (Mayer et al., 2018; Lindeman
et al., 2020; Schaffer et al., 2020). Observations of basal melt rates are thus a key
ingredient to understand the dynamics of the system.
Attempts have been made to estimate basal melt rates indirectly by using satellite
observations (Rückamp et al., 2019; Moholdt et al., 2015; Schodlok et al., 2016;
Wilson et al., 2017), although these methods are accompanied with considerable
uncertainties and limited to freely floating parts. In the ∼ 4 km wide hinge zone
of 79NG between the grounding line (defined as the upper flexure limit) and the
lower flexure limit, higher basal melt rates occur due to thick and temperate ice
getting into contact with warm ocean waters. As the magnitude of basal melt
rates as well as their variability on spatial and temporal scales, are still unknown,
this is a major objective of our study. We use in-situ radar measurements to
derive basal melt rates focusing on the hinge zone of 79NG. The basal geometry of
floating tongues is known to be largely controlled by basal melt rates. Therefore,
we first give an overview of the ice thickness distribution and its recent changes
detected by radar and satellite observations.

7.2 Data and methods

We acquired airborne and ground-based radar measurements at the 79NG under
the framework of the Greenland Ice Sheet – Ocean Interaction (GROCE) project.
In order to obtain a spatial distribution of basal melt rates, we performed a repeat
survey of Lagrangian phase-sensitive radar (pRES) measurements in July 2017
and 2018. The majority of the measurement locations were distributed within
8 km distance from the grounding line (Fig. 7.1b). Additionally, we operated
four autonomous pRES stations (ApRES1–3) moving with the ice to derive year-
round time series in Lagrangian reference. In Summer 2018, we relocated the
ApRES2 to its starting position from 2016 in order to repeat the measurements
on the same flowline. These stations are labelled as ApRES2a (2016–2018) and
ApRES2b (2018–2019). The airborne radar measurements were performed in
April 2018 with the ultra-wideband (UWB) radar in order to derive the basal
geometry of the 79NG. A data set with which the UWB derived geometry is
compared was recorded with the Alfred Wegener Institute’s (AWI’s) radio-echo
sounding airborne system (RES) in 2015. Additionally, we generated 93 Digital
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Figure 7.1: Basal melt rate distribution (2017 – 2018) and airborne radar
profiles (2015 and 2018) at the floating tongue of 79NG. (a) Map of north-
ern Greenland with drainage basins (black lines) of 79NG and Zachariæ Isstrøm (ZI)
(Krieger et al., 2020a) and surface velocities (Joughin et al., 2018) showing the North-
east Greenland Ice Stream (NEGIS). (b) Sentinel-2 mosaic of 79NG with basal melt
rates derived from in-situ measurements in 2017 and 2018 (box in (a)). (c) Enlarge-
ment of the 79NG hinge zone (box in (b)) showing nadir and off-nadir basal melt rates
with paths of Lagrangian measurement location or scattering area (off-nadir based melt
rates) between July 2017 and July 2018. White stars mark the starting and black stars
the ending position of ApRES stations. UWB profiles from 2018 are represented by
solid black lines, the RES profile from 2015 by a dotted line.

Elevation Models (DEMs) from bistatic TanDEM-X SAR interferometry following
the methods described by Neckel et al. (2013), in order to obtain a time series of
surface elevations.

7.2.1 Phase-sensitive Radio Echo Sounder (pRES)

The phase-sensitive radio echo sounder (pRES), developed at the British Antarc-
tic Survey, is a frequency-modulated continuous wave (FMCW) radar, trans-
mitting chirps with a frequency bandwidth of 200 MHz and a centre frequency of
300 MHz (Brennan et al., 2014; Nicholls et al., 2015). Mean annual melt rate esti-
mates are based on repeat measurements using 100 chirps. An autonomous pRES
(ApRES) station consists of a pRES with two bow-tie antennas and recorded 20
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chirps with a measuring interval between one and six hours. For processing the
data, we calculated pairwise correlation coefficients of all chirps, rejected chirps
with low correlation coefficients and stacked the remaining ones. We followed
Brennan et al. (2014) for processing to get amplitude- and phase-depth profiles.
To transform two-way travel time to depth, we used a propagation velocity for
the electromagnetic wave of 168.914 mµs−1 that refers to a relative permittivity
of εr = 3.15 for pure ice.
Figure 7.2a shows the resulting echograms of the measurements performed at
ApRES2a (Appendix Figs. 7.12–7.14 show the echograms of ApRES1, ApRES2b
and ApRES3). The ice base is assumed to be responsible for strong peaks in the
radar signal due to a high contrast in relative permittivity between ice and sea
water. In case of a flat ice base, the nadir reflection has the shortest two-way
travel time (TWT) of all basal reflections in a radius defined by the antenna
beamwidth. However, basal channels consist of steep basal gradients that cause
off-nadir reflections which might appear before the nadir basal return. Figure 7.2a
reveals such a complex base with several (off-nadir) basal returns and crossing
reflections. Furthermore, it shows melt water intrusions in summer and artefacts
from signal clipping.

Basal melt rates from ApRES time series

The calculation of basal melt rates follows previously described methods (Corr
et al., 2002; Jenkins et al., 2006; Stewart et al., 2019). Several quantities cause
changes to the measured ice thickness H within the time period ∆t: ablation
∆Hs, vertical strain ∆Hε and basal melting ∆Hb

∆H
∆t = ∆Hs

∆t + ∆Hε

∆t + ∆Hb

∆t (7.1)

(e.g. Vaňková et al., 2020; Zeising and Humbert, 2021b). The basal melt rate ab

is then defined as
ab = −∆Hb

∆t . (7.2)

With ApRES time series, all of these quantities can be estimated in order to
obtain the basal melt rate. The above stated equations give the basal melt rate
from nadir changes in ice thickness. However, if off-nadir basal reflections are
taken into account for the melt rate estimate, the method needs to be adjusted
as Vaňková et al. (2021) shows.
Since the calculation is based on the detection of vertical displacement of layers,
we divided the first echogram in 6 m long segments with 5 m overlap starting at
a depth of 20 m. For each segment we derived displacements from complex cross-
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correlation of the phase of all pairwise time-consecutive measurements (Stewart,
2018; Vaňková et al., 2020). Afterwards, we calculated the daily mean values of
the displacements.
In a first step, we used the time-mean vertical displacement of internal reflectors
to calculate the vertical strain profile by following Vaňková et al. (2021). Here
only those segments between 20 m below the surface and 20 m above the first basal
return were considered (Fig. 7.2b,c). The vertical strain is the depth derivation
of the vertical displacement uz

εzz = ∂uz

∂z
, (7.3)

which we derived from a linear fit that best matches the vertical displacements.
Although one of the ApRES stations was located within the hinge zone in which
bending might affect the strain distribution (Jenkins et al., 2006; Vaňková et al.,
2021), non of the displacement distributions indicated a deviation from a linear
function over depth.
The change in ice thickness is only affected by the vertical strain for a nadir basal
reflection. However, the displacement of off-nadir reflectors has additionally a
horizontal component. To compensate for the vertical and horizontal deforma-
tion, we use the equation

∆Hα
ε =

√︄
(x0(1 + pεx))2 +

(︃
z0 +

∫︂ z0

0
εzz dz

)︃2
−
√︂
x2

0 + z2
0 , (7.4)

which is slightly modified from the equation given by Vaňková et al. (2021). This
equation gives the change in ice thickness due to strain ∆Hα

ε for a reflector at
(x0, z0) that is viewed at an angle α. It assumes that ice is incompressible and
that the deformation takes place along the vertical (z) and only one horizontal
(x) dimension, so that εzz = −εxx (Vaňková et al., 2021). The factor p ranges
from 0 to 1 and represents whether the reflector and the ApRES are in line with
the horizontal deformation (p = 1) or orthogonal to it (p = 0). As the relative
position of the basal reflectors is unknown, we estimate the maximum range of
∆Hα

ε for different α. From the range of a basal reflector R, the relative location
can be derived from x0 = sinαR and z0 = cosαR. For a nadir return at which
α is zero, we obtain

∆H0
ε =

z0∫︂
0

εzz dz (7.5)

and for a maximum of α = 30° (Brennan et al., 2014), we derived ∆H30
ε from

Eq. 7.4. Finally, we averaged both values to obtain ∆Hε and consider the range
of possibilities for different α within the uncertainty.
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Figure 7.2: ApRES2a echograms. (a) Time-echogram of a Lagrangian mea-
surement at ApRES2a recorded between September 2016 and July 2018. (b) Single
echograms from 01 September 2016 (first measurement), 01 September 2017 and 28
July 2018 (last measurement), smoothed with a 5 m moving average filter. The blue
shaded range corresponds to the displacement of the first basal return within the mea-
surement period. Yellow shaded ranges mark depth of radar artefacts. (b) Mean vertical
displacement of internal and basal segments (grey dots). The grey shaded area marks
the range between the 25% and 75% quantile. Those displacements from segments
between 20 m and 20 m above the first basal return at the end of the measurement
period (red dots) were used to derive the change in ice thickness due to vertical strain
by fitting a linear function (black line). Displacements of segments within the blue
shaded range are partly from internal and party from basal reflections.

Next, we use the displacement time series of the segment centered at a range
of 100 m (u100

z ) to correct for ablation. Since the ice above is affected by strain
thinning/thickening, we subtract this contribution from the displacement:

∆Hs = u100
z −

∫︂ 100

0
εzz dz. (7.6)

Since melt water intrusions affect the amplitude- and phase-signals significantly,
they can prevent a reliable determination of the displacements. Thus, some mea-
surements were rejected from the melt rate analysis.

To finally derive the basal melt rate, Vaňková et al. (2021) subtracted ∆Hε and
∆Hs from the displacement of a basal reflector and corrected for off-nadir reflec-
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tions
aα

b = −∆H − ∆Hε − ∆Hs

∆t cosα . (7.7)

Here, cosα is an approximation that corrects for small displacements viewed at
an angle α to nadir. Since α is still unknown, we use again the range from 0° to
30° and averaged the melt rates. In this way, we calculated basal melt rates for
all segments within a range of 50 m below the first basal return. This range was
chosen since all strong basal reflections occurred in within 50 m. We averaged the
melt rate within this range in order to derive a time series of basal melt rates.
To represent the variability within a time series, we calculated the median melt
rate next to the 25%, 75% and 95% quantile for each time step. Afterwards, a
7-day moving average filter was used to smooth the time series.
The largest uncertainty arises from the unknown angle α, which is roughly 7.5%
of the melt rate, and from the ∼ 1% inaccuracy of the signal propagation speed
in ice (Fujita et al., 2000). Other contributions are comparatively small, since
displacements could be derived reliably with an accuracy in millimetres range.
Overall, the uncertainty is rather large with ∼ 10%.

Basal melt rates from single-repeated pRES measurements

The ApRES time series allow the determination of displacements of the basal
return from cross-correlations. This method cannot be used for single-repeated
measurements due to the high melt rates and the occurrence of off-nadir re-
flections. Therefore, two criteria were chosen to distinguish between nadir and
off-nadir returns: (1) The ice base – ice surface – ice base multiple is assumed to
be the strongest for the nadir reflection. The reflected energy from a far off-nadir
reflection will be mostly reflected in the opposite direction in case of a flat ice
surface. Therefore, multiples from off-nadir reflections will be weaker compared
to nadir reflections. (2) Ice thickness distribution derived from UWB echograms
nearby the location of the pRES observations can reveal the ice thickness and
furthermore, give a hint for the origin of the recorded off-nadir reflection.
At stations where we could not distinguish reliably between a nadir and an off-
nadir reflection, we used the first significant increase in amplitude for ice thickness
calculation and interpret this as an off-nadir return. After identifying the basal
return in the echogram of the first and repeated measurement, a cross-correlation
of the amplitude and the phase of their basal segments was applied to estimate
∆H.
The estimation of vertical strain was not possible with single-repeated pRES
measurements due to low correlation of the amplitude profiles. Here, we used
vertical strain rates obtained from the Ice-Sheet and Sea-level System Model
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(ISSM; Morlighem et al., 2010; Larour et al., 2012). The simulation is based
on Rückamp et al. (2020), but uses a refined grid with ∼ 100 m spacing at the
grounding line and up to 3 km at the calving front of the 79NG. The model uses
the MEaSUREs velocity dataset (Joughin et al., 2016, 2018) and an inversion
approach with a higher-order Blatter-Pattyn-type approximation (Blatter, 1995;
Pattyn, 2003). In case we identified the nadir basal return in the repeated mea-
surement, we derived ∆Hε from Eq. 7.5. If an off-nadir basal return was selected
within the repeated measurement, we followed the processing described for the
ApRES time series and used Eq. 7.4 with α between 0° and 30° in order to derive
an average of ∆Hε. The surface ablation ∆Hs was derived from bamboo poles
deployed at each location (Zeising et al., 2020).

In both cases we calculated the basal melt rate without an off-nadir correction
(in contrast to the ApRES melt rate estimation)

ab = −∆H − ∆Hε − ∆Hs

∆t . (7.8)

In the event that an off-nadir basal return was selected (either in the first or repeat
measurement), the resulting ice thickness at the origin of the reflection in the
repeat measurement is overestimated and the difference in ice thickness between
both measurements is underestimated. In case one of the returns has been an
off-nadir return, a correction using cosα is not possible anymore. Nevertheless,
the derived basal melt rate underestimates the melt rate right at the location
of the first basal reflector of the repeated measurement (see Appendix 7.6.1 and
Figs. 7.10 and 7.11). This means that at some point in the vicinity (within a
radius of x0) of the pRES measurement, this or a higher melt rate exists. Still,
no constraint on the nadir melt rate can be achieved here.

The uncertainty in melt rate at a station at which nadir basal returns were used
for melt rate analysis, depends mostly on the accuracy of the ISSM derived strain
rate. From the misfit of the simulated velocity to those from MEaSUREs, we
estimate an uncertainty of the vertical strain rate of 10%. The uncertainty of the
surface ablation is on the order of 0.1 m and the one of the change in ice thickness
is 0.03 m. This results in an averaged uncertainty of 6% of the nadir melt rate or
0.78 m.

The largest contribution of the uncertainty of off-nadir melt rates comes from
the deviation from the mean of ∆H0

ε and ∆H30
ε . On average, the uncertainty of

the off-nadir melt rate makes about 5% or 2.36 m. In case of a misidentification
of the basal return, the error could become larger. Generally, we used the first
strong reflection that we referred to be reflected at the ice base to underestimate
the total thinning of the glacier. Here, a large error would occur, if a weak basal
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reflection was disregarded. To avoid this, we used additional information of the
glacial geometry from several UWB echograms, recorded in 2018. However, if
the first basal return was still unclear, we used a shallower, but more unlikely
reflection to still underestimate the ice thickness or, we rejected the measurement.

7.2.2 Ultra-wideband (UWB) airborne radar

The UWB is a multichannel coherent radar depth sounder consists of an eight-
element antenna array with a total transmit power of 6 kW (Hale et al., 2016),
operated on board of Alfred Wegener Institutes (AWI’s) research aircraft Polar6
(Alfred-Wegener-Institut, 2016). The antennas operate in the frequency band
of 150 – 520 MHz, with a pulse repetition frequency of 10 kHz and a sampling
frequency of 1.6 GHz. The characteristics of the transmitted waveform and the
recording settings can be manually adjusted. We used alternating sequences of
different transmission/recording settings (waveforms) to increase the dynamic
range: short pulses (1µs) and low receiver gain (11 – 13 dB) to image the glacier
surface, and longer pulses (3 – 10µs) with higher receiver gain (48 dB) to image
internal features and the ice base. The waveforms were defined with regard to the
glacier thickness at the covered profiles. Additionally, we used two different fre-
quency bands in the survey: 180 – 210 MHz and 150 – 520 MHz. The theoretical
range resolution in ice after pulse-compression for the two bandwidths is about
2.8 m and 0.23 m, respectively. Recorded traces were presumed in the hardware
by a factor between 2 and 16, depending on the pulse length. In order to reduce
range side lobes, the transmitted and the received signals were tapered using a
Tukey window and the received signal spectrum was filtered with a Hanning win-
dow. We recorded the position of the aircraft with four NovAtel GPS receivers,
which were mounted on the wings and the fuselage. They are dual-frequency
trackers and operate at 20 Hz.
Post-flight processing included pulse compression in range direction, synthetic
aperture radar focusing in the along-track direction and array processing in the
cross-track direction to suppress off-nadir echoes. We assumed a relative permit-
tivity of εr = 3.15 in ice for the time-to-depth conversion. No firn correction was
applied, since the predominant part of the glacier is located in the ablation zone.
We concatenated the echograms of the alternating waveforms to obtain the final
echograms covering the glacier from the surface to the base with high dynamic
range.
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7.2.3 AWI’s radio-echo sounding airborne (RES) radar

Another ice thickness radar system operator on board of AWI’s aircraft (Alfred-
Wegener-Institut, 2016) is AWI’s radio-echo sounding airborne system (RES) that
operates at 150 MHz and can transmit pulses of 60 ns or 600 ns. These pulses can
also be transmitted alternately (toggle mode). Compared to the set-up described
by Nixdorf et al. (1999), changes in the receiver hardware allow the recording of
15 radar traces per second, each internally stacked 1,024 fold. The dynamic range
of the system is −105 to +10 dB (Humbert et al., 2018). In post-flight processing,
data were differentiated, filtered and amplitudes were rescaled. The horizontal
resolution in toggle mode is 75 m and the vertical resolution of the short pulse is
in the order of 5 m.

7.2.4 Time series of surface elevations from TanDEM-X
SAR interferometry

Interferograms were formed from co-registered Single-look Slant range Complex
(CoSSC) data employing a 4×4 multi-looking step. Prior to phase unwrapping
we subtracted a simulated phase from the global TanDEM-X DEM. The latter
was done to reduce unwrapping errors and the simulated phase was added back
afterwards. The final DEMs were geocoded and spatially adjusted to the global
TanDEM-X DEM over stable bedrock following the methods described by Nuth
and Kääb (2011). Surface elevation changes between 2010 and 2020 were esti-
mated by fitting a linear trend to every pixel of the co-registered DEM stack (e.g.
Berthier et al., 2016).

7.3 Results

7.3.1 Channelised basal geometry near the grounding line

The ice thickness distribution reveals a shape typical for floating ice tongues,
with thicker ice at the grounding line (up to 700 m) and thinner ice towards
the calving front (Fig. 7.3a). Within the first kilometre from the grounding
line, the ice thickness reduces by > 100 m on average. This high thinning rate
decreases afterwards. From the lower flexure limit on, where the ice thickness is
about 360 m, thinning rates remain low. In across-flow direction, the airborne
radar data reveal the existence of several basal channels near the grounding line
(Fig. 7.3b,c) which are located downstream from supraglacial lakes (Fig. 7.4a).
The largest channel with a height of 490 m in 2018 is found in the centre of the
glacier with only 160 m of ice above, which is 25% of the surrounding ice thickness.
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Between 2015 and 2018 we observed a massive decrease in ice thickness of 55 m a−1

above this channel. This is in good agreement with the lowering of the surface by
−5.9±0.1 m a−1 derived from TanDEM-X satellite data since 2010 (Fig. 7.4b). In
contrast, surface elevation change rates outside the channel are −0.8 ± 0.1 m a−1.
While in 2010 the surface at location l1 (Fig. 7.4c) formed a hill, it transformed
to a sink in 2014 (intersection of trend lines, Fig. 7.4b). These results indicate
an ongoing deepening of the central basal channel.

Figure 7.3: Airborne radar echograms along and across ice flow of 79NG. (a)
Echogram from the along-flow profile A (location in Fig. 7.1). The ice flow direction is
from left to right. Vertical lines mark the upper flexure limit (grounding line) and the
lower flexure limit in 2017. (b,c) Echograms from the across-flow 2018 UWB echogram
B in (b) and the 2015 RES echogram C in (c) (location in Fig. 7.1c). The ice flow
direction in both cross-flow profiles is in viewing direction. The section marked by the
black box around the central basal channel is displayed in detail in Fig. 7.4d to show
a schematic comparison of the ice thickness. Note that the along-flow profile in (a)
covers only 20% of the total length of the 79NG floating tongue.
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Figure 7.4: Surface lowering above central channel. (a) Surface elevation change
rates (dh/dt) derived from TanDEM-X satellite data between 2010 and 2020. Ground-
ing line and lower flexure limit are represented with solid and dashed lines, respectively.
(b), Time series of surface elevation (EGM2008) derived from TanDEM-X satellite data
above two locations (grey and black dots in (a)) since 2010. The numbers represent
gradient of linear regression. Coloured dots mark the profiles that are shown in (c).
(c) Surface elevation from 2010, 2015, 2018 and 2020 above the channel area. (d)
Schematic comparison of the large central channel from airborne radar profiles B (solid
line, Fig. 7.3b, 2018) and C (dotted line, Fig. 7.3c, 2015). Triangles show locations of
two pRES stations and the shaded area represents their scattering area. The numbers
give values for the ice thickness (hi) above the channel and the height (hc) and width
(wc) of the channel in 2018 (solid line). ∆hc represents the decrease in ice thickness
above the channel from 2015 to 2018.
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7.3.2 Extreme basal melting in the hinge zone

Mean annual basal melt rates are between 1 and 144 ± 2 m a−1 for the entire ice
tongue of 79NG (Figs. 7.1c and 7.5). The highest (off-nadir) melt rates of 135±2
and 144±2 m a−1 were found at the most downstream bulge of the grounding line,
next to the central basal channel. However, moderate melt rates of < 27 m a−1

were observed at similar distance to the grounding line (Fig. 7.5). Further down-
stream, but still within the hinge zone, we observed predominantly high melt
rates of > 50 m a−1 spread across the entire width of the ice tongue. In general,
melt rates are observed to be below 35 m a−1 several kilometres downstream from
the grounding line, declining towards the calving front to 1.1±0.2 – 2.8±0.3 m a−1

(Figs. 7.1 and 7.5).
Variability on small spatial scales was accessible using both nadir and off-nadir
returns. UWB echograms D and E (Fig. 7.1c) reveal an example of a basal
channel in the immediate vicinity of a pRES measurement (Fig. 7.6). With the
additional information of the UWB echograms, we can link the origin of the off-
nadir reflection to the basal channel (Fig. 7.6). Thus, we derived two estimates
of basal melt rates: One is based on the repeated nadir reflection outside the
channel (7 m a−1) while the other is based on the 2017 nadir and the 2018 off-
nadir reflection within the channel (> 79 m a−1).
The ApRES time series also show a strong spatial and temporal variability with-
out a clear seasonal cycle. All three ApRES recorded high melt rates between Oc-
tober 2017 and July 2018 of > 50 m a−1 on average, which reduced to ∼ 30 m a−1

until April 2019 and stayed low until the end of the record in July 2020 (Fig. 7.7).
This change is particularly pronounced at ApRES1. Here, the melt rate dropped
from 148 m a−1 (95% quantile) in April 2018 to only 30 m a−1 one year later
(Fig. 7.7a). In early 2017, melt rates > 120 m a−1 (95% quantile) were recorded
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Figure 7.5: Distribution of basal melt rates as a function of distance from
the grounding line. Colour-coded draft of the floating tongue derived from (A)pRES
measurements and separated for pRES/ApRES and nadir/off-nadir melt rates. Uncer-
tainties are too small to visualise.

76 7.3. Results



Figure 7.6: Growing basal channel from pRES and UWB echograms. (a,b)
UWB echograms from the across-flow profiles D (a) and E (b) from 2018. The centre
of both is the location of a Lagrangian pRES measurement in 2017 ((a), vertical blue
line) and 2018 ((b), vertical red line). Possible origins of nadir and off-nadir reflections,
discovered in the pRES echograms (c), are represented by dashed lines. The suggested
locations at which the reflections occurred are marked by circles. (c) pRES echograms
from 2017 (blue) and 2018 (red) with identified nadir and off-nadir reflections.

by ApRES2a at the first basal return, whereas at the same time the median melt
rate over different α was below 60 m a−1 (Fig. 7.7b). After relocation in sum-
mer 2018, ApRES2b recorded a 50 m lower ice thickness and a 50% lower melt
rate (95% quantile) than ApRES2a two years before. Furthermore, the spatial
variability (difference between median and 95% quantile) of ApRES2b was sig-
nificantly reduced. In July/August, we found reduced melt rates that recover to
before July melt rates. These anomalies could be linked to subglacial discharge
from supraglacial lake drainage.

7.4 Discussion

In order to analyse the evolution of 79NG geometry, we use ice thicknesses de-
rived from reflection seismic measurements in 1998 (Mayer et al., 2000), from
AWI’s RES from 2015 and from UWB measurements from 2018. Comparing
2018 and 1998 (Mayer et al., 2000) data, the geometry of the floating ice tongue
has changed drastically (Fig. 7.8): thinning led to a much steeper ice base near
the grounding line. In a distance of 8 km from the grounding line, we find an
average ice thickness decrease rate of 11.0±5.7 m a−1 (221±114 m or 38±18% of
the 1998 ice thickness) for this time period, which is in agreement with Mouginot
et al. (2015). To some extent, this difference can be attributed to the fact that
2018a cuts into a large basal channel halfway to the lower flexure limit. How-
ever, there is no evidence for the existence of that channel in 1998. Nevertheless,
the onset of steep basal slopes, which we associate with enhanced basal melting,
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Figure 7.7: Basal melt rate time series of all ApRES measurements: (a)
ApRES1, (b) ApRES2a and ApRES2b, (c) ApRES3. The dashed line shows the 95%
quantile, the solid line the median and the shaded area marks the range between the
25% and 75% quantile.

has been shifted several kilometres in upstream direction. In 1998, a significant
thinning occurred several kilometres (3 – 10 km) downstream from the ground-
ing line, while in 2018, the steepest gradients were found next to the grounding
line. A remarkably similar change in geometry was found at Petermann Gletscher
(Münchow et al., 2014). Further downstream, our observations reveal a reduction
in ice thickness by only 1.60 ± 1.25 m a−1 (32 ± 25 m or 11 ± 9% of the 1998 ice
thickness) between 1998 and 2018.

From the analysis of surface elevation changes, strong and localised surface low-
ering above the central channel is evident (Fig. 7.4). In the central part of the
channel (l1), we found surface elevation changes of about 50 m between Decem-
ber 2010 and January 2020 corresponding to a linear trend of −5.9 ± 0.1 m a−1

(Fig. 7.4a,b). Since the glacier tongue is not in hydrostatic equilibrium at this
location, a lowering of the surface can be a result of (1) surface ablation or local ac-
cumulation, (2) viscoelastic sink-in and (3) basal melting (Humbert et al., 2015).
Here, we speculate that we see the viscoelastic response of a growing subglacial
channel at the surface. Outside the channel, surface elevation change rates are
in the order of −1 m a−1. This value corresponds well to the findings of Krieger
et al. (2020b), who compared TanDEM-X elevations between winter 2010 and
winter 2013 at 79NG. Interestingly, Krieger et al. (2020b) found no anomalous
surface lowering upstream the grounding line. This also agrees to our findings
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Figure 7.8: Comparison of 79NG geometry between 1998 (reflection seis-
mics) and 2018 (UWB). (a) Along ice-flow profile of 2018 UWB echogram A (ex-
tended to the calving front). The 2017 grounding line (GL) and the cross-section with
the profile F are marked. (b) Across ice-flow profile of 2018 UWB echogram F. The
cross-section with the profile A is marked. The elevation of the ice surface (white),
ice base (blue) and the sea floor (brown) were recorded by reflection seismics (dots) in
1998 (Mayer et al., 2000).

in this area. However, while in 2010 the surface at location l1 formed a hill, it
transformed to a sink in 2014 and is continuous deepening since. This indicates
that the central channel is strongly growing during the time period of observa-
tion. Furthermore, TanDEM-X time series suggest that the channel is evolving
retrogressive to the ice flow direction. In 2020, the surface elevation at location
l1 fell below 30 m above sea level. As we observe a linear trend, we suggest that
the lowering in surface elevation will continue in the upcoming years. Without a
flattening of the trend, the channel might break through the ice column in 2025.

The distribution of melt rates can be summarised as follows:
(1) Large basal melting near the grounding line declines to low melt rates towards
the calving front. This variation on large spatial scale can have several reasons:
(i) As the keel of thick ice near the grounding line is exposed to warmer ocean
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water, the heat supply to the ice base is larger (see Appendix 7.6.2). (ii) We
assume that increased amplitudes ∼ 80 m above the ice base in UWB echograms
represent temperate ice (Fig. 7.3a). As all heat supply goes directly into melting,
temperate ice at the base supports high basal melt rates. (iii) Subglacial dis-
charge (jet-like) rising along steep basal slopes may drive turbulent mixing with
the warm AIW and intensify basal melt (Jenkins and Doake, 1991; Jenkins, 2011;
Schaffer et al., 2020). Rising along the sloping ice base, the plume loses heat to
the melting of ice and buoyancy by entrainment of ambient water, so that it cools
down and eventually detaches from the ice base, leading to a strong decrease in
basal melting for the thinner, more gently sloped areas of the floating ice tongue.
This concept is consistent with temperatures observed at the calving front, where
the outflowing water is 0.9 ◦C cooler than the ingoing AIW (Schaffer et al., 2020).
(2) Variations on medium spatial scale in across-flow direction along the ground-
ing line may be related to the distribution of water column thickness. A water
column thickness of 50 to 140 m (Mayer et al., 2000) was found where we ob-
serve the highest basal melt rates and where the grounding line reaches farthest
downstream. We do not have any information of water column thickness else-
where. However, further south, the grounding line is situated on a mountainous
landform. We hypothesise that only a shallow water column exists here, which
prevents the flow of warm ocean currents towards the grounding line, resulting
in the observed low basal melt rates.
(3) Small-scale variations in basal melting are evident at several locations near
the grounding line. We hypothesise the basal channels to have a major influence
on melt rates at this scale. What has forced the channel formation at 79NG is
yet unclear. However, basal channels are often linked to the location of subglacial
water discharge (Le Brocq et al., 2013; Marsh et al., 2016; Washam et al., 2019).

The comparison between our in-situ based melt rates and those derived from satel-
lite measurements (Wilson et al., 2017) indicates large local differences of up to
52 m a−1 (Fig. 7.9). Striking differences occur especially within a few kilometres
from the grounding line, but are small in the calving front area. The differ-
ences are attributed to the different times of investigation and to the hydrostatic
assumption in the satellite-derived melt rates, which is not always valid above
narrow basal channels (Humbert et al., 2015). However, the average difference is
close to zero.

Seasonal variations of basal melt rates have been observed beneath the floating
tongue of Petermann Gletscher (Washam et al., 2019). There, summer melt
rates are more than four times larger than in winter, likely caused by warmer
ocean currents reaching the ice base of Petermann Gletscher (Shroyer et al.,
2017; Washam et al., 2019). The absence of a summery increase of basal melt
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Figure 7.9: Comparison of basal melt rates derived from in-situ and satellite
measurements. Blue bars represent the difference in basal melt rates for larger pRES-
derived melt rates and red bars for larger satellite-derived melt rates by Wilson et al.
(2017). The colour intensity indicates the size of the melt rate. Numbers above bars
are pRES-derived melt rates. The bars are allocated based on the distance to the
grounding line. Error bars indicate pRES measurement uncertainties. The average
difference in basal melt rate is 1.33 ± 15.77 m a−1.

rates is consistent with in-situ measurements of ocean temperatures and velocities
between September 2016 and September 2017 (Schaffer et al., 2020), showing
persistent inflow of warm AIW into the cavity and an overlaying outflow of cold
modified AIW throughout the year without seasonality. However, the significant
decrease of the melt rate in 2018 at all ApRES sites could be caused by lower
temperatures or a reduced inflow of AIW into the cavity that remained low in 2019
and in the first half of 2020. The repeat of the ApRES measurements after two
years show on which time scales the ice thickness changes – from the perspective of
a Lagrangian and Eulerian reference frame. The high melt rates between October
2016 and July 2018 have reduced the ice thickness at the starting location of the
ApRES measurement by 50 m (Eulerian frame). Due to the lower melt rates from
July 2018 on, the ice thinned less than before (Lagrangian frame). As a result,
the ice thickness at the location where the measurement of ApRES2b stopped in
December 2019 was even thicker than two years before. A large spread between
the median and the 95% quantile – as observed at ApRES1 and ApRES2a within
several months – shows a large spatial variability of melt rates and that high melt
rates are limited to small areas.

7.5 Conclusion

In this study, we found a large variability of basal melt rates near the grounding
line of 79NG ranging from < 27 m a−1 to extreme melt rates of up to 144±2 m a−1.
These high melt rates led to massive thinning and a steeper ice base near the
grounding line in the past decades. Further downstream, melt rates decline and
remain low to the calving front. Measured deepening of basal channels near the
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grounding line point to the question if these changes are predominantly driven by
the ocean or by glacier hydrology. The time series of melt rates over four years
show interannual fluctuations that indicate a weakening of the inflow of AIW
into the cavity since mid 2018. However, given the vast size of supraglacial lakes
(Schröder et al., 2020) and projections suggesting advancing lakes (Leeson et al.,
2014; Ignéczi et al., 2016), the role of subglacial discharge is likely to increase in
the future.
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7.6 Appendix

7.6.1 Basal melt rates from nadir and off-nadir reflections

We have defined different types how nearby basal channels affect the origin of
the first recorded basal reflection in repeated pRES echograms (Tab. 7.1 and
Fig. 7.10). All have in common that the derived ∆H underestimates the ∆H
nadir or ∆H off-nadir.

Table 7.1: Possibilities how basal channels affect recording of nadir and
off-nadir reflections. Notation: t1: time of first measurement, t2: time of repeated
measurement, H1: ice thickness at t1, H2: ice thickness at t2, ∆H nadir: difference in
ice thickness nadir, ∆H off-nadir: difference in ice thickness at off-nadir location, ∆H
derived: difference in depth at nadir projection.

Type t1 t2 ∆H

A nadir off-nadir ∆H nadir < ∆H derived < ∆H off-nadir
Basal channel did not exist or was too small to be detected at t1. At
t2, growth of channel is significantly larger than ice thickness reduction
nadir of measurement device.

B off-nadir off-nadir ∆H derived < ∆H off-nadir
Basal channel exists at t1. At t2, ice thickness reduction nadir of mea-
surement device is not significantly larger than growth of channel.

C off-nadir nadir ∆H off-nadir < ∆H derived < ∆H nadir
Basal channel exists at t1. At t2, ice thickness reduction nadir of mea-
surement device is significantly larger than growth of channel.

D off-nadir off-nadir ∆H derived < ∆H off-nadir
Two basal channel exist at t1. At t2, ice thickness reduction nadir of
measurement device is not significantly larger than growth of at least
one of both channels. This type can not be distinguished from Type B
with simple measurements.

Several pRES echograms indicate the occurrence of numerous strong basal reflec-
tions (Fig. 7.11). For steep basal gradients, the off-nadir reflection may occur
prior to the nadir reflection. We interpret the first basal reflection as an off-
nadir reflection, as long as no further information reveal the true nadir reflection.
Herewith, the resulting basal melting in the vicinity of the measurement is always
underestimated, although the nadir melt rate might be lower. We have identified
two of the different types with pRES measurements:

ApRES1: Type A (Fig. 7.11a)
In 2017, the first basal return occurred nadir to the measuring device. In 2018,
the first basal return occurred off-nadir, but the nadir reflection could be iden-
tified based on the time series of the ApRES station. Here, ∆H off-nadir was
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larger than ∆H nadir. However, this behaviour is interpreted as the formation
(or the continued growing) of a basal channel nearby. The nadir basal melt rate
is 77 m a−1 and the off-nadir > 95 m a−1, resulting in a difference of > 18 m a−1.

pRES_g4_p02: Type A (Fig. 7.11b)
In 2017, the first basal return occurred nadir to the measuring device. In 2018,
the first basal return occurred off-nadir, but the nadir reflection could be iden-
tified. This finding is similar to ApRES1, but nadir melting is significant lower.
The nadir basal melt rate is 7 m a−1 and the off-nadir > 79 m a−1, resulting in a
difference of > 19 m a−1.

pRES_g2_p04: Type B (Fig. 7.11c)
The first basal return occurred off-nadir in both echograms, but nadir reflections
could be identified in both. Here, ∆H off-nadir was larger than ∆H nadir. We
interpret this behaviour as the formation or the continued growing of a basal chan-
nel nearby. The nadir basal melt rate is 15 m a−1 and the off-nadir > 54 m a−1,
resulting in a difference of > 39 m a−1.

pRES_g3_p16: Type B / Type C (Fig. 7.11d)
The first basal return occurred off-nadir in both echograms, but nadir reflections
could be identified in both. Here, ∆H nadir was larger than ∆H off-nadir. This
behaviour indicates a reduction in height of a nearby channel. The nadir basal
melt rate is 79 m a−1 and the off-nadir > 28 m a−1, resulting in a difference of
< 51 m a−1.
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Figure 7.10: Sketch of off-nadir reflections and their influence on basal
melt rates. The solid lines and the ice thickness H1 refer to the time of the first
measurement (blue), t1, and the dotted line as well as H2 refer to the time of the
repeat measurement (red), t2. The yellow triangles mark the measurement positions.
The red and blue straight lines mark the closest distance from the measurement to
the ice base. The segments of a circle (up to 30◦ to nadir) correspond to the possible
positions of the reflector with the shortest distance. The lengths of the bars on the right
reflect the thinning of the ice between t1 and t2 for the position of the measurement
(∆H nadir), for the position of the closest reflector at t2 (∆H off-nadir), and for the
difference in length of the blue and red lines (∆H derived). Note that at least one of
∆H nadir or ∆H off-nadir is always larger than ∆H derived. The different types A –
D are described in Tab. 7.1.
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(a) ApRES1

(b) pRES_g4_p02

(c) pRES_g2_p04

(d) pRES_g3_p16

Figure 7.11: ApRES and pRES measurements with identified nadir and off-
nadir reflections. Echograms from the first measurement is shown in blue and from
the repeated measurement in red. Vertical dashed lines mark the nadir basal return
and thus represent the ice thickness.
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7.6.2 Oceanic heat flux

In order to estimate the oceanic heat flux qw required to sustain the basal melt
rates ab [m s−1] derived in this study, we separate the heat flux qw into two
components: the heat flux qm to melt the ice and the heat flux into the glacier
interior qi that is required for heating the ice by ∆T to the pressure melting point:

qw = ρi ab L⏞ ⏟⏟ ⏞
qm

+ ρi ci(T ) ab ∆T⏞ ⏟⏟ ⏞
qi

(7.9)

The heat fluxes depends on the density of the ice, ρi = 917 kg m−3, the latent
heat of fusion, L = 334000 J kg−1, and the specific heat capacity for ice, ci(T ) =
146.3 + 7.253 · T [K] J kg−1 K−1 with the temperature T in Kelvin (Ritz, 1987).
For an assumed range of glacier interior temperatures between 0 K (temperate
ice) and 30 K below the pressure melting point, a basal melt rate of 140 m a−1, as
it was observed at ApRES1 and ApRES2a, requires a heat flux between 1360 and
1600 W m−2. This heat flux must be provided by the water in the cavity below
79NG.
To obtain an estimate of the oceanic heat flux, we follow the methods imple-
mented in the Finite Element Sea ice Ocean Model (FESOM; Timmermann et al.,
2012). Here, a three-equation system is used that determines the temperature
and salinity of a thin boundary layer along the ice base from its heat and fresh-
water exchange with the ice and the ambient ocean (Hellmer and Olbers, 1989;
Holland and Jenkins, 1999). Beside the ocean temperature, the heat flux into
this boundary layer is determined by the flow velocity in the ambient ocean, as
the latter determines the friction velocity and thus defines the turbulent fluxes of
heat and salt (Jenkins and Doake, 1991).
As an example case for the 79NG sub-ice cavity, we assume a salinity of 34.5 psu
and an ice draft of 320 m, estimated for the location of ApRES2a, where the
highest melt rates of 140 m a−1 were determined during winter. Measurements
of the inflow temperatures exceed 1.2 ◦C at the calving front (Schaffer et al.,
2020), corresponding to 2.9 K above the pressure melting point at the position of
the observation. In order to produce a sufficiently high turbulent heat flux into
the boundary layer for this given temperature, an ambient velocity of 0.22 m s−1

is required for temperate ice and 0.27 m s−1 for ice of 30 K below the pressure
melting point. Previously simulated velocities of a buoyant plume rising along
the ice base of 79NG indicate velocities of up to 0.25 m s−1 (Schaffer, 2017). From
these numbers, we conclude that the ocean currents underneath 79NG are able
to supply a heat flux that is high enough to explain the maximum determined
melt rates.
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7.6.3 ApRES echograms

Figure 7.12: ApRES1 echograms. (a) Time-echogram of a Lagrangian measure-
ment at ApRES1 recorded between July 2017 and December 2019. (b) Single echograms
from 18 July 2017 (first measurement), 18 July 2018 and 31 December 2019 (last mea-
surement), smoothed with a 5 m moving average filter. The blue shaded range corre-
sponds to the displacement of the first basal return within the measurement period.
(b) Mean vertical displacement of internal and basal segments (grey dots). The grey
shaded area marks the range between the 25% and 75% quantile. Those displacements
from segments between 20 m and 20 m above the first basal return at the end of the
measurement period (red dots) were used to derive the change in ice thickness due
to vertical strain by fitting a linear function (black line). Displacements of segments
within the blue shaded range are partly from internal and party from basal reflections.
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Figure 7.13: ApRES2b echograms. (a) Time-echogram of a Lagrangian measure-
ment at ApRES2b recorded between September 2018 and December 2019. (b) Single
echograms from 01 September 2018 (first measurement) and 31 December 2019 (last
measurement), smoothed with a 5 m moving average filter. The blue shaded range cor-
responds to the displacement of the first basal return within the measurement period.
(b) Mean vertical displacement of internal and basal segments (grey dots). The grey
shaded area marks the range between the 25% and 75% quantile. Yellow shaded ranges
mark depth of radar artefacts. Those displacements from segments between 20 m and
20 m above the first basal return at the end of the measurement period (red dots) were
used to derive the change in ice thickness due to vertical strain by fitting a linear func-
tion (black line). Displacements of segments within the blue shaded range are partly
from internal and party from basal reflections.
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Figure 7.14: ApRES3 echograms. (a) Time-echogram of a Lagrangian mea-
surement at ApRES3 recorded between September 2017 and June 2020. (b) Single
echograms from 01 September 2017 (first measurement), 01 September 2018 and 27
June 2020 (last measurement), smoothed with a 5 m moving average filter. The blue
shaded range corresponds to the displacement of the first basal return within the mea-
surement period. (b) Mean vertical displacement of internal and basal segments (grey
dots). The grey shaded area marks the range between the 25% and 75% quantile.
Those displacements from segments between 20 m and 20 m above the first basal return
at the end of the measurement period (red dots) were used to derive the change in ice
thickness due to vertical strain by fitting a linear function (black line). Displacements
of segments within the blue shaded range are partly from internal and party from basal
reflections.
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Data Availability

Stake surface ablation/accumulation measurements from 2017 to 2018 (https:
//doi.org/10.1594/PANGAEA.922131; Zeising et al., 2020), time-series of basal
melt rates (https://doi.org/10.1594/PANGAEA.928903; Zeising et al., 2021d)
and basal melt rates derived from single repeated pRES measurements (https:
//doi.org/10.1594/PANGAEA.928541; Zeising et al., 2021e) and are available at
the World Data Center PANGAEA.
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Filchner Ice Shelf, Antarctica 8
8.1 Introduction

The Antarctic Ice Sheet is surrounded by numerous ice shelves from which the
Filchner Ice Shelf (FIS) is one of the largest. Located in the southern Weddell
Sea, FIS extends over an area of over 100, 000 km2 (Rignot et al., 2013). Several
East Antarctic glaciers – Bailey Ice Stream, Slessor Glacier, Recovery Glacier
and the Support Force Glacier (SFG) – drain into FIS (Fig. 8.1), the basins of
which add up to 2.147 · 106 km2 (22 % of the East Antarctic Ice Sheet (EAIS)),
and cause a grounding line ice discharge of 106.3 ± 5.7 Gt a−1 (9.6 % of EAIS).

Figure 8.1 shows the surface ice flow velocities of the AIS (Mouginot et al.,
2019a,b) with the drainage basins of the Ronne and Filcher ice shelves (Shep-
herd et al., 2020). Many ice shelves and their feeding ice streams – like those at
FIS – are indicated by enhanced flow velocities that often exceed 1000 m a−1 at
the calving front.
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Figure 8.1: Surface ice flow velocity map of AIS (Mouginot et al., 2019a,b).
Filchner Ice Shelf and Ronne Ice Shelf are marked with there drainage basins (Shepherd
et al., 2020) as well as the Bailey Ice Stream, Slessor Glacier, Recovery Glacier and
Support Force Glacier.
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8.2 Basal melting

Ice shelves are of particular importance for regulating ice-sheet discharge due
to their potential buttressing effect (Dupont and Alley, 2005; Gagliardini et al.,
2010; Fürst et al., 2016). A thinning of the ice shelf through basal melting can
lead to a reduction in buttressing, which causes an acceleration in glacier flow
(Pritchard et al., 2012), and highlights the importance of monitoring the basal
melt rates of the Antarctic ice shelves. Satellite remote sensing allows for ice-shelf
wide estimations of basal melt rate by solving the ice thickness evolution equation
(Rignot et al., 2013; Moholdt et al., 2015; Berger et al., 2017; Adusumilli et al.,
2020) with major uncertainties from various factors. The estimated basal melt
rates of the FIS by Rignot et al. (2013), Moholdt et al. (2015) and Adusumilli
et al. (2020) are all approx. 0.4 m a−1 which is relatively small compared to the
ice shelves in the Amundsen Sea, whose melt rates are several meters per year
(Rignot et al., 2013; Adusumilli et al., 2020).
As part of the FISP in 2015/2016 and 2016/2017, funded by AWI and British
Antarctic Survey (BAS), in situ measurement with a pRES were performed for
the first time in the southern FIS, which form the basis for deriving a spatial
distribution of basal melt rates. A comparison of melt rates from in situ radar
measurements with those derived from satellite remote sensing allows to asses the
uncertainties of the remote sensing-product and thus to improve the construction
of parametrisations of ice sheet–ocean models that are based on remote sensing-
derived melt rates. The resulted distribution and the comparison are presented
in the research article Basal melt of the southern Filchner Ice Shelf, Antarctica
(Chapter 9; Zeising et al., 2021f), that is submitted to the journal The Cryosphere
in 2021.

8.3 Basal channel at Support Force Glacier

Remote sensing measurements, e.g. satellite imagery, laser altimetry and airborne
radar, revealed the occurrence of numerous along-flow channels on the surface of
Antarctic ice shelves (Alley et al., 2016), which are the surface expression of a
basal channel (Le Brocq et al., 2013). With heights of typically up to several
hundreds of meters and a width of a few kilometres, basal channels reduce the ice
thickness and might contribute to the instability of ice shelves due to fracturing
Alley et al. (2016); Dow et al. (2018).
The causes of the formation of basal channels remain poorly understood, but
based on current knowledge, three causes can be defined Alley et al. (2016): (1)
ocean currents that cause a channel formation after the grounding line, (2) outflow
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of subglacial water that cause a channel formation at the grounding line (Le Brocq
et al., 2013) and (3) basal obstacles upstream the grounding line indenting the
ice from below (Drews et al., 2017).
A basal channel that already exists upstream the grounding line was found at
SFG. DEMs reveal a surface depression over approx. 100 km from the grounding
line on until it fades out. Airborne radar and seismic measurements indicate a
maximum channel height of 280 m at the grounding line that is reduced to 170 –
205 m further downstream, as shown in the research article Evidence for a ground-
ing line fan at the onset of a basal channel under the ice shelf of Support Force
Glacier, Antarctica, revealed by reflection seismics by Hofstede et al. (2021a), on
which the author of this thesis contributed as co-author.
Although channels like the one at SFG fade out over larger distance from the
grounding line, several studies found enhanced basal melting inside the channels
from observations and modelling (Le Brocq et al., 2013; Langley et al., 2014;
Drews, 2015; Marsh et al., 2016; Dow et al., 2018). Le Brocq et al. (2013) suggests
that the decrease in basal melting and thus in channel height, is caused by uprising
fresh water that becomes super-cooled due to reduced pressure.
In order to derive the melt rate distribution and quantity at the basal channel at
SFG, pRES measurement have been performed in the vicinity of the channel in
the course of FISP. Based on these melt rates, ice thicknesses and derived vertical
strain rates, used for a viscoelastic model, the channel evolution is investigated.
The results are presented in the research article On the evolution of an ice shelf
melt channel at the base of Filchner Ice Shelf, from observations and viscoelastic
modelling (Chapter 10), that is submitted to the journal The Cryosphere in 2021.
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Basal melt of the southern
Filchner Ice Shelf, Antarctica 9
This chapter is submitted as a research article to the journal The Cryosphere in
2021 (Zeising et al., 2021f).
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Abstract

Basal melt of ice shelves is a key factor governing discharge of ice from the Antarc-
tic Ice Sheet as a result of its effects on buttressing. Here, we use radio echo
sounding to determine the spatial variability of the basal melt rate of the south-
ern Filchner Ice Shelf, Antarctica along the inflow of Support Force Glacier. We
find moderate melt rates with a maximum of 1.13 m a−1 about 50 km downstream
of the grounding line. The variability of the melt rates over distances of a few
kilometres is low (all but one < 0.15 m a−1 at < 2 km distance), indicating that
measurements on coarse observational grids are able to yield a representative melt
rate distribution. A comparison with remote sensing based melt rates revealed
that, for the study area, large differences were due to inaccuracies in the estima-
tion of vertical strain rates from remote sensing velocity fields. These inaccuracies
can be overcome by using modern velocity fields.

9.1 Introduction

Filchner Ice Shelf (FIS), a West Antarctic ice shelf draining major East Antarctic
ice streams (Bailey, Slessor, Recovery and Support Force glaciers) is thought to
be vulnerable to a change in its basal mass balance within this century (Hellmer
et al., 2012) as a result of the possible penetration of relatively warm, off-shelf
waters into the ocean cavity beneath the ice shelf. Subsequent thinning of the ice
shelf would reduce its buttressing of inland glaciers, allowing them to speed up
and thin, and their grounding lines to retreat landward. If the stress perturbation
is sufficiently large then a positive ice-loss feedback may occur as the ice sheet’s
grounding line retreats across the deepening beds of the tributary ice streams
(Schoof, 2012). The current discharge of ice across the grounding line at FIS is
106.3 ± 5.7 Gt a−1 (Rignot et al., 2019), which is about 9.6 % of the discharge from
East Antarctica, underlining the importance of understanding the current state
of the ice shelf for assessing future change in basal melt. In addition, precise melt
rates serve as validation for models projecting the future contribution of these ice
streams to sea level change.
Basal melt rates can be derived from satellite remote sensing data by solving
the ice thickness evolution equation (Rignot et al., 2013; Moholdt et al., 2015;
Berger et al., 2017; Adusumilli et al., 2020). Although the Lagrangian approach
adopted in recent years (Moholdt et al., 2015) has led to improvements, major
uncertainties from various factors remain. Hence, in situ observations of basal
melt rates are required for assessing the reliability of remote sensing approaches.
This is even more urgent, as remote sensing-derived basal melt rates are used
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to construct parametrisations that diagnose basal melt rates from modelled sub-
ice shelf ocean conditions. These models are used to project the contribution of
Antarctica to sea level change. Significant errors in observed distributions of basal
melt rate therefore have a profound effect on the outcome of projections of future
sea level rise, such as ISMIP6 (Seroussi et al., 2020), as a result of their effect on
the calibration of basal melt rate parametrisations (Jourdain et al., 2020).
In recent years, the use of the phase-sensitive radio echo sounder (pRES) opened
new possibilities for the precise determination of basal melt rates. Nicholls et al.
(2015) and Stewart et al. (2019) presented basal melt rates from near Ross Island,
Ross Ice Shelf, Antarctica, which were derived from 10-days of autonomous pRES
(ApRES) measurements, and measurements from 78 stations, time-averaged be-
tween 2013 and 2014. Stewart et al. (2019) observed strong seasonal melt rate
variability, with values up to 53 m a−1 within a five day period in January 2013
and an exponentially reducing mean annual basal melt rate with increasing dis-
tance from the calving front, with values up to 7.7 m a−1. Vaňková et al. (2020)
presented a tidal melt and vertical strain analysis from 17 ApRES records across
Filchner-Ronne Ice Shelf. They found the tidal vertical strain to be depth de-
pendent only near the grounding line, with significant tidal melt measurable at
some locations. The derived melt rates were used by Bull et al. (2021) to eval-
uate an ocean model. Marsh et al. (2016) investigated basal melt rates at 25
points at a melt channel near the grounding line of Ross Ice Shelf. They found
basal melt rates decreasing from 22 m a−1 at the upstream end of the channel
to 2.5 m a−1 40 km downstream. A strong seasonal variability in melt rate was
recorded by Washam et al. (2019) on Petermann Gletscher, Greenland, using an
ApRES recording on the flank of a basal melt channel. In Summer 2016, they
found extreme melt rates equivalent to 80 m a−1 but most of the year the mean
basal melt rate ranged from 0 to 10 m a−1.
Our survey is focused on the more benign southern part of FIS, which might be
more susceptible to the potential inflow of warm waters (Hellmer et al., 2012).
Recent observations from hot-water drilled boreholes through Filchner-Ronne Ice
Shelf have revealed an interannual change in circulation mode starting in 2017,
highlighting the variability in conditions within the sub-ice shelf cavity (Hatter-
mann et al., 2021).
Here, we aim at understanding the magnitude and variation of basal melt over
an area extending from the grounding line of Support Force Glacier, as far down-
stream as was feasible. In austral summer 2015/16, under the framework of the
Filchner Ice Shelf Project (FISP), pRES measurements were carried out at a to-
tal of 94 locations, and then repeated a year later. The stations were distributed
along the central flow line of Support Force Glacier’s extension on to FIS and
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Figure 9.1: (a) Map of the Ronne and Filchner ice shelves (BedMachine Antarctica
(Morlighem, 2020; Morlighem et al., 2020)) with the marked study area (black box)
near the SFG. (b) Study area with derived basal melt rates (dots), grouped depending
on their location on the Central Flow Line (CFL) and five Cross-Sections CSA, CSB,
CSC, CSD and CSE. Multi-channel Coherent Radar Depth Sounder (MCoRDS) profiles
(P1–P3) flown as part of NASA’s Operation IceBridge (OIB) campaign in 2016 (Paden
et al., 2014 updated 2019) are shown by black lines (Echograms are included in the
Appendix, Fig. 9.6). Background colour shows the ice-shelf thickness from BedMachine
Antarctica (Morlighem, 2020; Morlighem et al., 2020).

along four cross-sections, providing along-flow and across-flow melt rate distribu-
tions (Fig. 9.1). A further transect crossed the entire FIS south of Berkner Island.
As far as safety allowed, we extended the profiles along the eastern margin to-
wards the inland ice, to capture an area where gradients in the bathymetry were
expected, steering the flow of water masses. With this observational design we
intended to measure the large scale distribution of melt rates, but in addition we
included more closely spaced stations to detect variations on short spatial scales.
In the following, we first introduce the methodology and the data basis. We then
present and discuss the derived basal melt rates and compare them with remote
sensing data.

9.2 Materials and methods

Our estimation of basal melt rates is based on measurements using a pRES that
is described in detail in Brennan et al. (2014) and Nicholls et al. (2015). The
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pRES transmits a frequency modulated sweep (chirp) from 200 to 400 MHz over
a period of one second. After internal processing, only the difference in frequency
between the transmitted and received signals, called the deramped frequency, is
saved. Details of the internal processing are given by Brennan et al. (2014). By
repeating the measurements after a time period, we are able to track changes in
depth of internal reflectors within the ice, and of the basal echo, to a precision
of millimetres. This allows the study of firn densification, vertical strain due to
ice flow, and the (Lagrangian) change in ice-shelf thickness. Being a Lagrangian
measurement, no steady state assumption is required, and the basal melt rate
can be separated from the overall change in ice thickness.

Our 94 measurement stations are grouped depending on their location on the
Central Flow line (CFL) and five Cross-Sections (CS) A–E (for location, see
Fig. 9.1). The time period between repeated measurements varied between 323
and 356 days. To improve the signal-to-noise ratio, we recorded 100 chirps at each
site. Low correlation chirps were rejected during preprocessing. Those remaining
chirps were averaged and then Fourier transformed to yield a complex (amplitude
and phase) profile as a function of two-way-travel time. To convert the profile into
a function of range we calculated the velocity profile of the electromagnetic wave
for each location by estimating the density-depth profile based on Herron and
Langway (1980) with accumulation and mean annual temperature from RACMO
2.3/ANT (van Wessem et al., 2014).

Using a procedure similar to that described by Corr et al. (2002) and Jenkins
et al. (2006), we aligned the two radar profiles using a 50 m window below the
firn-ice boundary by cross-correlating the amplitude profiles. This provided a
datum within the ice column, removing the effects of instrument temperature
change, firn densification and snow accumulation and ablation.

The thickness change (DHi/Dt) in the solid-ice below the aligned reflector is
caused only by the dynamic ice thickness change due to vertical strain (Hiε̇zz)
and by the basal melt rate ab:

DHi

Dt = Hiε̇zz − ab, (9.1)

with Hi the solid-ice thickness below the aligned reflector and ε̇zz the vertical
strain rate. In order to determine the vertical strain, the displacement between
visits was calculated with a cross-correlation of the amplitude and phase infor-
mation for each layer deeper than the aligned reflector. Under the plain-strain
assumption the vertical strain is constant with depth; a least-squares method
was used to calculate a linear fit of the shift of those layers that exhibited a high
correlation value. The gradient of the linear fit is the vertical strain. The change
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in ice thickness below the aligned reflector is derived from the shift of the basal
reflector, which was calculated in the same way as the shift of the internal layers.
The largest error in the calculation comes from the alignment of the data because
it is based only on the amplitude correlation. The uncertainty in the calculation
of the phase shift is closely related to the signal to noise ratio of the reflectors.
An additional uncertainty arises from the assumption of a linear strain-depth
relation, although this is generally thought reliable for plug flow.

9.3 Results

9.3.1 Large scale spatial variability

Seventy-nine of the 94 measurements were suitable for retrieval of basal melt
rates. The main reasons for excluding the other 15 stations are (1) low correlation
values in the depth of the firn-ice transition, which made it impossible to align
the measurements, (2) changes in the shape of the basal reflector that prevented
the reflections from being unequivocally matched, (3) too few high correlation
values for a linear fit to be used to calculate the vertical strain rate.
For the remaining stations, we found a mean basal melt rate of 0.38 ± 0.26 m a−1

(mean + standard deviation; Fig. 9.2a) with a maximum of 1.13 m a−1 at a lo-
cation about 50 km downstream of the grounding line and freezing in the north-
ernmost part of the central flow line (CFL). Of similar size but with different
sign, the mean value of DHi/Dt is −0.38 ± 0.32 m a−1 (Fig. 9.2b), representing a
thinning of the solid ice, whereas the mean value of Hiε̇zz (−0.01 ± 0.20 m a−1)
is close to zero (Fig. 9.2c).
We present the distribution of ab in Fig. 9.1b, as well as an along-flow profile
(CFL) and five cross-sections (CSA-CSE) in Fig. 9.3. Seventy percent of the
estimated basal melt rates range between 0 and 0.50 m a−1. Higher melt rates
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Figure 9.3: Variation of the basal melt rate (a) along the Central Flow Line (CFL) of
Support Force Glacier’s extension on the FIS and (b–f) the cross-sections CSA–CSE.
Locations are shown in Fig. 9.1. pRES-derived values are shown in blue. The dark grey
line represents remote sensing-derived melt rates and the light grey bounds display the
uncertainty, both published by Adusumilli et al. (2020). Derived errors of the pRES
measurements are too small to visualise. For CFL, the distance refers to the grounding
line (GL) of Support Force Glacier and for all cross-sections to the CFL with positive
distances on the eastern side.

were found for nine stations within 100 km of the grounding line at the CFL,
CSA and CSB. All three stations with ab > 1 m a−1 are located in this part
of the study area. The variation of ab along ice flow is weak and shows no
clear trend of increasing melt towards the grounding line, despite the increasing
ice draft (Fig. 9.3a). In the direction across ice flow (Fig. 9.3b-f) the largest
variations in ab appear in the two southernmost cross-sections (CSA, CSB). The
northernmost cross-section, ranging from Berkner Island towards the inland ice
(CSE), has a generally low ab. Three stations, all at the northernmost part of
CFL, indicate freezing. Apart from the southern part, higher basal melt rates,
of up to 0.82 m a−1, occur only at CSD. A large scale distribution of ab can
also be influenced by changes in vertical gradients of the ice temperature. An
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ice shelf fed by a fast glacier typically contains a cold core as a result of ice
advection, leading to larger vertical temperature gradients some distance from
the grounding line. However, with melting over centuries, the ice temperature
is more likely to approach a parabolic profile, with only moderate temperature
gradients (Humbert, 2010).

9.3.2 Small scale spatial variability

In order to assess the small scale spatial variability of the basal melt rates and
hence the representativeness of measurements over large distances, we carried out
18 pRES measurements located, each within a 2-km of another measurement, at
different locations across our survey area. In Fig. 9.4 we display the difference in
melt rates |∆ab| between nearby station pairs as a function of the difference in
ice-shelf draft |∆hb|, derived from the BedMachine surface elevation (Morlighem,
2020; Morlighem et al., 2020), which gives and indication of large scale basal
topography for the two locations. The basal melt rate of the higher melt rate
station is indicated by colour, and the size of the dot represents the separation.
For all but two |∆Hb| is below 10 m and |∆ab| below 0.10 m a−1, independent
of the magnitude of ab or the distance between the measurements. The largest
|∆ab| of 0.71 m a−1 is coincident with |∆hb| of 10.5 m within a distance of < 1 km
and was observed at locations pRES060 and pRES061 (Fig. 9.3 and Fig. 9.7). At
location pRES060, we observed the higher melt rate as well as the larger draft
of the two locations, which indicates an increased thermal forcing as a result of
the higher basal pressure. Beside, the station with the second largest basal melt
rate of ab > 1.0 m a−1 indicates a localised change in draft of 15.5 m. Overall,
this gives evidence that individual measurements are representative of a large
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Figure 9.4: Small scale variability of basal melt rates and ice-shelf draft. Difference
in basal melt rate |∆ab| in relation to ice-shelf draft |∆hb| for nearby stations (average
distance: 1126 ± 296 m). The colour of each dot represents ab of the station with the
larger basal melt rate and the size indicates the distance between both stations.

104 9.3. Results



area on the scale of many ice thicknesses and only minor variation due to the
specific choice of the location of the measurement is to be expected for an ice base
with suppressed basal topography. Airborne radar echograms (Fig. 9.6), recorded
within NASA’s Operation IceBridge (OIB) with a Center for Remote Sensing of
Ice Sheets (CReSIS) Multi-channel Coherent Radar Depth Sounder (MCoRDS)
in 2016 (Paden et al., 2014 updated 2019), show that this largely applies to the
study area. For the most part, these radargrams show a smooth ice shelf base
base with some slight variations of a few metres over several hundreds of metres,
but without terrace structures. One exception is a basal channel in the west with
a height of approx. 50 m (Fig. 9.6e,f). At three locations around this channel,
pRES measurements have been performed (western part of CSC in Fig. 9.3d).
These show low variability, with a basal melt rate ∼ 0.2 m a−1 lower in the centre
of the channel.

9.4 Comparison with remote sensing basal melt
estimates

The analysis of remote sensing-derived basal melt rates is based on precisely
measured elevation changes of the ice-shelf surface and on the correction of the
surface mass balance, firn densification and dynamic change in ice thickness (e.g.
Moholdt et al., 2015; Adusumilli et al., 2020). The dynamic change in ice thick-
ness and thus the vertical strain rate is often derived from the divergence of a
satellite sensor-derived surface velocity field.
We used the pRES-derived vertical strain rates to assess the reliability of strain
rates derived from different remote sensing velocity fields. Satellite-derived melt
rates at FIS from Rignot et al. (2013), Moholdt et al. (2015) and Adusumilli et al.
(2020) were all based on the strain rates derived from the same early MEaSUREs
velocities (Rignot et al., 2011; Scheuchl et al., 2012). However, this velocity field
contained some significant data gaps in our study area that were not present
in modern velocity fields such as the Landsat Ice Speed of Antarctica (LISA)
product from which vertical strain rates were derived by Alley et al. (2018) or the
newest MEaSUREs data set (Mouginot et al., 2019b,a). Instead of comparing the
vertical strain rate itself, we compared the dynamic ice thickness change (Hiε̇zz)
that was derived from the vertical strain rate and the solid-ice thickness. The
result reveal a significant improvement over the last decade in the accuracy of
the determination of vertical strain rates from remote sensing.
While the average deviation between the pRES-derived product and that from
Moholdt et al. (2015) was 0.40±0.44 m a−1 (mean ± standard deviation; Fig. 9.5a,b
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and Fig. 9.8), there were much smaller deviations (−0.01 ± 0.35 m a−1) from the
product of Alley et al. (2018) (Fig. 9.5c,d and Fig. 9.8). The comparison with the
dynamic ice thickness that we calculated using the latest MEaSUREs data set
(Mouginot et al., 2019a,b) also showed only minor deviations of 0.04±0.17 m a−1

(Fig. 9.5e,f and Fig. 9.8). Here, similar to Moholdt et al. (2015), we applied a
Gaussian filter with a 27×27 km window to smooth the velocity data, and calcu-
lated the divergence to obtain the vertical strain rate. The comparison highlights
the recent improvement in the estimation of velocity fields for more accurate
calculation of dynamic ice thickness changes, and demonstrates good agreement
between remote sensing-derived strain rates and those from in situ measurements.

Remote sensing-derived melt rates published by Rignot et al. (2013), Moholdt
et al. (2015) and Adusumilli et al. (2020) suggested a similar pattern of melt
rates: southeast of Berkner Island, a freezing regime in the west switches to
a melting regime eastwards, with melting persisting towards the south to the
Support Force Glacier. However, a data gap in the velocity field meant that no
melt rates could be determined by Rignot et al. (2013) for a large part of our
study area.

The comparison with the results from Adusumilli et al. (2020) reveals a broader
distribution of the remote sensing-derived melt rate (-1.1 – 1.6 m a−1) at the
pRES locations with an average deviation from the pRES-derived values of 0.35±
0.57 m a−1 (Figs. 9.3 and 9.5g,h), which is of size similar to the deviation of the
dynamic change in ice thickness. Another reason for the discrepancies can be the
different measurement periods over which the basal melt rates were estimated:
Adusumilli et al. (2020) shows that basal melt rates can vary at interannual
timescales. In order to investigate whether different measurement periods con-
tributed to the discrepancies between the results from the different methods, we
compared the change in ice thickness DHi/Dt (Eq. 9.1) after the correction for
the surface mass balance and firn densification (Fig. 9.9). Some of the differences
occur because Adusumilli et al. (2020) defines Hi as the ice-shelf thickness in units
of m of ice equivalent, which is slightly higher than the solid-ice thickness that we
use for the pRES-based estimates. However, the comparison of DHi/Dt shows a
good agreement, with an average difference of only 0.04 ± 0.24 m a−1 (Fig. 9.5i,j).
Since variations in basal melt rate contribute to DHi/Dt and this only shows
slight differences, a temporal variation in basal melting can be excluded as the
reason for the significant discrepancies that we find. Furthermore, this indicates
that the techniques derive consistent changes in ice thickness from their initial
measurements after applying the corrections for the surface mass balance and the
firn densification, and that the large differences in basal melt rates result prin-
cipally from differences in the strain rate, which can be improved by the use of
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Figure 9.5: Comparison of remote sensing (grey) and pRES-derived (blue) results.
The left column shows the distributions (a) of the dynamic change in ice thickness
Hiε̇zz for the results published by Moholdt et al. (2015), (c) Alley et al. (2018) and (e)
derived from the MEaSUREs product (Mouginot et al., 2019b,a), (g) of the basal melt
rate ab and (i) of the change in ice thickness DHi/Dt, both in comparison with those
from Adusumilli et al. (2020). The right column (b,d,f,h,j) shows the distribution of the
deviation between remote sensing and pRES-derived values according to (a,c,e,g,i). The
numbers in the upper right corner state the mean value and the standard deviation (sd).
Positive value refer to larger numbers derived from the remote sensing–based method.
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modern surface velocity products.

9.5 Conclusion

We have presented the first spatial distribution of basal melt rates in the southern
Filchner Ice Shelf derived from repeated phase-sensitive radar measurements. In
general the melt rates are moderate with maximum values in the centre of less
than 1.13 m a−1. We tested the representativeness of individual measurements by
assessing the variability over short distances. Spatial variability in ab is low, with
occasional outliers possibly linked to large basal gradients. This gives us confi-
dence that a small number of widely spaced measurements accurately represent
the large scale melt pattern. Temporal variability, however, is not captured. We
find freezing at three locations – all in the northern part of the study area – but
as yet we are unable to extract a rate from the radar data.
Our in situ measurements reveal that inaccuracies in the estimation of dynamic ice
thickness change negatively affected recent remote sensing-derived melt rates at
our study area at the Filchner Ice Shelf. A comparison with strain rates published
by Alley et al. (2018) and with those derived from the newest MEaSUREs velocity
field indicates that these inaccuracies can be overcome by using state-to-the-art
velocity fields, in which data gaps could be closed. Our study demonstrates that
satellite-derived basal melt rates hold great promise, but care needs to be taken,
as modelling of the future contribution of Antarctica to sea level rise is currently
calibrated using such products (Jourdain et al., 2020). This highlights the need
to obtain more data sets such as the one presented here, from across different ice
shelves, and to conduct repeated field surveys to assess temporal variability.
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9.6 Appendix

9.6.1 Airborne radar echograms

Figure 9.6: Airborne radar echograms (a) P1, (c) P2 and (e) P3 (location in Fig. 9.1),
recorded with a Multi-channel Coherent Radar Depth Sounder (MCoRDS) as part of
NASA’s Operation IceBridge (OIB) campaign in 2016 (Paden et al., 2014 updated 2019;
Arnold et al., 2020). (b,d,f) Insets showing enlarged basal section visualised by black
box in (a), (c) and (e). The white dots mark the depth of the ice base derived from a
near-by pRES measurement.
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9.6.2 pRES echograms
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Figure 9.7: Amplitude profiles of first and repeated measurements at locations
pRES060 (a,b) and pRES061 (c,d). Insets in (b) and (d) showing enlarged basal sec-
tion, visualised by black boxes in (a) and (c). (b,d) Vertical dashed lines mark the ice
thickness and ∆H the change in ice thickness between both visits.
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9.6.3 Comparison with remote sensing
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Figure 9.8: Variation of the dynamic ice thickness change Hiε̇zz (a) along the Central
Flow Line (CFL) of Support Force Glacier’s extension on the FIS and (b–f) the cross-
sections CSA–CSE. Locations are shown in Fig. 9.1. pRES-derived values are shown in
blue. Remote sensing-derived values are represented by the solid grey line for results
published by Moholdt et al. (2015), by a dashed line for results published by Alley
et al. (2018), and by a dotted line for estimations derived from the MEaSUREs product
(Mouginot et al., 2019b,a). The bounds of the results from Moholdt et al. (2015) display
the uncertainties. Derived errors of the pRES measurements are too small to visualise.
For CFL, the distance refers to the grounding line (GL) of Support Force Glacier and
for all cross-sections to the CFL with positive distances on the eastern side.
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Figure 9.9: Variation of the ice thickness change DHi/Dt (a) along the Central Flow
Line (CFL) of Support Force Glacier’s extension on the FIS and (b–f) the cross-sections
CSA–CSE. Locations are shown in Fig. 9.1. pRES-derived values are shown in blue.
Remote sensing-derived values are represented by the dark grey line for results published
by Adusumilli et al. (2020). The light grey bounds display the uncertainties. Derived
errors of the pRES measurements are too small to visualise. For CFL, the distance
refers to the grounding line (GL) of Support Force Glacier and for all cross-sections to
the CFL with positive distances on the eastern side.
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Data availability

Raw data of the pRES measurements and derived melt rates (https://doi.org/10.
1594/PANGAEA.930735; Zeising et al., 2021c) are available at the World Data
Center PANGAEA. Echograms recorded with a Center for Remote Sensing of
Ice Sheets (CReSIS) Multi-channel Coherent Radar Depth Sounder (MCoRDS)
within NASA’s Operation IceBridge (OIB) campaign in 2016 can be accessed at
https://nsidc.org/data/IRMCR1B/versions/2 (Paden et al., 2014 updated 2019)
(last access: 25 April 2021). Basal melt rate data published by Adusumilli et al.
(2020) can be accessed at https://doi.org/10.6075/J04Q7SHT (last access: 04
March 2021). Ice-shelf divergence and thickness data published by Moholdt et al.
(2015) can be accessed at https://doi.org/10.21334/npolar.2016.cae21585 (last
access: 29 April 2021). Strain rate data published by Alley et al. (2018) can
be accessed through open ftp by contacting the National Snow and Ice Data
Center (NSIDC) (last access: 25 June 2021). MEaSUREs velocity product can
be accessed at https://nsidc.org/data/nsidc-0754/versions/1 (Mouginot et al.,
2019b) (last access: 13 April 2021). BedMachine Antarctica product can be
accessed at http://nsidc.org/data/nsidc-0756 (Morlighem, 2020) (last access: 12
April 2021).
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On the evolution of an ice
shelf melt channel at the
base of Filchner Ice Shelf,
from observations and vis-
coelastic modeling 10
This chapter is submitted as a research article to the journal The Cryosphere in
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Abstract

Ice shelves play a key role in the stability of the Antarctic Ice Sheet due to their
buttressing effect. A loss of buttressing as a result of increased basal melting
or ice shelf disintegration will lead to increased ice discharge. Some ice shelves
exhibit channels at the base that are not yet fully understood. In this study,
we present in-situ melt rates of a channel which is up to 330 m high and located
at the southern Filchner Ice Shelf. Maximum observed melt rates are 2.3 m a−1.
Melt rates decline inside the channel along flow and turn into freezing 55 km
downstream of the grounding line. While closer to the grounding line melt rates
are higher within the channel than outside, this reverses further downstream.
Comparing the evolution of this channel under present-day climate conditions
over 250 years with its present geometry reveals a mismatch. This mismatch
indicates melt rates two times higher were necessary over the past 250 years to
form today’s channel geometry. In contrast, forcing the model with present-day
melt rates results in a closure of the channel, which contradicts observations.
Time series of melt rate measurements show strong tidally-induced variability in
vertical strain-rates. We found no evidence of seasonality, but discrete pulses
of increased melting occurred throughout the measurement period. The type of
melt channel in this study diminishes with distance from the grounding line and
are hence not a destabilizing factor for ice shelves.
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10.1 Introduction

Melt channels in ice shelves have been hypothesized to destabilize ice shelves and
were often linked to enhanced basal melt. This triggered a variety of observational
studies (Le Brocq et al., 2013; Langley et al., 2014; Drews, 2015; Marsh et al.,
2016; Dow et al., 2018; Hofstede et al., 2021a). However, such channels diminish
with increasing distance from the grounding line at numerous locations. The
main questions are thus if such channels are indeed locations of enhanced basal
melt and what causes them to diminish. Channels at the base of ice shelves
may either be incised by subglacial channels beneath the inland ice transporting
water into the ocean (Le Brocq et al., 2013), arise from topographic features
or from shear margins developing surface troughs when adjusting to floatation
(Alley et al., 2019). Such features like bedrock undulations or eskers imprinted
into the ice geometry on the inland ice side create a channel-type geometry on the
floating part (Drews et al., 2017; Jeofry et al., 2018). In both cases, the channel
at the ice base will be altered by two factors: basal melt arising from oceanic heat
and viscoelastic creep. Surface troughs on ice shelves, which are detectable by
satellites- and airborne remote sensing, are linked due to buoyancy equilibrium to
incisions at the ice base, thus either to melt channels (e.g. Le Brocq et al., 2013;
Langley et al., 2014) or to basal crevasses (e.g. Humbert et al., 2015). Channels
at the ice base have been surveyed using radio echo sounding (Rignot and Steffen,
2008; Vaughan et al., 2012; Le Brocq et al., 2013; Dutrieux et al., 2014; Langley
et al., 2014; Dow et al., 2018). The typical dimensions range from 300 – 500 m
wide and up to 50 m high channels (Langley et al., 2014) to 1 – 3 km wide and 200
– 400 m high ones (Rignot and Steffen, 2008). Channel flanks are not necessarily
smooth but may form terrace structures in lateral (across ice flow) dimension
as shown by Dutrieux et al. (2014) for Pine Island Glacier, Antarctica. These
terraces are separated by up to 50 m high walls with steep slopes between 40◦ and
60◦. Hofstede et al. (2021a) found a basal channel on Support Force Glacier at
the transition to Filchner Ice Shelf attributed to the outflow of subglacial water.
The channel increases in height close to the grounding line and widens afterwards.
Between 7 and 14 km from the grounding line, the flanks of the channel became
steeper and terraces formed on its sides, which are sustained over 38 km from the
grounding line, but decline in height between 14–38 km. Within this distance,
the height varied only slightly from 170 to 205 m. This particular channel is the
focus of this study.

In-situ observations of melt rates in such channels are often conducted with a
phase sensitive Radio Echo Sounder (pRES), which is described in more detail
below. Basal melt rates in a channel at Ross Ice Shelf, Antarctica were found
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by Marsh et al. (2016) to be up to 22.2 m a−1 near the grounding line and only
2.5 m a−1 for observations 40 km downstream. In lateral direction, the melt rate
is only 0.82 m a−1 demonstrating enhanced melt inside the channel. At Pine
Island Glacier, Antarctica, Stanton et al. (2013) found basal melt rates of up
to 24 m a−1 and an across-channel variability that they suggested to be related
to channelized flow. The decreasing of melt rates inside the channel in the flow
direction is likewise described by Le Brocq et al. (2013). Uprising fresh water
enhances basal melting inside the channel. At some point, it becomes super-
cooled due to the falling pressure. Thus, the melt rate decreases and could even
change to refreezing. Similar to Le Brocq et al. (2013), Marsh et al. (2016)
assumed that the channel at Ross Ice Shelf is formed by the outflow of subglacial
meltwater. Washam et al. (2019) found high seasonal variability in basal melting
within a channel at Petermann Gletscher, Greenland. In summer, melt rates
reached a maximum of 80 m a−1, whereas in winter, melt rates were below 5 m a−1.
They suggested that increased subglacial discharge during summer strengthens
ocean currents under the ice which drives the high melt rates. Besides seasonal
variability, melt rates also change within smaller periods. Vaňková et al. (2020)
identified melt rate variations at the M2 tidal constituent at six of 17 locations
at Filchner-Ronne Ice Shelf, Antarctica.

Modeling basal melt rates requires coupled ice-ocean models, solving the en-
ergy jump condition at the transition of ice to the ocean. While none of the
global circulation models deals with ice shelf cavities, there are some coupled
ice-sheet-ocean models simulating large scale basal melt rates (Gwyther et al.,
2020; Dinniman et al., 2016; Jourdain et al., 2017; Seroussi et al., 2017; Timmer-
mann and Hellmer, 2013; Galton-Fenzi et al., 2012). However, only a few of them
incorporate melt channels: Gladish et al. (2012) showed that channels confine
the warm water and stabilize the ice shelf by preventing melt on broader spatial
scales. This conclusion is affirmed by Millgate et al. (2013) who found that an
increasing number of melt channels lead to a decreasing overall mean melt rate.
Our study will provide an observational dataset of basal melt rates that allows
assessing this type of modeling. The change in geometry due to mechanical de-
formation is another important contribution to the evolution of basal channels.
The gradients in displacement u lead to strain ε that causes a change in ice
thickness. This component is governed by the viscoelastic nature of a Maxwell
fluid for ice. While ice is reacting purely viscous on long time scales, its behavior
on short time scales is elastic (Reeh et al., 2000; Gudmundsson, 2011; Sergienko,
2013; Humbert et al., 2015; Christmann et al., 2016; Schultz, 2017; Christmann
et al., 2019). The transition from grounded to floating ice and short term ge-
ometry changes due to basal melt or accumulation are examples of ice affected
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by the elastic response. Over time scales of years, viscous creep becomes more
relevant. As a consequence, the geometry of melt channels needs to be modeled
using viscoelastic material models, which we will also engage below.
In this study, we present in-situ melt rates of a large melt channel feature of
the southern Filchner Ice Shelf at the inflow from Support Force Glacier (SFG).
Field measurement and satellite-borne data enable us to investigate how this
feature evolves using numerical modeling. In addition to the spatial distribution
of basal melt, we are analyzing the temporal evolution of melt rates. We split this
manuscript into two main parts, starting with observations followed by a modeling
section. We present the methodology and the results in each part separately. A
synthesis is then focusing on the evolution of the melt channel.

10.2 Observations

10.2.1 Data acquisition

We acquired data at a melt channel on the southern Filchner Ice Shelf under
the framework of the Filchner Ice Shelf Project (FISP). We performed 44 phase-
sensitive radar (pRES) measurements (locations are shown in Fig. 10.1) in the
season 2015/16, that have been repeated in 2016/17 as Lagrangian-type mea-
surements. These measurements were taken in 13 cross-sections ranging from
14 to 61 km downstream the grounding line (Fig. 10.1). This allows us to in-
vestigate the spatial variability of basal melt rates. At each cross-section, up to
four measurements were performed at different locations: at the steepest western
flank (SW), at the lowest surface elevation (L), at the steepest eastern flank (SE)
and outside east of the channel (OE; Fig. 10.1b). In order to achieve an all-year
time series, one autonomous pRES (ApRES) station was installed (Fig. 10.1b).
This instrument performed autonomous measurements every two hours resulting
in 4342 measurements between 10 January 2017 and 6 January 2018. A GPS
station was also in operation at this point from December 24, 2015 to May 5,
2016. To distinguish the single-repeated measurements from the autonomous
measurements, we refer to them as pRES and ApRES measurements.

10.2.2 Materials and methods

pRES device and processing

The pRES device is a low-power, ground-based radar that allows for estimating
displacement of layers from repeated measurements with a precision of millime-
ters (Brennan et al., 2014). This accuracy enables investigating even small basal
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Figure 10.1: (a) Map of the Ronne and Filchner ice shelves (BedMachine Antarctica
(Morlighem, 2020; Morlighem et al., 2020)). The study area near the Support Force
Glacier (SFG) is marked with a black box. (b) Study area with pRES-derived basal
melt rates at 13 cross-sections of the melt channel. The different symbols indicate the
position relative to the channel, as shown in (c). For each cross-section, the distance
from the grounding line and the duration of ice flow from the location furthest upstream
are given. The location of an ApRES/GPS station is shown by a star. The seismic I,
IV and V lines mark the location of active seismic profiles (Hofstede et al., 2021a,b).
The background is a hillshade of the Reference Elevation Model of Antarctica (Howat
et al., 2018, 2019) overlaid by the ice flow velocity (Hofstede et al., 2021a). (c) Sketch
of a cross-section of the channel with measurement locations on the steepest western
surface flank (SW), at the lowest surface elevation (L), on the steepest eastern surface
flank (SE) and outside east of the channel (OE).

melt rates, taking snow accumulation together with firn compaction and strain
in vertical direction into account (Corr et al., 2002; Jenkins et al., 2006). The
pRES is a frequency modulated continuous wave (FMCW) radar that transmits
a sweep, called chirp, over a period of one second with a center frequency of
300 MHz and bandwidth of 200 MHz (Nicholls et al., 2015). For a better signal
to noise ratio, the single-repeated measurements were performed with 100 chirps
per measurement and the measurements of the time series with 20 chirps due to
memory and power limitations. After collecting the data, each chirp was corre-
lated with every other chirp in order to reject those which had a low correlation
coefficient on average. The remaining chirps were stacked.
We followed Brennan et al. (2014) and Stewart et al. (2019) for data processing
to get amplitude- and phase-depth profiles. The final profile that contains the
amplitude and phase information as a function of two-way travel time was re-
ceived from a Fourier transformation. To convert two-way travel time into depth,
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the propagation velocity of the radar wave is computed following Kovacs et al.
(1995). For this the density is required. Here we use a model described by Herron
and Langway (1980). As input parameters, accumulation rate and mean annual
temperature is needed, for which we use data from the regional climate model
RACMO 2.3/ANT (van Wessem et al., 2014, multi-annual mean 1979 – 2011).
Despite the correction of higher propagation velocities in the firn, the uncertainty
of the velocity and thus of the depth is 1% (Fujita et al., 2000).

Basal melt rates from repeated pRES measurements

The method for determining basal melting rates, previously described by e.g.
Nicholls et al. (2015) and Stewart et al. (2019), is based on the ice thickness
evolution equation. The change in ice thickness over time ∂H/∂t consists of
a component arising from deformation and accumulation/ablation at both inter-
faces (e.g. Zeising and Humbert, 2021b). As our observations are discrete in time,
the change of ice shelf thickness ∆H within the time period ∆t, that is caused by
changes at the surface and in the firn ∆Hs (e.g. snow accumulation/ablation and
firn compaction), by strain in vertical direction ∆Hε and by thickness changes
due to basal melt ∆Hb is considered:

∆H
∆t = ∆Hs

∆t + ∆Hε

∆t + ∆Hb

∆t (10.1)

(Vaňková et al., 2020; Zeising and Humbert, 2021b).
In order to obtain the basal melt rate, the change in ice thickness must be adjusted
for the other contributions. Snow accumulation/ablation, firn compaction but
also changes in radar hardware (and settings) can cause an vertical offset near
the surface that cannot be distinguished from one another. Following Jenkins
et al. (2006), we aligned both measurements below the firn-ice transition. To
this end, we compute the depth of pore closure hpc takes place, i.e. the depth at
which a density of 830 kg m−3 is reached. To this end, we apply the densification
model (Herron and Langway, 1980) and mean annual accumulation rate and
temperature from the multi-year mean RACMO2.3 product (van Wessem et al.,
2014). In our study area, hpc varies between 62 m and 71 m. The actual alignment
is based on a correlation of the amplitudes for a window of 6 m around hpc. No
reliable alignment could be obtained from the correlation for nine stations, since
the correlation values were not unambiguous. As a consequence, these stations
were not considered.
After the alignment, the change in the ice thickness Hi below the depth of the
pore close hpc is only affected by vertical strain and basal melt. Thus the basal
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melt rate ab (positive for melting, negative for freezing) is

ab = −∆Hb

∆t = −
(︄

∆Hi

∆t − ∆Hε

∆t

)︄
(10.2)

with ∆Hε being the thickness change due to vertical strain εzz. ∆Hε is derived
from integrating εzz from the aligned reflector at hpc to the ice base hb

∆Hε =
hpc∫︂

hb

εzz dz. (10.3)

Here, hb denotes the averaged depth of the ice base of the measurements. The
vertical strain is defined as

εzz = ∂uz

∂z
(10.4)

with the displacement in vertical direction uz.

In order to determine uz, we followed the method described by Stewart et al.
(2019). We divided the first measurement in segments of 6 m width with 3 m
overlap from a depth of 20 m below the surface to 20 m above the ice base. To
determine vertical displacements, we cross-correlated each segment of the first
measurement with the repeated measurement. The lag of the largest amplitude
correlation coefficient was used to find the correct minimum phase difference,
from which we derived the vertical displacement. Since noise prevents the reliable
estimation of the vertical displacement from a certain depth on, we calculated
the depth at which the averaged correlation of unstacked chirps undercuts the
empirical value of 0.65. We name this the noise-level depth limit hnl, which is
743 m on average in this study area. Only those segments located below hpc

and above hnl were used to avoid densification processes and noise to influence
the strain estimation. A linear regression was calculated from the shifts of the
remaining segments, assuming a constant vertical strain distribution over depth
as the overall trend. However, at six stations, all in the hinge zone where the
ice is bended by tides, we observed a slight deviation from a linear trend at
deeper layers (Fig. 10.9a). The segments that indicate a non-linear distribution
are located below hnl and are hence not taken into account for the regression.
Nevertheless, we want to provide a lower limit considering other forms of strain-
depth relations. For this purpose, we use a strain model that is decreasing linearly
from half the ice thickness (approximately hnl) to the depth of at which εzz = 0
(Fig. 10.9b). This serves as a lower limit of the displacement, whereas a linear
εzz(z) gives the upper limit. The average of both gives ∆Hε and the difference
the uncertainty.
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In order to derive ∆Hi, we used a wider segment of 10 m around the basal return,
which was identified by a strong increase in amplitude. Its upper limit is located
9 m above the basal return, while the lower limit is defined 1 m below the basal
return. The vertical displacement of the ice base and thus the change in ice
thickness was obtained from the cross-correlation of the basal segment.
The uncertainty of the melt rate results mainly from the alignment of the repeated
measurement and the uncertainty of ∆Hε. This leads to uncertainties in the melt
rate of more than 0.2 m a−1 for locations in the hinge zone, while at other locations
the uncertainty is predominantly in the range of < 0.05 m a−1.
In order to classify how representative the melt rates are for the past, we recon-
structed the ice thickness based on the values derived from the pRES measure-
ments. First, we interpolated the ab, ∆Hε and ∆Hs along the distance of the
channel to get continuous values between the cross-sections and smoothed the re-
sults in order to obtain a trend for each process. We converted the distance down-
stream of the upstream most cross-section to an age beyond this cross-section by
assuming the mean flow velocity is constant. Next, we treat the change in ice
thickness as a transport equation. To this end, we compute the advection of
the ice thickness under present day climate conditions (HPDadv). For this we use
interpolated functions of ab(t), ∆Hε(t) and ∆Hs(t). The expected ice thickness
at HPDadv is then the thickness at t0 = 0 a plus the cumulative change in ice
thickness:

HPDadv(t) = H(t0) +
∫︂ t

t0
(∆Hs(t′) + ∆Hε(t′) + ab(t′)) dt′. (10.5)

We can turn this around and calculate a synthetic melt rate asyn
b (t) that recon-

structs the ice thickness H:

H(t) = H(t0) +
∫︂ t

t0
(∆Hs(t′) + ∆Hε(t′) + asyn

b (t′)) dt′. (10.6)

Descriptions of the symbols are given in Tab. 10.1.

Basal melting from ApRES time series

The processing of the autonomous measured time series differs slightly from the
single-repeated measurements. For the ApRES time series, the instrument was
located below the surface, thus snow accumulation had no influence on the mea-
sured ice thickness and an alignment of the measurements is not necessary. This
gives the possibility to determine the firn compaction ∆Hf . Without the align-
ment, thickness change due to strain needs to be considered for the whole ice
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thickness H
∆Hε =

∫︂ H

0
εzz dz. (10.7)

For processing, we followed the method described by Zeising and Humbert (2021b),
which differs slightly from the processing applied by Vaňková et al. (2020). Sim-
ilar to processing of the single-repeated measurements, we divided the first mea-
surement into the same segments and calculated the cross-correlation of the first
measurement (t1) with each repeated measurement (ti). The displacement was
obtained by the lag of the minimum phase difference. To avoid half-wavelength
ambiguity due to phase wrapping, we limited the range of expected lag based on
the displacement derived for the period t1 – ti−1.
The estimation of the vertical strain for the period t1 – ti is based on a regression
analysis of the vertical displacements for chosen segments. Only those segments
located below a depth of 70 m and above the noise-level depth limit of h ≈
600 m were used to avoid densification processes and noise to influence the strain
estimation. Assuming constant strain over depth (which is a first guess only),
the regression analysis gives the vertical strain and the cumulative displacement
uz(z) is

uz(z) = εzz z + ∆Hf (10.8)

where the intercept at the surface is the firn compaction ∆Hf . By increasing the
time period, the cumulative melt of the ApRES time series is derived.
In order to investigate if the basal melt is affected by tides, we first de-trended
the cumulative melt time series and computed the frequency spectrum afterwards.
Subsequently, we used frequencies up to the solar annual constituent as input for
a harmonic fit of ∆H(t). We then de-tided ∆H(t) by subtracting the harmonic
fit and calculated the thinning rate. Assuming, that basal melt causes changes
on short time scales of several days, we attribute abrupt increases in the thinning
rate to basal melt anomalies.

Global Positioning System (GPS) processing

The GPS processing is similar to the method used by Christmann et al. (2021).
With the Waypoint GravNav 8.8 processing software, we applied a kinematic
precise point positioning (PPP) processing for the GPS data that were stored in
daily files. We merged three successive daily solutions to enable full day over-
laps avoiding jumps between individual files. Afterwards, we combined the files
in the middle of each 1-day overlap using relative point to point distances and
removed outliers. The data has been low-pass filtered for frequencies higher than
1/3600 Hz. For tidal analysis, we calculated the power spectrum of the vertical
displacement.
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Digital Elevation Model (DEM)

We use the TanDEM-X PolarDEM 90m Digital Elevation data product provided
by the German Aerospace Center (DLR) as reference elevation model (DLR,
2020). As the elevation values represent ellipsoidal heights relative to the WGS84
ellipsoid we refer the PolarDEM to the EIGEN-6C4 Geoid (Foerste et al., 2014).
In the following, we refer the DEM heights above Geoid as observed surface ele-
vation hTDX. The absolute vertical height accuracy of the PolarDEM is validated
against ICESat data and given to be < 10 m (Rizzoli et al., 2017). For our region
of interest the accuracy is given to be < 5 m as shown in Fig. 16 of Rizzoli et al.
(2017).

10.2.3 Results and discussion of observations

Spatial melt rate distribution around basal channel

The estimated basal melt rates derived from single-repeated pRES measurements
range from 0 to 2.3 m a−1 (Fig. 10.2a). Some stations indicate basal freezing.
A trend of decreasing melt rates in along channel direction was found at the
thinnest part (L) of the channel. Here, melt rates decrease from 1.8 m a−1 to
basal freezing, measured at the three most downstream cross-sections. Outside
of the channel (OE), basal melt rates are more variable without a trend. Stations
at the eastern flank (SE) show a lower range. Here, ab varies between basal
freezing and 0.8 m a−1.
The height of the channel (difference in ice thickness between L and OE; Fig. 10.2b)
increases from about 200 m at the southernmost cross-section to a maximum dif-
ference of about 330 m over a distance of 20 km in ice flow direction. At this
location the melt rates within the channel fall below those outside the channel
and the height of the channel decreases, reaching ∼ 100 m at the northernmost
cross-section.
In Fig. 10.2c we display the melt rates as a function of ice-shelf draft, derived
from the TanDEM-X surface elevation and the pRES ice thickness. The melt
rates outside the channel (OE) seem to be independent of the ice-shelf draft, while
inside the channel (L) the melt rates decrease with reduced draft. However, melt
rates at the largest drift inside the channel are approx. three times larger than
those outside the channel or at the steepest eastern flank (SE) at similar draft.
The distribution of ∆Hε shows a significant thickening of more than 1 m a−1 at
the most upstream cross-section at L and OE (Fig. 10.10). In ice flow direction,
∆Hε declines, reaching about zero above the channel at the cross-section furthest
downstream. In contrast, outside the channel, strain-thinning occurred 30 km
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Figure 10.2: Spatial distribution of pRES-derived (a) basal melt rates (positive ab

represents melting) and (b) ice thickness at the locations SW (red), L (yellow), SE
(purple) and OE (blue) around the channel as a function of distance from the grounding
line. (c) Melt rate as a function of ice draft obtained from pRES-derived ice thickness
and hTDX. Uncertainties are shown by gray error bars.

from the grounding line on. The change in ice thickness due to firn compaction
and accumulation is close to zero in the entire study area (Fig. 10.10).

However, the measurements only show a snapshot, as the variability on longer
time scales is unknown. Based on the interpolated melt rates, ∆Hε and ∆Hs along
the channel (solid lines in Fig. 10.3a and 10.10), we computed the advected ice
thickness under present day climate conditions HPDadv (solid lines in Fig. 10.3b).
The comparison of HPDadv with the measured ice thickness (dashed lines) shows
large differences of up to 185 m above the channel. While the observed ice thick-
ness decreases rapidly above the channel, HPDadv remains almost constant. In
contrast, no significant differences between the observed ice thickness and HPDadv

can be identified outside the channel. If the present day melt rates were represen-
tative for a longer period of time, the channel would be closed within 250 years,
as the difference in HPDadv above and outside the channel reaches zero. However,
since the channel still exists beyond the northern end of our study area, it can
be concluded that the melt rates in the channel must have been higher in the
past. How large the melt rates must have been on average can be deduced from
the reconstruction of the existing ice thickness. The resulting synthetic average
melt rate in the channel is about twice as high as the observed ones, reaching
3.5 m a−1 in the upstream area (yellow dashed line in Fig. 10.3a). Assuming a
steady state ice thickness upstream of the study area (supported by low elevation
change found in (Helm et al., 2014)) and constant vertical strain and accumu-
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the duration of ice flow in years from the measurement location furthest upstream.
Unconsidered observations were marked as outliers. Error bars mark the uncertainties
of the pRES-derived values.

lation in the past, this indicates that melt rates in the last 250 years have been
significantly higher than observed now.
In addition to the observations we have presented in this section, we also con-
ducted measurements of the vertical profile of the vertical displacement, that we
present below together with simulations.

Time series of basal melting

The ApRES time series outside the melt channel reveals an average melt rate of
0.23 m a−1 (Fig. 10.4a). A look at the monthly mean melt rates shows increased
melt during the summer months (January, February and November, December)
in comparison with the winter season. In these months the melt rates show
values from more than 0.3 m a−1 up to 0.62 m a−1. The unfiltered time series of
the cumulative melt shows a tidal signal with amplitudes of ∼ 1 cm within 12 h
around the low-pass filtered cumulative melt. The spectral analysis shows all main
diurnal and semi-diurnal constituents, which is in accordance to the frequencies
observed from the GPS station (Fig. 10.11). The analysis of melt events from the
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Figure 10.4: Time series of basal melting at ApRES location outside the channel. (a)
Cumulative melt (blue line, left y-axis) over measurement period from 10 January 2017
to 6 January 2018 with low-pass filtered time series (black line). Monthly mean melt
rates are shown by red lines on the right y-axis. (b) Thinning rate after subtracting of
the tidal signal (blue line). The dashed gray lines in (a) and (b) mark stronger melt
events.

de-tided thinning rate shows several melt anomalies distributed over the entire
measurement period (Fig. 10.4a). These events lasted from a several hours to a
few days and melted up to 1.5 cm of ice.

We found evidence for a clear accordance of the strain in the upper ice column
with the tidal signal as recorded by GPS measurements. Unfortunately, we are
lacking vertical strain in the lower column of the ice due to the noise, which
permits to extract the temporal variation of basal melt rates on tidal time scales.
As the tidal variation of ∆H/∆t is by far lower than the observed ∆Hε/∆t,
either deformation in the upper and lower parts compensates each other or basal
melt/freeze takes this role. We can exclude freezing, as we do not find jumps in
the amplitude of the basal return in the ApRES signal (Vaňková et al., 2021) over
tidal time scales. Consequently, we infer that strain in the lower part compensates
the one in the upper part and there is only a small variation of basal melt on
tidal time scales.

As our location is close to two hinge zones, upstream and west of the melt channel,
only a full three-dimensional model could shade light into the vertical strain in the
lower part of the ice column. This is numerically costly for the required non-linear
strain theory and not in reach. With melt channels being located (or initiated)
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in the hinge zone, any kind of ApRES time series performed at ice columns with
a thickness of more than 1000 m is affected by the unclear strain-depth profile
in the lower part of the ice column. This may be overcome by a radar device
with higher transmission power, that allows to detect the vertical displacement
of layers down to the base. The observed tidal dependency of the vertical strain
is consistent to the finding from other ApRES locations at the Filchner-Ronne
Ice Shelf by Vaňková et al. (2020). They found the strongest dependency, even
of the basal melt rate at some stations, on the semidiurnal (M2) constituent.
Beside depth-independent tidal vertical strain, (Vaňková et al., 2020) found tidal
deformation from elastic bending at ApRES stations located near grounded ice.

10.3 Viscoelastic modeling

To obtain a more profound understanding of the evolution of the channel, we
conduct transient simulations and analyze the change in geometry of a 2D cross-
sections over time, as well as the simulated strain-field. The simulations are
forced with the basal melt rates (both interpolated and synthetic) obtained in
this study (Fig. 10.3). We transform distance to time in along flow direction of
the ice shelf (Fig. 10.1) using present day velocities. This enables us to study
under which conditions the channel is stable or vanishes.
Ideally, we would have observations of ice geometry and basal melt rates from
the transition from inland onward, but our first cross-section with observations
is located 14 km downstream of the grounding line (Fig. 10.1). The initial elastic
response of the grounded ice becoming afloat had faded away. Further elastic
contributions to the deformation originates from in-situ melt at the base and
accumulation at the surface. To initialize our simulations adequately, we therefore
conduct a spin-up.

10.3.1 Model

The model comprises non-linear strain theory accounting for finite deformations,
as there is no justification to expect a priori the deformation to be small for
simulation times of more than 200 a (e.g. Haupt, 2002). We treat the ice as a
viscoelastic fluid and solve the system of equations for displacements using the
commercial finite element software COMSOL (Christmann et al., 2019).
The constitutive relation corresponds to a Maxwell material with an elastic re-
sponse on short time scales and viscous response on long time scales. For homoge-
neous, isotropic ice, two elastic material parameters exist (Young’s modulus and
Poisson’s ratio). We conduct all viscoelastic simulations with commonly used val-
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ues for ice for Young’s modulus of 1 GPa and Poisson’s ratio of 0.325 (Christmann
et al., 2019). Another material parameter of the viscoelastic Maxwell material is
the viscosity. It controls the viscous flow of ice. We use a constant viscosity of
5 × 1015 Pa s and discuss the influence of this material parameter later on. This
constant viscosity is at the upper limit of the viscosity distribution derived by
an inversion of the rate factor in the floating part of Filchner-Ronne Ice Shelf
(Appendix Sec. 10.6.2 and Fig. 10.12). This inversion has been conducted us-
ing the Ice Sheet and Sea-Level System Model (ISSM) (Larour et al., 2012) in
higher-order Blatter-Pattyn approximation (Blatter, 1995; Pattyn, 2003), Bed-
Machine geometry (Morlighem et al., 2020) and the velocity field of (Mouginot
et al., 2019a,b). It was further supported by a temperature field presented in
(Eisen et al., 2020), based on the geothermal heat flux of (Martos et al., 2017).
The model geometry represents a cross-section through the melt channel (Fig. 10.5)
with the x-direction being across channel and resembling the seismic IV profile
(Fig. 10.1). By assuming plane strain, it is virtually infinite in the y-direction.
The computational domain is discretized by an unstructured mesh using prisms
with a triangular basis involving a refined resolution near the channel. We use the
direct MUMPS solver and backward differentiation formula with automatic time
step control and quadratic Lagrange polynomials as shape functions for the dis-
placements. The viscous strain is an additional internal variable in the Maxwell
model and we use shape functions of linear discontinuous Lagrange type to save
computational effort. In some cases, the geometry evolution leads to degraded
mesh elements, which requires automated remeshing from time to time.
In this study, the ice density is 910 kg m−3 and the seawater density is 1028 kg m−3.
At the upper and lower boundaries, we apply stress boundary conditions: for the
ice-ocean interface, a traction boundary condition specifies the water pressure by
a Robin-type condition. The ice-atmosphere interface is traction-free. Laterally,
we apply displacement boundary conditions. As we take a plane strain approach,
we can neglect deformation in the downstream direction. To obtain reasonable
lateral boundary conditions, we transfer observed vertical strain and hence, ver-
tical displacements, in horizontal displacements assuming incompressibility

εzz = −(εxx + εyy), (10.9)

so that ux becomes
ux = (εxx + εyy)W

2 , (10.10)

with W the width of the simulated cross-section (Fig. 10.5). We assume that
the horizontal displacements are constant in vertical direction at lateral bound-
aries, resulting in a compression or elongation perpendicular to the channel
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Figure 10.5: The cross-section of the model geometry at the end of the spin-up (t0)
of the first experiment shows its corresponding width and ice thickness outside east.
The boundary conditions of the viscoelastic model are the water pressure pw acting
perpendicular to the ice base, the displacement in the flow direction uy, which is zero
due to plane strain assumptions, and the time-dependent displacement ux(t) acting
in the lateral direction derived by pRES observations. The locations of the pRES
station at the lowest point (L) of the channel and outside east (OE) are shown at their
position on the surface in addition to the SMB (mass increase) and the melt rate ab

(mass decrease) at the base of the geometry.

(Fig. 10.13a).
The climate forcing consists of the SMB and basal melt rate. Technically, both
are applied by changing the geometry of the reference configuration with the
respective cumulative quantities (Fig. 10.13b,c). For the SMB, we used multi-year
mean RACMO2.3 data (van Wessem et al., 2014) ranging from 0.15 to 0.17 m a−1

for a density of 910 kg m−3, that we slightly modified to account for the surface
depression over the channel: accumulation measurements at the pRES locations
indicated higher accumulation in the channel than outside by a factor of roughly
1.5. Thus, we used 50% higher accumulation rates above the basal channel and
a smooth cosine-shaped transition in x-direction. A crucial forcing is of course
the basal melt rate. Here we conduct individual experiments that are based on
our observed melt rates and its variations. As this data is spatially sparse, we
need to interpolate those values in across-channel (x) direction. To this end, we
assume a smooth cosine-shaped transition.
As we conduct Lagrangian experiments, distance equals time. We define t0 =
0 a at the pRES measurements furthest upstream (Fig. 10.1) that is also the
location of the seismic observations by Hofstede et al. (2021a,b). To evaluate our
simulations, we compare the simulated surface topography and ice thickness, as
well as uz(z) with the observed one.
We performed a spin-up to avoid model shocks, introduced by the transient be-
havior of a Maxwell material, that could be falsely interpreted as the response.
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The main goal is here is to have the geometry after spin-up fit reasonably to the
geometry measured at the seismic IV line (see Fig. 10.1) that we denote as time
t0. The spin-up covers 75 a, which corresponds to the time from the grounding
line to that profile under present day flow speeds. To this end, we take a constant
melt rate equal to the melt rate at t0 and adjust the geometry at the grounding
line to match the geometry at t0 of the seismic IV profile reasonably well. Af-
ter the spin-up, the width W (t0) of the simulated geometry is 10 km. With this
procedure an initial elastic deformation at the beginning of the transient simula-
tion vanished and the viscoelastic geometry evolution of the melt channel can be
evaluated for different melt scenarios.
Short-term forces like the time-varying climate forcing as well as the lateral ex-
tension or compression demand the usage of a viscoelastic instead of a viscous
model to simulate the temporal evolution of the basal channel. We conduct a se-
ries of simulations with different material parameters and identify the best match
of observed and simulated ice thickness above (L) and outside east (OE) of the
channel. At these two positions most of the pRES measurements were done and
the distribution of the melt rates gives an adequate basis to force the model.
Due to the sparsity of observations at the western side, we apply a forcing in the
model based only on melt rates at L and OE.
In a first experiment, we use an interpolation of the observed melt rates as forcing
and compare the results with HPDadv (solid lines in Fig. 10.3). The second exper-
iment aims to derive the best match between simulated and observed geometry.
For this experiment, we use synthetic melt rates (dashed lines in Fig. 10.3a).

10.3.2 Results and discussion of simulations

First experiment: pRES-derived melt rate

The spin-up for this experiment is starts with a manually adjusted geometry
(including the channel at the base) for t = −75 a to fit seismic IV profile for t0
at the base. We applied a constant melt rate of 1.5 m a−1 at L and 0.5 m a−1 at
OE. This forcing enlarges the melt channel during the spin-up as the ice thickness
OE increases due to the prescribed displacement at the lateral boundaries. The
general shape of the base matches the seismic profile IV reasonably well (Fig. 10.1
and Fig. 10.14). In the experiment, we force the base with ab (solid line in
Fig. 10.3a).
The results of this experiment are displayed in Fig. 10.6. For both locations,
L and OE, the simulated and observed geometry differ significantly. While the
simulated ice thickness above the channel only declines by 21 m or 1.7% in 250 a,
the observed one is a factor of 9, or 191 m thinner. However, the simulated trend
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Figure 10.6: First experiment: Simulated surface elevation (a) and ice thickness (b)
using the pRES-derived melt rate. Colors denote quantities above the channel (yellow)
and outside the channel (blue). (a) Simulated surface elevation hsim (solid lines) and
observed hTDX (dashed lines). (b) Simulated ice thickness Hsim (solid lines), under
present day climate conditions advected HPDadv (dashed-dotted lines) and observed
HpRES (dashed lines). Gray lines represent the spin-up.

outside the channel shows thinning. This thinning sets in after 50 a, whereas we
find continuous thinning in the observations. This delayed onset of thinning is
also represented in the simulated surface topography. Most notably is the match
between simulated Hsim and advected HPDadv ice thickness under present day
climate conditions at L. This match confirms that present day melt rates would
not lead to the observed channel evolution over 250 a.

Second experiment: Synthetic melt rate

The spin-up for the second experiment also starts with a geometry that has been
manually adjusted for t = −75 a to fit seismic IV profile for t0 at the base. In
the second simulation experiment, we force the base with the synthetic melt rate
(Fig. 10.3a). Again, the melt rate has been kept constant over the spin-up with
asyn

b (t0). By disregarding the additional melt of the spin-up, the synthetic melt
rate leads to a cumulative melt after 250 a of 290 m (Fig. 10.13a). With that
184 m more ice is melted at L than in the first experiment.
The modeled geometry of this experiment is presented in Fig. 10.7. The simulated
ice thickness at L is in very good agreement with HpRES. There is some mismatch
at OE, but the simulated trend of thinning is synchronous to the observation.
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Figure 10.7: Second experiment: simulated surface elevation (a) and ice thickness (b)
using the synthetic melt rate. Colors denote quantities above the channel (yellow) and
outside the channel (blue). (a) Simulated surface elevation hsim (solid lines) and ob-
served hTDX (dashed lines). (b) Simulated ice thickness Hsim (solid lines) and observed
HpRES (dashed lines). Gray lines represent the spin-up.

After 250 a the deviation from the observed ice thickness at OE reaches 53 m.
The simulated evolution of the base for the second experiment shows a persistent
basal channel (Fig. 10.15). The mismatch of the surface elevation at L and OE is
reversing over time: while the simulated surface topography at OE is first too low,
it is too high in the second half of the transient simulation (Fig. 10.7). However,
the trend of the observed hTDX and simulated hsim elevation behave similarly.
Above the channel, the surface elevation is first overestimated by 4 m at the end
of the spin-up. After 57 a, it turns from an over- to underestimation that results
in an 8 m lower hsim than the observed hTDX after 250 a. To assess if the ice is
in buoyancy equilibrium, we compute the freeboard at the position L for an ice
density of 910 kg m−3. The surface elevation is 133 m at t0 and decreases to 112 m
after 250 a. Although hTDX is larger than this, the ice is approaching flotation in
downstream direction. One could take another approach and estimate the mean
density under the assumption of buoyancy equilibrium: at t0 this corresponds
to 901 kg m−3 and after 250 a to 896 kg m−3. As more ice is melted from below
and with higher snow accumulation at L, the density decreases, which is to be
expected.

After 250 a, the simulated freeboard at OE is 1 m higher than the surface elevation
of 138 m inferred by buoyancy equilibrium using an ice density of 910 kg m−3.
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Similar considerations regarding OE lead to a 3 m higher hTDX than 132 m out
of buoyancy equilibrium. Overall, we see convergence to equilibrium state at
OE and the simulated surface elevation at L. At the end of the simulation, only
hTDX above the channel does not reach buoyancy equilibrium, which leads to the
justifiable assumption that the mean ice density at L is lower than OE.
At the position of the furthest upstream pRES observations we can see from the
seismic IV profile that the influence of the grounding line has not completely van-
ished. The assumption of buoyant equilibrium is therefore likely to be flawed. At
the end of the simulation, the geometry should be close to buoyancy equilibrium
despite melting and a 50% higher SMB at L than OE. Hence, simulations carried
out using a higher SMB within the channel would result in better agreement with
the observed values of hTDX.

Next, we exploit the variation of the vertical displacement over depth. The re-
sults are presented in Fig. 10.8. For this purpose, we calculated the cumulative
vertical displacement in one year over depth. For comparability, the vertical dis-
placements due to accumulation and snow compaction were removed from the
observed distributions.
Most notably, we move from a vertically extensive regime into a compressive by
increasing distance to the grounding line. Given the complexity of the problem,
the simulations show a reasonable agreement with the observations. The best
match is reached at OE, which is not that surprising. The generally good agree-
ment of the simulated displacements outside the channel comes from tuning ux

at the lateral boundary to match uz from the pRES measurements at OE. Both
simulated and observed vertical displacement distributions show that the strain
decreases from L to OE. The only exception here is t = 57 a, where the vertical
strain at SE is larger than the one at L. While at 0 a and 26 a the deviation of
the simulated displacements between L and OE is small, it increases afterwards.
From 105 a, the simulated vertical displacements agree very well with those of
the pRES-measurements, where a displacement distribution was derivable at L
and OE. The same comparison for the first experiment (Fig. 10.16) shows similar
results, with significantly less pronounced differences between L and OE. Hence,
the mismatch to the observed vertical displacements for this experiment using the
measured melt rates is higher than for the second experiment with the synthetic
melt rates. The simulated strain evolution of the cross-section confirms that the
viscoelastic model needs to account for finite deformation as the strain exceeds
10% (Fig. 10.17).
As the last point of this second experiment, we consider the influence of the
viscosity on the evolution of the melt channel (Fig. 10.18). To reach the ice

10.3. Viscoelastic modeling 135



-1 -0
.5

0 0.
5

1 1.
5

u
z
 (m)

0

500

1000

1500

de
pt

h 
(m

)

 u
x
 = 5.7 m 

 0 a  a 

-1 -0
.5

0 0.
5

1 1.
5

u
z
 (m)

 u
x
 = 3.6 m 

 26 a  b 

-1 -0
.5

0 0.
5

1 1.
5

u
z
 (m)

 u
x
 = 1.0 m 

 57 a  c 

-1 -0
.5

0 0.
5

1 1.
5

u
z
 (m)

 u
x
 = 0.3 m 

 73 a  d 

-1 -0
.5

0 0.
5

1 1.
5

u
z
 (m)

 u
x
 = 0.3 m 

 87 a  e 

0

500

1000

1500

de
pt

h 
(m

)

 u
x
 = -0.4 m 

 105 a  f 

 u
x
 = -0.9 m 

 130 a  g 

 u
x
 = -2.1 m 

 160 a  h 

 u
x
 = -2.6 m 

 181 a  i 

 u
x
 = -1.4 m 

 205 a  j 

0

500

1000

1500

de
pt

h 
(m

)

 u
x
 = -1.5 m 

 226 a  k 

 u
x
 = -1.5 m 

 242 a  l 

 u
x
 = -1.4 m 

 256 a  m 

L
SE
OE

simulation

L
SE
OE

observation

Figure 10.8: Second experiment: comparison of displacements (uz) derived from
observations (dots) and the simulations (lines). The different panels show the displace-
ment for ∆t = 1 a allocated to the simulation time (number in the upper right corner).
The numbers in the lower right corners give horizontal displacement ux derived from εzz

of the pRES measurements outside the channel (OE) with positive values representing
compression and negative values extension.

thickness of seismic IV, the simulation applying the smallest viscosity needs a
higher initial channel and hence, less ice thickness at L at the beginning of the
spin-up (Appendix Sec. 10.6.2). The channel thickness of the pRES-measurement
is modeled best using a viscosity of 5 × 1015 Pa s. A two times higher viscosity
leads to an ice thickness in the channel that is 42 m smaller after 250 a, while a
five times lower viscosity results in 116 m thicker ice above the channel due to
more viscous flow into the channel. The simulated ice thickness OE is similar for
all three different viscosities.

10.4 Discussion

Melt rates inside the channel are in general rather moderate < 2 m a−1. For
comparison values retrieved at a channel 1.7 km from the grounding line of the
Ross Ice Shelf at MercerWhillans ice streams inflow were 22.2 m a−1 (Marsh et al.,
2016). At the Ross Ice Shelf, the values dropped to below 4 m a−1 over a distance
of 10 km and reached 2.5 m a−1 after 40 km. We also find a factor of five lower
values in the center of the channel over a distance of 11 km, however, this takes
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place between 14 and 25 km downstream the grounding line. However, at about
the same distance, we find a peak in basal melt rate of 2.3 m a−1 (Figs. 10.1
and 10.2) at OE. Interestingly enough, this location corresponds to a steep basal
topography in the seismic profiles I and V, indicating that we might have not
been entirely outside the channel at this spot, but potentially at a steep flank.
At the Ross Ice Shelf, the ratio between inside the channel and 1 km outside is
about 27, whereas we find only a factor of 3, with a distance between L and
OE being 1.8 km. Zeising et al. (2021f) presented pRES-derived basal melt rates
downstream of our study area. Roughly 40 km downstream the northernmost
cross-section (∼ 200 a of ice flow), these measurements show that the channel
still exists, but with a small height of ∼ 16 m. Inside the channel, Zeising et al.
(2021f) determined a melt rate of 0.25 m a−1 and outside 0.41 m a−1. The larger
melt rates outside the channel compared to inside is in agreement with the finding
of our study. In general, the channel height declines, so the channel fades out. The
channel diminishes by melt rates inside the channel falling below those outside
the channel. The trend in vertical strain has only a minor contribution to this
evolution. We thus do not find any evidence that such channels are a cause for
instabilities of ice shelves as suggested by Dow et al. (2018).
One of the main findings of our study is that the present geometry can only
be formed with considerable higher melt rates in the past (see Fig. 10.3). This
finding is based on the assumption that the strain-rates were in the past similar
to present day. This is justified, as significant changes in strain would require a
change in the system that would cause other characteristics to change, like the
main flow direction, for which we do not find any indication.
The pRES melt rate observations covered only one year. As the ocean conditions
within the sub-ice shelf cavity are known to respond to the ocean forcing from the
ice front (e.g. Nicholls, 1997), they would expect to be subject to significant inter-
annual variability. Underlying any interannual variability, a long-term reduction
in basal melt rates would be the expected response to a reduction in production
of dense shelf waters north of the ice front, resulting from a reduction in sea ice
formation (Nicholls, 1997), resulting in turn from a reduction in the southerly
winds that blow freshly produced sea ice to the north.
A decrease in northward motion of sea ice has been observed in the satellite record
(e.g. Holland and Kwok, 2012), and modeling experiments by Naughten et al.
(2021) find decreasing basal melt rates. This reduction is therefore consistent
with higher basal melt rates in the past. However, our model results suggest
that the mismatch between the past melt rates needed to explain the observed
channel geometry and those that were observed applies only to the channel, and
not to the ambient ice. This could be explained by historically higher levels of
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subglacial outflow at the grounding line, or anomalously low levels during the
observation period. Subglacial outflow contributes to the buoyant flow up the
basal slope and therefore the shear-induced turbulence that raises warm water
from deeper in the water column towards the ice base. Smith et al. (2009) found
an active subglacial lake at the transition between Academy Glacier and SFG,
and also Humbert et al. (2018) suggest in the upstream area of SFG a subglacial
lake.
Hofstede et al. (2021a) showed that the subglacial channel appears 7 km upstream
of the grounding line increasing its height to 280 m at the grounding line. The
location of the channel corresponds with increased subglacial flux found by Hum-
bert et al. (2018) using a simple routing scheme. The channel formed on the
grounded part is most likely the source of a grounding line fan and thus carrying
sediments, formed at the seabed under the basal channel Hofstede et al. (2021a).
Once this topographic feature reaches the ocean, it will focus on the relatively
buoyant flow and enhance shear-driven vertical mixing, bringing heat and salt to
the ice base leading to higher basal melt rates.
However, with increasing distance along the channel, the basal gradient, and
therefore the speed of the buoyant flow, reduces, as does the entrainment of warm
water from beneath. Coupled with the increasing pressure freezing point at the
ice base this leads to a gradual reduction of the melt rate in the channel. From
Fig. 10.2a, the melt rate in the channel reduces below that of the ambient ice
base by about 30 km distance from the grounding line, suggesting that the effect
of basal melting thereafter is to suppress the channel. The cause of the strong
melt anomalies identified in the ApRES measurements remains unclear as no
direct ocean observation exists near SFG. However, the time scale of the events
is consistent with the passage of warm cored eddies. Such features have been
observed in the ocean cavity beneath the neighboring Ronne Ice Shelf (Nicholls,
2018).
The channel height is found to increase until 30–35 km downstream of the ground-
ing line. Further downstream, the channel begins to close. Our modeling results
show that less viscous ice (1 × 1015 Pa s) would tend to shut the channel faster
than the rate we observe. For the best match between observed and modeled ge-
ometry, we need viscosities around 5 × 1015 Pa s of stiff ice to prevent the closure
by deformation. This claim is also confirmed by the inversion of the viscos-
ity to model observed surface velocities in the melt channel region (Appendix
Sec. 10.6.2). With a viscosity of 5 × 1015 Pa s, we can simulate with a viscoelastic
model the channel evolution in both experiments matching the observations: (i)
pRES-derived melt rates result in an ice thickness fitting the present day advected
ice thickness HPDadv, (ii) synthetic melt rates lead to the observed ice thickness
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HpRES.
The difference in geometry change, due to different values of the viscosity, mani-
fests stronger inside the channel than outside. This was to be expected because
of the load situation resulting from the prescribed geometry (Fig. 10.18). The
simulated geometry change is mainly due to the elastic response to thinning by
basal melt and ice accumulation. Any purely viscous simulation would overrate
the deformation. Higher melt rates were needed to compensate for this. Wearing
et al. (2021) presents a full Stokes simulation of a comparable melt channel and
indeed needs high melt rates to keep the channel open. It is important to keep
this result in mind for (future) inverse modeling of melt rates in melt channels.
We find a difference (−4 m to 8 m) between simulated and observed surface ele-
vation at L. The elevation difference is most likely caused by the constant density
that we used for the simulations, as the ice thickness matches well. For the thin-
ner ice above the channel, this could be achieved by an ice density decreasing
from outside to inside and from upstream to downstream the channel. However,
one has to keep in mind, that the accuracy of the surface elevation product is
5 m.
In general, we benefited highly from having measurements of vertical strain avail-
able. This opens new possibilities to identify weaknesses in the modeling and
gave us useful insight into the spatial variation of the vertical strain across such
a topographic feature. Although the pRES surveys only about half the ice thick-
ness, the slope of uz(z) in the upper half is distinct for the positions L, SE and
OE and greatly varies with distance from the grounding line, also influenced by
the embayment of the ice shelf. Simulated uz at L start to match only after
about 100 a well with observations, which could result from the first few cross-
sections still being influenced by the hinge zone. Tidal bending was not taken
into account here, due to the 2D setting. This could in future be investigated,
if repeated pRES measurements would be conducted up to the grounding line
covering the entire hinge zone, in which it would also be extremely advantageous
to obtain basal melt rates.
Our study demonstrates that viscoelastic simulations can be a useful but complex
tool to analyze melt channel evolution. In an inverse approach, viscoelastic mod-
els could also give more insights into basal melt rates of channel systems of ice
shelves in general, given that satellite-borne surface elevation is available in high
resolution. However, the fact that large deformations require non-linear strain
theory will make this a challenging endeavor. As changes in basal melt rates
will inevitably lead to surface elevation changes of channel systems, systematic
monitoring of the surface topography from space can serve as an early warning
system and trigger further in-situ observation similar to this study.
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10.5 Conclusions

We find basal melt rates in a melt channel and its surroundings on Filchner Ice
Shelf to be up to 2.3 m a−1. Basal melt rates inside the channel drop with dis-
tance down-flow, even turning into freezing 55 km downstream of the grounding
line. Close to the grounding line, melt rates are larger inside the channel than
outside, while further downstream this relationship reverses. Over distance along
flow, the channel dimension decreases from a maximum height of 330 m to be-
low 100 m. The channel diminishes because the reduced melt rate is unable to
maintain the channel geometry against viscoelastic deformation. Analysis of the
present day ice thickness advection revealed large differences compared to the
observed ice thickness above the channel, which indicates that melt rates have
been about twice as large in the last 250 a. The viscoelastic simulation confirms
this statement and indicates that basal melt channels need high basal melt rates
and relatively cold ice to persist. The deformation of the basal melt channel is
mainly driven by the elastic response to the basal melt rate. The observed and
simulated evolution of this melt channel demonstrates that melt channels of this
kind are not a destabilizing element of ice shelves. The ApRES time series showed
brief melt anomalies distributed over the entire measurement period and slightly
increased melt rates in summer.
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10.6 Appendix

10.6.1 Observations

Additional table

Table 10.1: Description of symbols

Symbol Description
ux horizontal displacement in across flow
uy horizontal displacement in along flow
uz vertical displacement
εxx horizontal strain in across flow
εyy horizontal strain in along flow
εzz vertical strain
hb averaged depth of the ice base
hpc depth of the pore closure relative to surface
hnl noise-level depth limit relative to surface
hsim simulated surface elevation
hTDX TanDEM-X surface elevation
H ice thickness
HpRES pRES derived ice thickness
Hsim simulated ice thickness
HPDadv advection of the ice thickness under present day climate conditions
t time
t0 t = 0 a, defined at the most upstream pRES measurement location
t1 1st measurement of ApRES time series
ti i-th measurement of ApRES time series
∆t time period between repeated measurements
∆H change in ice thickness
∆Hi change in ice thickness below the depth of the pore close
∆Hs change in ice thickness at the surface and in the firn
∆Hf change in ice thickness due to firn compaction
∆Hε change in ice thickness due strain
∆Hb change in ice thickness due to basal melt
ab basal melt rate
asyn

b synthetic basal melt rate
W width of the cross-section in simulations
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Additional figures
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Figure 10.9: Strain analysis of an pRES measurement. (a) Derived vertical displace-
ments uz for ∆t = 1 a of the ice base (∆H; blue dot) and internal layers (red and gray
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10.6.2 Modeling

Viscosity from inverse modeling

For estimating the viscosity distribution in the Filchner-Ronne Ice Shelf, we con-
duct a control-method inversion for the rheology parameter in the floating part.
We use the Ice Sheet and Sea Level System Model (Larour et al., 2012) applied
to the Filchner-Ronne Ice Shelf using the Blatter-Pattyn higher-order approxi-
mation (Blatter, 1995; Pattyn, 2003). The calculation is done on an unstructured
finite element grid with a refined resolution of 2 km at the grounding line, in the
shear margins as well as at other regions of faster ice flow. In the melt channel
domain we further refine the resolution of the grid to 0.5 km.
To generate the geometry of the ice shelf the BedMachine Antarctica v2 data set
is used (Morlighem et al., 2020; Morlighem, 2020). For the ice rigidity in the
grounded region, as well as an initial guess of ice rigidity in the floating shelf, we
assume the results of a long-term thermal spin-up also used in Eisen et al. (2020)
based on the geothermal flux from Martos et al. (2017). We constrain ice surface
velocities to fit the MEaSUREs data set (Mouginot et al., 2019a,b).
Our optimization approach iteratively infers two parameters – the basal friction
parameter in the grounded area and the ice rheology parameter in the floating
area. For this purpose two cost functions are built. Each cost function consists
of two data misfits, linear and logarithmic, as well as a Tikhonov regularization
term:

J(v, k) = γ1

∫︂
S

(vx − vobs
x )2 + (vy − vobs

y )2

2 dS+γ2

∫︂
S

(︄
log

(︄
||v|| + ε

||vobs|| + ε

)︄)︄2

dS+γt Jreg

(10.11)
The first term will be most sensitive to velocity observations in fast-flowing areas,
the second term will be most sensitive to velocity observations in slow-floawing
areas, while the third term penalizes oscillations in the optimization parame-
ter. We performed an L-curve analysis to find suitable weights γ1, γ2, γt for both
cost functions. With this trade-off curve, we can make sure that we find a reg-
ularization term that fits the data well without overfitting noise. For the basal
friction inversion, we found best weights γ1 = 1, γ2 = 5 × 10−6 and γt = 1 × 10−8,
while for the ice rigidity inversion the optimal weights were γ1 = 1, γ2 = 0.8 and
γt = 4 × 10−17.
We linearize and solve the optimization problem using the M1QN3 algorithm with
an incomplete adjoint (Larour et al., 2012). For this inversion setting we apply a
gradient relative convergence criterion ϵgttol = 10−6 and two points which are less
then dxmin = 10−4 from each other are considered identical. Besides we used a
maximum number of iterations and function evaluations of 1000. We show our
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best-fit results for ice viscosity in the region around the melt channel in Fig. 10.12.
The range of the viscosity is between 5.0563 × 1013 and 2.6656 × 1015 Pa s.

Figure 10.12: Ice viscosity in the melt channel area obtained from inverse modeling.
The map extent is the same as in Fig. 10.1. The background image is a hillshade of
the Reference Elevation Model of Antarctica (Howat et al., 2018, 2019).

Sensitivity of experiment 2 on viscosity

To capture the influence of the viscosity, different constant values (one smaller
and one higher as in the second experiment) are investigated in a further experi-
ment. The spin-up for each viscosity starts at t = −75 a with an arbitrary basal
geometry that should fit seismic IV profile at the end of the spin-up (t0). The
melt rate asyn

b (t0) is again assumed to be constant over the spin-up for all different
viscosity values. We force the base with the synthetic melt rate (Fig. 10.3a), the
same melt rate we already used in the second experiment. The initial base for
the middle and high viscosity is nearly the same as 5×1015 Pa s is for ice a rather
high value requiring cold ice (Fig. 10.18). For the smallest viscosity, a deeper
channel at the beginning of the spin-up is needed.
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Additional figures
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Figure 10.13: Model input derived from pRES measurements and RACMO (van
Wessem et al., 2014). (a) Cumulative horizontal displacement calculated from pRES-
derived vertical strain rates outside of the channel. (b) Cumulative basal melt rates
above (yellow) and outside the channel (blue). Solid lines are derived from the pRES
measurements and dashed lines are synthetic melt rates that are necessary to reproduce
the measured ice thickness distribution. (c) Cumulative surface mass balance (SMB)
derived from multi-year mean RACMO2.3 data (van Wessem et al., 2014) for a density
of 910 kg m−3 outside the channel (blue) and above the channel (yellow), 50% larger.
Gray lines represent values used in the spin-up and colored lines values used in the
simulation of the evolution of the channel.
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Figure 10.14: Evolution of the base for the first experiment applying pRES-derived
melt rates in the viscoelastic simulation. The black curve shows seismic profile IV
(Hofstede et al., 2021b) and the red line the simulated base after the spin-up. For each
position of pRES observations, the simulated base is shown using a color distribution
ranging from red (furthest upstream) to blue (furthest downstream). The dashed black
line is the base of seismic profile V (Hofstede et al., 2021b) near the pRES observation
fitting to 130 a
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Figure 10.15: Evolution of the base for the second experiment applying synthetic melt
rates in the viscoelastic simulation.The black curve shows seismic profile IV (Hofstede
et al., 2021b) and the red line is the simulated base after the spin-up. For each position
of pRES observations, the simulated base is shown using a color distribution ranging
from red (furthest upstream) to blue (furthest downstream). The dashed black line is
the base of seismic profile V (Hofstede et al., 2021b) near the pRES observation fitting
to 130 a. The opening of the basal channel cannot be rebuilt with the model as the melt
rate inside the channel is only applied to constant channel width. The basal channel
stays open during the simulation time of 256 a.

148 10.6. Appendix



-1 -0
.5

0 0.
5

1 1.
5

u
z
 (m)

0

500

1000

1500

de
pt

h 
(m

)

 u
x
 = 5.7 m 

 0 a  a 

-1 -0
.5

0 0.
5

1 1.
5

u
z
 (m)

 u
x
 = 3.6 m 

 26 a  b 

-1 -0
.5

0 0.
5

1 1.
5

u
z
 (m)

 u
x
 = 1.0 m 

 57 a  c 

-1 -0
.5

0 0.
5

1 1.
5

u
z
 (m)

 u
x
 = 0.3 m 

 73 a  d 

-1 -0
.5

0 0.
5

1 1.
5

u
z
 (m)

 u
x
 = 0.3 m 

 87 a  e 

0

500

1000

1500

de
pt

h 
(m

)

 u
x
 = -0.4 m 

 105 a  f 

 u
x
 = -0.9 m 

 130 a  g 

 u
x
 = -2.1 m 

 160 a  h 

 u
x
 = -2.6 m 

 181 a  i 

 u
x
 = -1.4 m 

 205 a  j 

0

500

1000

1500

de
pt

h 
(m

)

 u
x
 = -1.5 m 

 226 a  k 

 u
x
 = -1.5 m 

 242 a  l 

 u
x
 = -1.4 m 

 256 a  m 

L
SE
OE

simulation

L
SE
OE

observation

Figure 10.16: First experiment: comparison of displacements (uz) derived from pRES
measurements (dots) and from the simulations (lines). The different panels show the
displacement for ∆t = 1 a allocated to the year of the model (number in upper right
corner). The numbers in the lower right corners give horizontal displacement ux derived
from εzz of the pRES measurements outside the channel (OE) with positive values
representing compression and negative values extension.
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Figure 10.17: Simulated vertical strain of the current configuration of the second
experiment using synthetic melt rates for (a) t = 0 a (after the spin-up, maximum
lateral compression), (b) t = 87 a (small lateral displacement), (c) t = 181 a (maximum
lateral extension). The white color shows the mean strain at each point in time. Bluish
colors denote a strain deviation that is smaller than the mean value, while for the
reddish areas the strain is higher. The highest strain occurs inside the channel caused
by the viscous flow. The geometry variation caused by the melt rate counteract this
ice flow and the basal channel persists. The maximum strain value increases from a to
c through an increasing simulation time.
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Figure 10.18: (a) Surface elevation above the channel (yellow) and outside the chan-
nel (blue) derived from the simulation (solid lines) and from TanDEM-X DLR (2020)
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Data availability

Raw data of the ApRES time series (https://doi.org/10.1594/PANGAEA.932413;
Zeising et al., 2021b) and processed GPS measurements (https://doi.org/10.1594/
PANGAEA.932441; Zeising et al., 2021a) are available at the World Data Center
PANGAEA. Raw data and derived products of the single-repeated pRES mea-
surements and surface accumulation data at pRES locations are submitted to
the World Data Center PANGAEA. The seismic data (https://doi.org/10.1594/
PANGAEA.932278; Hofstede et al., 2021b) are available at the World Data Center
PANGAEA. BedMachine Antarctica product can be accessed at http://nsidc.org/
data/nsidc-0756200 (Morlighem, 2020) (last access: 12 April 2021) MEaSUREs
velocity product can be accessed at https://nsidc.org/data/nsidc-0754/versions/1
(Mouginot et al., 2019b) (last access: 13 April 2021).

Code availability

The mph file of the finite element software COMSOL Multiphysics (Version 5.6)
of the viscoelastic finite deformation simulation used for this study is available via
AWI’s gitlab (https://gitlab.awi.de/jchristm/viscoelastic-finite-defos-meltchannel).

Acknowledgements

This work was funded by the AWI strategy fund project FISP. We acknowl-
edge the support of BAS for the field campaign, in particular the support of the
Graham Niven and Bradley Morell, who have been field assistants in the two
expeditions. L.H. is funded through the Helmholtz School for Marine Data Sci-
ence (MarDATA), Grant No. HIDSS-0005. Support for this work came from the
UK Natural Environment Research Council large grant “Ice shelves in a warming
world: Filchner Ice Shelf System” (NE/L013770/1).

152 10.6. Appendix

https://doi.org/10.1594/PANGAEA.932413
https://doi.org/10.1594/PANGAEA.932441
https://doi.org/10.1594/PANGAEA.932441
https://doi.org/10.1594/PANGAEA.932278
https://doi.org/10.1594/PANGAEA.932278
http://nsidc.org/data/nsidc-0756200
http://nsidc.org/data/nsidc-0756200
https://nsidc.org/data/nsidc-0754/versions/1
https://gitlab.awi.de/jchristm/viscoelastic-finite-defos-meltchannel


Conclusion and outlook 11
This theses aims to quantify basal melting in key areas from phase-sensitive radar
analysis and to enhance the understanding of processes driving changes in ice
sheets and ice shelves by combining these measurements with other methodolo-
gies. These key areas are: (1) the Northeast Greenland Ice Stream (NEGIS),
the largest ice stream in Greenland and its only remaining outlet glacier with
a floating ice tongue, the Nioghalvfjerdsbræ (79°N Glacier, 79NG) and (2) the
Filchner Ice Shelf (FIS), one of the largest ice shelves in Antarctica.

The NEGIS drains large parts of the Greenland Ice Sheet (GrIS) and therefore has
the potential to contribute significantly to sea-level rise in the future. However,
little is known about its formation and its dynamics. From autonomous phase-
sensitive radar measurements at the EastGRIP drill site near the onset of the
NEGIS, large melt rates of 0.19 ± 0.04 m a−1 were found. This indicates the
presence of subglacial water at the base, which transports heat to the base and
causes the high melt rates. Furthermore, it is assumed that subglacial water
lubricates the ice base, enabling basal sliding and thus causing the formation of
the ice stream far inland. In order to further explore the origin of this unique ice
stream, a melt rate distribution at the onset of the NEGIS is required to infer
the extent of increased heat fluxes and thus of the subglacial water system.
Measurements of the spatial distribution and temporal variability of basal melt-
ing on the 79NG show extremely high melt rates of up to 145 m a−1 in the vicinity
of the grounding line. Airborne radar measurements and remote sensing-derived
surface elevation also show large changes in ice thickness both upstream and
downstream of the grounding line. In particular, these measurements reveal the
growth of a large channel starting in 2010 and reaching a huge height of 490 m
in 2018. The combination of these data indicates major changes in ice thickness
caused by high basal melt rates, which can endanger the stability of the glacier in
the future, even if it currently appears stable. These results confirm the need to
continue monitoring changes occurring at 79NG and to measure melt rates in the
future. The loss of the floating ice tongue of 79NG would accelerate the ice flow
of the NEGIS, as it was the case after the collapse of the ice tongue of Zachariæ
Isstrøm (ZI). This would result in greater mass loss of the GrIS and contribute
to future sea-level rise.

In Antarctica, the FIS is threatened to be thinned out by warm ocean currents,
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which leads to high basal melt rates (Hellmer et al., 2012). The analysis of an
ApRES time series in the southern FIS near the grounding line of the Support
Force Glacier (SFG) shows strong tidal fluctuations of the vertical strain and
the occurrence of several melt events within the measurement period. However,
melt rates in the study area are of moderate size, mostly < 1 m a−1. Larger melt
rates of > 2 m a−1 were only present in the vicinity of a basal melt channel. A
comprehensive analysis of the evolution of the melt channel by means of radar
measurements and viscoelastic simulations revealed higher melt rates in the past
of up to 3.5 m a−1, which have led to present days geometry.
The in situ measurements outside the area of the channel show partly large dif-
ferences to melt rates derived from satellite-remote sensing measurements. A
detailed analysis shows that the reason for the differences is the ice flow velocity
that was used to determine the strain rate for the remote sensing-derived melt
rates. However, these differences can be overcome by using more accurate velocity
products. Satellite-derived melt rates are of great importance because they allow
the determination with good spatial and temporal resolution of all Antarctic ice
shelves. Therefore, ice sheet/ocean models that simulate the future contribu-
tion of the Antarctic Ice Sheet (AIS) to sea-level rise use these products for the
parametrisation of melt rates. An evaluation of the accuracy of remote-derived
melt rates by means of in situ measurements at other locations will therefore be
necessary in order to further improve the melt rate estimations.

The pRES device itself plays a central role in this thesis. It was designed in order
to determine basal melt rates of ice shelves by measuring vertical displacements
with high accuracy. A spatial variability could be derived by means of single-
repeated measurements at intervals of approximately one year. In addition, the
pRES was operated autonomously with the aim of revealing the temporal vari-
ability of melt rates or to achieve a higher accuracy, e.g. at the EastGRIP drill
site.
However, some disadvantages prevented the evaluation of a few measurements or
even more precise results. Noise and weak reflections at larger depths prevented
the determination of vertical displacements down to the ice base for thick ice,
which contributed to inaccuracies in the basal melt rate. Even low correlation of
the repeated measurements in the upper layers prevented the evaluation of the
melt rate at some locations, the origin of which is unclear. Due to the simple
set up with only one pair of antennas, it is not possible to migrate the data,
which makes side reflections difficult to identify. Therefore, the use of the pRES
on glaciers with complex basal geometry is more difficult and the evaluation of
such data is only possible through further information of the basal geometry, e.g.
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through airborne radar measurements. For flat basal geometries, however, it is
an ideal measuring device from which melt rates with high accuracy can be de-
termined.

This work focuses on the use for the determination of basal melt rates. However,
there are other areas of application of the pRES device. The distribution of
vertical displacements in the firn can be used to investigate firn densification,
as shown in a study by Case and Kingslake (2021). Another application is the
detection of melt water intrusions or water-filled englacial channels, as shown by
Kendrick et al. (2018). Here, a modification of the pRES device was used that
consisted of an antenna array (Young et al., 2018).
By means of polarimetric measurements, which are performed with different an-
tenna orientations, conclusions can be drawn about anisotropy and thus about
the crystal orientation (Jordan et al., 2020; Young et al., 2021; Ershadi et al.,
2021). Previously, the crystal orientation was mainly derived from ice-core data.
However, by performing these polarimetric measurements with the pRES device,
the orientation fabric can be determined with a significantly higher spatial distri-
bution. Measurements of this kind have also been taken in the course of projects
in which I was involved, the evaluation of which is still in progress.
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Abstract

This study investigates seasonal ice dynamics of Nioghalvfjerdsfjorden or 79◦N
Glacier, one of the major outlet glaciers of the North East Greenland Ice Stream.
Based on remote sensing data and in-situ GPS measurements we show that sur-
face melt water is quickly routed to the ice-bed interface with a direct response
on ice velocities measured at the surface. From the temporally highly resolved
GPS time series we found summer peak velocities of up to 22 % faster than their
winter baseline. These average out to 9 % above winter velocities when relying
on temporally lower resolved velocity estimates from TerraSAR-X intensity offset
tracking. From our GPS time series we also found short term ice acceleration
after the melt season. By utilizing optical satellite imagery and interferometri-
cally derived digital elevation models we were able to link the post melt season
speed-up to a rapid lake drainage event (24 h) with an estimated drainage vol-
ume of 28×106 m3. We further highlight that GPS measurements are needed
to resolve short term velocity fluctuations with low amplitudes, whereas remote
sensing estimates are rather useful for the calculation of general trends in velocity
behavior.

A.1 Introduction

Each summer substantial amounts of melt water reach the base of the Greenland
Ice Sheet (GrIS) through existing faults such as crevasses and moulins or through
hydro-fracturing beneath supraglacial lakes. Once the water reaches the ice-bed
interface it can act as a lubricant, seasonally enhancing ice flow in the ablation
area (e.g., Zwally et al., 2002; Hoffman et al., 2011; Joughin et al., 2013; Tedesco
et al., 2013). Typically, the increase in ice velocity is most pronounced at the
beginning of the melt season due to an inefficient subglacial drainage system
which is highly sensitive to an increase in water pressure (Bartholomew et al.,
2010). During the melt season a more efficient channelized basal drainage system
is developed resulting in a deceleration of ice velocities towards the end of the
melt season. This general seasonal velocity pattern is particularly observed at
glaciers in the south-eastern and western part of Greenland (Bartholomew et al.,
2010; Moon et al., 2014; Doyle et al., 2015). In contrast, several glaciers, mostly
located in the northern part of Greenland show a direct and strong correspondence
between ice velocity and melt water availability suggesting that the development
of an efficient basal drainage system is limited or shifted for these glaciers (Moon
et al., 2014; Rathmann et al., 2017; Vijay et al., 2019).
So far, most studies investigating seasonal variations of surface velocities are
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Figure A.1: Overview of the study area. Hatched polygon marks the area used for
the backscatter analysis shown in Figure A.2b. Catchment areas are from Krieger
et al. (2020a). Inlet shows the locations of GPS receivers shown in Figures A.3 and
S2. KPC_U and KPC_L are the closest Automatic Weather Stations (AWS) from
the PROMICE project (Fausto and van As, 2019). In the background is a Sentinel-2
acquisition from 28 July 2017. Hinge zone is determined from ERS-II SAR interferom-
etry, data were acquired in April/May 2011. Upper limit of major crevasses is shown
as dashed black line.

concentrated to the western part of Greenland where supraglacial lakes form and
drain frequently and surface velocities show the typical seasonal pattern described
above (e.g., Zwally et al., 2002; Bartholomew et al., 2010; Joughin et al., 2013).
However, it has been shown previously that the largest increase of supraglacial
lakes will likely take place in north-eastern Greenland (Ignéczi et al., 2016). Until
now little is known about the influences of supraglacial lakes on ice dynamics in
this area.

In this study we focus on Nioghalvfjerdsfjorden or 79◦N Glacier, located in
north-eastern Greenland (Figure A.1). Draining approximately 6 % of the GrIS
by area (Krieger et al., 2020a), 79◦N Glacier is one of the major outlet glaciers of
the North East Greenland Ice Stream, a potentially large contributor to future sea
level rise. In order to further investigate the seasonal behavior of 79◦N Glacier we
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combine remote sensing observations with in situ data acquired in 2017. Based
on radar backscatter data from the Sentinel-1 satellite mission we link surface
melt events to variations in glacier velocities. The latter are derived from in situ
GPS measurements accompanied by estimates from intensity offset tracking on
high resolution TerraSAR-X data. We further investigate the effect of a rapid
supraglacial lake drainage event on the velocity dataset and give estimates on the
timing and amount of water released during the lake drainage.

A.2 Seasonal melt patterns

To obtain information as to when the melt season starts, for how long it lasts and
to what altitude surface melt can be expected we extracted a dense time series
of backscatter values from the Sentinel-1 archive. Sentinel-1A was launched on 3
April 2014, followed by its twin satellite Sentinel-1B on 25 April 2016. Both satel-
lites are equipped with a C-band Synthetic Aperture Radar (SAR) sensor with
a shifted repeat cycle of 12 days, resulting in a 6 day revisiting time when both
satellites are employed. In this study we used numerous Level-1 Single Look
Complex (SLC) products obtained in Interferometric Wide swath (IW) mode.
The data were acquired between January 2015 and January 2019 in relative orbit
74 over the study area. Following the suggestions of Winsvold et al. (2018) we
build our analysis on a time series of the terrain corrected backscatter coefficient
gamma nought (γ0). The processing includes calibrating, mosaicing and multi-
looking of the TOPS SAR data followed by a terrain correction and geocoding
step. Radiometric calibration was done within the GAMMA® software resulting
in σ0 backscatter values using the ellipsoid area as reference area for normaliza-
tion. Subsequently all bursts of each acquisition were mosaiced into a continuous
SLC image. In order to reduce noise, multi-looking was performed with 10 looks
in range direction and 2 looks in azimuth direction. To obtain terrain corrected
γ0 values we applied an additional reference area normalization based on the Arc-
ticDEM, gridded to 100 m spatial resolution (Small, 2011; Porter et al., 2018).
Finally, all SAR images were geocoded and linear backscatter values were trans-
lated to decibels. Backscatter values returned from glaciers and ice sheets heavily
depend on instrument related parameters such as incidence angle and polariza-
tion as well as on characteristics of the upper surface layers such as roughness,
water content, snow density, grain size and impurities (e.g., Rau and Braun, 2002;
Winsvold et al., 2018). As wet snow absorbs most of the SAR signal, low surface
scattering prevails in these areas, allowing to discriminate between wet and frozen
zones on a glacier.
In order to estimate the onset and duration of surface melt we employed the
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binned backscatter values (γ0) from the time series shown in Figure A.2b. Fol-
lowing QSCAT scatterometer studies over Greenland (e.g., Wang et al., 2007) we
compared all γ0 values to the mean γ0 of the respective altitude band for De-
cember, January and February of the previous winter (Wγ0). If γ0 drops below
Wγ0 −3dB the respective bin is treated as surface melt and is marked by a black
dot in Figure A.2b. Due to larger data gaps and a 12-day repeat pass in 2015
and 2016 confident interpretations can only be made for 2017 and 2018. In 2017
the onset of surface melt is set to 2 June and lasts until 6 September (96 days)
where isolated surface melt is found at low elevations of <250 m. At the other
end of the scale surface melt reaches elevations of almost 1750 m on 1 August
2017 (Figure A.2b and Video S1). In 2018 surface melt starts on 15 June and
ends on 7 September (84 days). Similar to 2017 the maximum extent of surface
melt is found on 2 August, while isolated patches are found at low elevations until
September 2018 (Figure A.2b and Video S1). Due to the 6-day repeat pass of
Sentinel-1 these estimates might be underestimated by up to 10 days in the most
unfavorable case.
As surface melt heavily depends on air temperature, we additionally employed
temperature data from nearby Automatic Weather Stations (AWS) as well as
from the recently released ERA5 reanalysis dataset (Hersbach and Dee, 2016).
Here we used daily averages of near surface air temperature acquired by AWS
KPC_L and KPC_U of the Programme for Monitoring the Greenland Ice Sheet
(PROMICE) (Fausto and van As, 2019). KPC_L and KPC_U are located at an
altitude of 370 and 870 m respectively and their positions are marked in Figure
A.1. At the position of KPC_U we also extracted 2 m air temperature data from
the ERA5 reanalysis dataset (Figure A.2a). ERA5 reanalysis data are available
at a spatial resolution of 0.25◦ and it is worthwhile noting that PROMICE ob-
servations are not assimilated in the reanalysis dataset (Delhasse et al., 2020).
Between ERA5 2 m air temperature data and KPC_U near surface air temper-
ature data we found a squared correlation coefficient of 0.98 when investigating
the time interval shown in Figure A.2a (Figure S1).

A.3 Surface velocities

Horizontal surface velocities were obtained by GPS measurements and intensity
offset tracking on high resolution TerraSAR-X stripmap data. In summer 2017
four autonomous GPS stations were installed near the hinge zone of 79◦N Glacier
(Figure A.1). All GPS stations included one state-of-the-art Novatel FlexPak6
L-Band GPS receiver, one Novatel choke ring GPS antenna, at least one data log-
ger, two solar panels, one solar charge controller and two 105 Ah batteries. The
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Figure A.2: Near surface air temperature measured at PROMICE AWS KPC_U
(Fausto and van As, 2019, Figure A.1, black dots) and ERA5 2 m air temperature
reanalysis estimates at the same location (Hersbach and Dee, 2016, grey dots, a). Heat
plot of Sentinel-1 backscatter coefficient γ0 time series (b). Data are extracted from
the hatched polygon shown in Figure A.1 and binned to 25 m elevation classes. Bins
with surface melt are marked by small black dots.

.

antennas were mounted on aluminum tripods and fixed to the ice by additional
weights and long nails. GPS data were logged every 15 s and were processed
using Precise Point Positioning (PPP) processing implemented in the Waypoint®

software including final precise international GNSS Service ephemerides. Veloc-
ities were calculated based on horizontal displacements within a 24 h moving
window over all measurements. Each velocity estimate was then allocated to the
center time of the moving window. Finally, average velocities were calculated for
each day to obtain an overview of the general velocity pattern shown in Figure
A.3b-e. In order to detect short term variations in ice velocities (<1 d) related to
e.g., lake drainage we produced an additional dataset using a 4 h moving window
with no daily averaging (Figure S2). The standard deviation of the horizontal
displacement is estimated with <5 mm for all stations. This results in a velocity
error of up to 0.06 and 0.01 m d−1 for the 4 and 24 h moving window, respectively.
We further obtained velocity fields from TerraSAR-X intensity offset tracking for
a similar time period. The processing includes co-registration of SLC data sep-
arated by 11 days followed by cross correlating the backscatter intensity of each
SLC pair in a predefined moving search window (e.g., Strozzi et al., 2002). Fol-
lowing Rückamp et al. (2019) we chose a window size of 250 m in both range and
azimuth direction with a step size of 50 m. Range and azimuth offsets were then
projected into a polar stereographic coordinate system assuming surface parallel
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ice flow. Surface velocity fields were filtered following the three step filtering ap-
proach described by Lüttig et al. (2017). This approach is designed to efficiently
detect outliers in surface velocity fields and is based on 1. a segmentation filter
which is based on the assumption that velocity fields can be divided into segments
of continuous ice flow (Rosenau et al., 2015), 2. anomalies to a running median
and 3. variations of flow directions within a moving search window. Finally,
all velocity fields were gridded to 250 m and small data gaps were interpolated
with an inverse distance weighting scheme. The latter step was applied since
surface velocities were calculated during the melt season where the presence of
water strongly modifies the radar backscatter resulting in rather noisy velocity
estimates and data gaps. However, as our GPS receivers are located in the cen-
tral part of the ice stream we expect only small variations in the ice velocities
of adjacent flowlines, suggesting a lower sensitivity towards grid resolution when
compared to e.g., shear margins (Joughin et al., 2018). As a measure of confi-
dence we included the weighted standard deviation of the pixel values employed
in the inverse distance interpolation of the velocity estimates shown in Figure
A.3b-e.
Overall the TerraSAR-X derived velocities are in good agreement with the GPS
derived velocities (Figure A.3b-e). By combining both datasets we found that
surface velocities at the four GPS sites start to increase from their winter base-
line in early June and are peaking at the end of July / beginning of August 2017
(annotated as summer speed-up in Figure A.3b). However, velocity estimates
derived from GPS data are resolved to a higher temporal resolution than those
from intensity offset tracking (1 d versus 11 d). Therefore, a greater amount
of detail can be observed in the GPS derived dataset. While all GPS receivers
show highest surface velocities on 1 August 2017 this peak is averaged out in the
TerraSAR-X estimates leading to slower summer velocities. Depending on the
dataset, the location and the winter baseline used as reference, summer accelera-
tion can be up to 22 % for the GPS and 9 % for the TerraSAR-X derived estimates,
respectively. Since we lack winter velocities from the GPS stations due to power
limitations, all relative velocity changes throughout this study are referenced to
the corresponding pixel values of a TerraSAR-X winter velocity field with data
acquired on 10 and 21 December 2017 (not shown in Figure A.3b-e). In order to
detect the upper spatial limit of seasonally enhanced flow velocities we calculated
differences between all TerraSAR-X velocity fields and the winter 2017 reference
field (Figure A.6). If possible we also computed GPS derived velocity estimates
specific to each 11-day time period of the TerraSAR-X estimates. Here we found
similar values as from the intensity offset tracking with a summer acceleration of
up to 7 % when compared to the December TerraSAR-X velocity field.
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After returning to their approximate winter baseline in late August all GPS re-
ceivers show a simultaneous speed-up in late September which is significantly
lower in the record of GPS 7 (annotated as lake drainage in Figure A.3b, a close-
up is shown in Figure S2). Directly after this second velocity peak, velocities
remain under their winter baseline for several days, until they slowly start to
increase again.

A.4 Lake drainage

To explain the unusual speed-up observed in September 2017, we carefully checked
radar and optical satellite acquisitions in this time period. Between 18 and 19
September 2017 we found a sudden drainage of supraglacial lake 11 (name origi-
nates from arbitrary indexing of supraglacial lakes in the area, lake position is at
-22.978◦E, 79.338◦N, Figure A.1) on cloud free Sentinel-2 imagery (Figure A.4b,
c). In order to obtain an estimate of the drainage volume we further generated two
Digital Elevation Models (DEMs) from bistatic TanDEM-X data acquired on 13
and 24 September 2017 following the methods described by Neckel et al. (2013).
Both DEMs were vertically adjusted to the same reference DEM by removing a
linear trend estimated over stable bedrock. Pixel-by-pixel DEM differences were
calculated on the same spatial grid with a resolution of 10 m. The elevation dif-
ferences are shown in Figure A.4d and show a subsidence of >50 m in the center
of the lake. Finally, elevation changes were translated into drainage volume by

Vdrain =
n∑︂

i=0
(∆hlakep2)i, if ∆hlake

i < −1 (A.1)

where ∆hlake are the elevation changes within manually digitized shorelines, and
p is the pixel size which was set to 100 m to reduce noise. In order to solely
employ ∆hlake values of elevation loss, we introduced a threshold of -1 m in the
calculation of Vdrain. Following Equation 1 we estimated a volume of 28×106 m3

for this drainage event. Almost two month before on 21 July 2017 we installed a
data logger at this specific lake with the intention to autonomously record water
pressure and temperature. Unfortunately, the data logger could not be recovered
in 2018 but was probably lost during the rapid drainage event in September 2017.
However, when installing the logger we measured a lake depth of 10.80 m at the
location marked by the yellow dot in Figure A.4a (Figure S2). This value fits well
to the TanDEM-X derived elevation difference of -11.05 m at the exact location.
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Figure A.3: Relation between near surface air temperature measured at PROMICE
AWS KPC_U and KPC_L (a, Fausto and van As, 2019), horizontal surface velocities as
measured at the four GPS sites indicated in Figure A.1 (b-e) and surface melt estimates
from the Sentinel-1 time series shown in Figure A.2b (f). TerraSAR-X derived surface
velocities are centered at the mean date between data acquisitions with light blue bars
in x-direction indicating the 11-day period between the dates of data acquisition. Light
blue bars in y-direction represent the weighted standard deviation of the pixel values
employed in the interpolation of the shown velocity estimates. GPS estimates are
averaged over one day. Note the different data ranges in panels b-e. Scatter plots (g-j)
show the relation between GPS measured surface velocities relative to a TerraSAR-
X derived winter velocity field and the maximum elevation of surface melt from the
Sentinel-1 time series shown in Figure A.2b and panel f.
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Figure A.4: Rapid drainage event (< 24 h) of lake 11 in September 2017. Sentinel-2
acquisition on 17 August 2017 at 15:09 is shown in a, lake is mostly ice free, yellow dot
marks the location of lake depth measurement on 21 July 2017 (Figure S2). Sentinel-2
acquisition on 18 September 2017 at 15:49 is shown in b, lake is completely covered
by lake ice. Additional pre-drainage shorelines are shown. Note the difference in
illumination between August and September. Sentinel-2 acquisition on 19 September
2017 at 15:18 is shown in c, the lake has drained and is not covered by ice anymore.
TanDEM-X derived surface elevation changes between 13 and 24 September 2017 are
shown in panel d.

A.5 Discussion

By analyzing a dense time series of Sentinel-1 γ0 backscatter coefficients in rela-
tion to surface elevation we obtained a good overview of when the melt season
starts and to what altitude surface melt can be expected (Figure A.2b). Also a
clear correlation between surface melt and near surface air temperature is found
when including additional meteorological datasets in the analysis (Figure A.2a).
Focusing on the time with surface velocity measurements, we find that in June,
July and August 2017 surface melt is detected generally to elevations between
600 and 1000 m with short term excursions reaching elevations >1250 m. Dur-
ing the melt onset on 2 June 2017 surface melt reaches rather low elevations of
580 m, which is also reflected in the AWS data shown in Figure A.3a. While
the higher elevated KPC_U station measured the first positive degree day on 10
June 2017, i.e. 8 days after the detected melt onset, KPC_L recorded the first
positive degree day contemporaneous on 1 June 2017. Having in mind that our
GPS receivers are located at elevations between 70 and 390 m we conclude that
melt water was available during the entire three month period in this region. A
general increase in surface velocities is observed at all four GPS stations prior to
August 2017 (Figure A.3b-e). Also from our backscatter analysis we detected the
largest extent of surface melt at this time reaching elevations of almost 1750 m
on 1 August 2017 (Figures A.2b and A.3f). The temporal coexistence of peaks
in surface velocities of all GPS receivers to this date is quite striking and sug-
gests a strong and direct reaction of surface velocities to the availability of melt
water. At this time also the highest daily mean near-surface air temperatures
of +3.1 and +6.1◦C were measured at KPC_U and KPC_L respectively, un-
derpining that surface melt is largely driven by air temperature (Figure A.3a).
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This is further supported by ERA5 reanalysis data where a significant anomaly
is found when comparing the average 2 m air temperature of 1 August 2017 to
the monthly average of July 2017 (Figure A.5a, Hersbach and Dee, 2016). Also
the 0◦C isotherm on 1 August 2017 matches quite well with the upper limit of
surface melt as detected from the backscatter time series (Figure A.5a). When
investigating the scatter plots shown in Figure A.3g-h it is likely that the larger
the area affected by surface melt is the stronger the velocity response downstream
the glacier. However, the question remains how the melt water is speeding up
the glacier. In line with recent work by Rathmann et al. (2017) and Vijay et al.
(2019) who also found a direct velocity response of 79◦N Glacier to the occurrence
of surface melt, we suggest that surface melt water reaches the ice-bed interface
quite quickly through predefined pathways such as cracks and crevasses. This is
supported when investigating the spatial distribution of seasonal glacier speed-up
as shown in Figure A.6. Here the dashed black line marks the upper limit of major
crevasses which was delineated with the help of several TerraSAR-X acquisitions.
With an average altitude of 680 m this upper crack limit lies at the lower limit of
the estimated melt extent shown in Figure A.2b. Even in the time period of the
largest melt extent (Figure A.2b) and the highest ice acceleration (Figure A.6d-f)
significant changes in surface speed stayed well below this line. This suggests that
the melt water from higher elevated regions is routed on the ice surface until it
reaches the crevassed zone at lower elevations. Here the water is quickly routed
to the ice-bed interface through numerous cracks and crevasses and is acting as
a lubricant for the overlaying ice column causing a seasonal acceleration of the
ice stream. For the GrIS such mechanisms were first described by Zwally et al.
(2002) but were previously known also for mountain glaciers (e.g., Iken et al.,
1983).

After the velocity peak in the beginning of August 2017 velocities started to
decrease again accompanied by a decrease in melt extent and air temperature
(Figure A.3a-f). Then a second speed-up was recorded by our GPS receivers in
September 2017 where no surface melt can be detected from the backscatter time
series and near-surface air temperatures measured at KPC_U and KPC_L stayed
well below 0◦C (Figure A.3a). This second speed-up can clearly be attributed to
a rapid drainage event of lake 11 between 18 and 19 September 2017. While the
lake was completely covered by lake ice on 18 September 2017 no ice layer was
present on 19 September 2017 and the lake area significantly decreased in less
than 24 h (Figure A.4b and c). We therefore conclude, that the lake drainage
started at some point close to 18 September 2017 and the lake ice broke up due to
the drainage event. Considering the short time period of the lake drainage, water-
driven fracture propagation seems to be the most likely mechanism to establish
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Figure A.5: ERA5 reanalysis data for selected dates with high surface melt. 2 m
air temperature anomaly of 1 August 2017 versus the monthly average of July 2017 is
shown in a, together with the 0◦C isotherm and the maximum altitude of surface melt
on 1 August 2017 (1750 m). Cumulated hourly precipitation of 1 August 2017 is shown
in b. Panels c and d show the same as a and b but for 2 August 2018. The polygon
framed by a black solid line marks the area used for the backscatter analysis shown in
Figure A.2b.

a connection to the bed (e.g. Das et al., 2008). While GPS 1, 2 and 8 received
a similar signal on 19 September only a minor speed-up was recorded by GPS
7 which is located upstream of lake 11 (Figures A.1 and A.3b-e). This implies
that the water, with an estimated volume of 28×106 m3 was not routed through
established channels but overwhelmed the subglacial hydraulic system and spread
along the ice-bed interface downstream of lake 11. Here ice velocities increased
by up to 24 % when compared to pre-drainage velocities (Figure S2). This is in
contrast to other studies which report post-drainage ice velocities of 4 to 10 times
larger than before a rapid lake drainage event (e.g., Hoffman et al., 2011; Tedesco
et al., 2013). These differences are most likely attributed to the comparatively
large distances of our GPS receivers to the lake. While Tedesco et al. (2013)
report distances within 2 km of the lake and receiver locations along flowlines
through the lake, our GPS receivers are located between 6.5 and 12.5 km from
the lake and do not match any flowline through the lake (Figure A.1). Further, it
has been shown that changes in water supply are key for driving ice accelerations
rather than the absolute amount of water input (e.g., Schoof, 2010; Bartholomew
et al., 2012). This might explain why the relatively large drainage volume has
only a limited effect on the ice dynamics in the area.
When focusing our backscatter time series on the melt season 2018 we find in-

direct evidence for a cold summer with high levels of precipitation as described
elsewhere (Polar Portal Season Report, 2018). Compared to 2017 the melt season
started almost two weeks later on 15 June 2018. The largest extent of surface
melt is found on 2 August 2018 where it reaches a similar altitude as on 1 August
2017 (Figure A.2b). While compared to 1 August 2017 lower values of daily mean
near-surface air temperature of +1.4 and +3.2◦C were measured at KPC_U and
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Figure A.6: Increase in summer 2017 surface velocities upstream the hinge line (solid
black line) of 79◦N Glacier when compared to winter velocities of the same year. Dates
are the center dates between the 11-day repeat pass of TerraSAR-X employed in the
generation of the summer velocity fields. Winter velocities were derived from TerraSAR-
X data acquired between 10 December 2017 and 21 December 2017.

KPC_L respectively, precipitation might have enhanced surface melt and/or ac-
cumulated in the upper snow layers. At this day no helicopter supported field
work was possible due to rainy conditions with low clouds and also ERA5 re-
analysis data suggests precipitation in the area (Figure A.5d). So far no GPS
measurements are available for 2018 but it has been shown previously, that pre-
cipitation can have a direct influence on glacier velocities (Doyle et al., 2015).
The results presented in this study are in general agreement with the findings
of Rathmann et al. (2017) who also suggest that the seasonal speed-up of 79◦N
Glacier is largely driven by surface melt water lubricating the bed. By con-
ducting modeling experiments Rathmann et al. (2017) rule out other potential
drivers such as seasonally enhanced sliding along the side walls of the floating
tongue. For recent ice flow conditions Mayer et al. (2018) asses a strong but-
tressing effect of the floating ice tongue, especially within the narrower part of
Nioghalvfjerd fjord (i.e. for the first ∼30 km downstream the floating part of the
ice tongue). This implies a low sensitivity of seasonal ice velocities towards vary-
ing sea ice conditions, an assumption which can not be made for the neighboring
Zachariæ Isstrom. For the latter Rathmann et al. (2017) find that the break up
of the ice mélange coincides with the onset of surface melt upstream the glacier,
making a distinction of processes governing the seasonal ice acceleration rather
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difficult. When investigating 45 Greenlandic glaciers Vijay et al. (2019) could
link the seasonal varying surface velocities of roughly half of them to surface melt
induced changes of the subglacial hydrology. For less than a quarter of their
study glaciers Vijay et al. (2019) found a correlation between seasonal ice veloci-
ties and terminus changes. Even though surface melt water might also play a role
in the seasonal velocity evolution of the latter group, Moon et al. (2014) suggest
that fluctuations in terminus position are the primary controlling factor for these
glaciers. According to the classification scheme introduced by Moon et al. (2014)
and Vijay et al. (2019), 79◦N Glacier fits well within their type 2 behavior by
showing a strong correlation between glacier velocity and runoff. This also im-
plies that a seasonal development of an efficient channelized subglacial drainage
system is rather limited for 79◦N Glacier.
While the above studies are solely based on remotely sensed surface velocities,
we show that by the additional use of GPS measurements short term velocity
variations are preserved which would be averaged out if only remote sensing es-
timates were available. Based on intensity offset tracking on Sentinel-1 data,
Lemos et al. (2018) and Rathmann et al. (2017) found a seasonal acceleration of
79◦N Glacier by 10 % and 11 % respectively. These estimates match comparably
well with our estimate of 9 % based on TerraSAR-X data, even though sampling
location, time stamp and reference data were different in all three studies. Such
velocity estimates might be sufficient for monthly averaged mass balance esti-
mates or general trends in seasonal velocity behavior, but short term velocity
fluctuations with rather low amplitudes are difficult to quantify from the current
satellite missions with temporal baselines of several days.

A.6 Conclusions

By combining remote sensing observations with in situ GPS measurements we
were able to link the occurrence of extensive surface melt to a direct velocity
response of 79◦N Glacier. While we found a maximum seasonal velocity increase
of 22 % from GPS measurements, these average out to 9 % when velocities are
calculated over longer time intervals such as the 11-day repeat pass of TerraSAR-
X. We therefore conclude, that surface velocities derived by remote sensing give
a good overview over entire seasons or major speed-up events, but are not able to
fully resolve short term velocity fluctuations triggered by e.g., rapid lake drainage
events. For the latter we found an example even after the melt season in mid
September when temperatures were well below 0◦C. By utilizing digital elevation
models from the TanDEM-X satellite mission we were able to estimate a drainage
volume of 28×106 m3 which resulted in a minor speed-up of 24 % when compared
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to pre-drainage ice velocities estimated from 3 GPS stations downstream the lake.
Compared to studies in western Greenland the observed speed up is a magnitude
lower. On the one hand this can be attributed to the large distances of our GPS
receivers to the lake, on the other hand this could possibly support findings that
not the amount of water is decisive for ice acceleration but rather the timing and
the changes in water supply in combination with the effectivity of the hydraulic
system.
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Abstract

Future projections of global mean sea level change are uncertain, partly because
of our limited understanding of the dynamics of Greenland’s outlet glaciers. Here
we study Nioghalvfjerdsbræ, an outlet glacier of the Northeast Greenland Ice
Stream that holds 1.1 m sea-level equivalent of ice. We use GPS observations
and numerical modelling to investigate the role of tides as well as the elastic
contribution to glacier flow. We find that ocean tides alter the basal lubrication of
the glacier up to 10 km inland of the grounding line, and that their influence is best
described by a viscoelastic rather than a viscous model. Further inland, sliding is
the dominant mechanism of fast glacier motion, and the ice flow induces persistent
elastic strain. We conclude that elastic deformation plays a role in glacier flow,
particularly in areas of steep topographic changes and fast ice velocities.

B.1 Introduction

The Greenland Ice Sheet has experienced increased mass loss due to global warm-
ing over the past decades (Shepherd et al., 2020). Warmer air and ocean tem-
peratures continue to destabilise outlet glaciers and enhance ice mass loss (Khan
et al., 2020). Projecting their future contribution to sea level changes under dif-
ferent climate scenarios has become one of the most fundamental questions for
coastal regions (Larour et al., 2017; Goelzer et al., 2020; Seroussi et al., 2020).
While much progress has been made in large-scale ice sheet models, the behaviour
and accurate modelling of fast-flowing ice streams remain a high priority for sim-
ulating future ice mass changes (IPCC, 2013; Oppenheimer et al., 2019). The
ice discharge of these fast-flowing outlet glaciers into the ocean is a fundamen-
tal process in the ice sheet mass-balance (Mouginot et al., 2019a; Choi et al.,
2021). Up to now, little is known on how short-term stress changes control outlet
glacier dynamics and hence ice discharge. To model the effect of short-term stress
changes, an appropriate material model needs to be employed to represent viscous
long-term ice flow and elastic short-term fluctuations of the stress distribution.
Current ice flow models discard the elastic part in the underlying material model
due to its higher computational demand and complexity (Darby, 1976). The ob-
vious question is to what extent elastic deformation is crucial for glacier motion
and in which areas elastic quantities become important.
In fast-flowing ice streams, sliding is a major component that determines the
amount of ice discharge (Brondex et al., 2017, 2019) and an improved under-
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standing of basal processes is needed to obtain better estimations of the ice out-
flow (Iverson et al., 2019; Zoet and Iverson, 2020). Our current understanding of
basal conditions and their parameterisation in ice sheet models limits the ability
to model the evolution of ice sheets over the next century (Franke et al., 2021).
The subglacial hydrological system is an important factor controlling the stress at
the ice base, as a higher water pressure lubricates the base and enhances sliding
speeds (Lliboutry, 1968; Röthlisberger, 1972; Gimbert et al., 2016; Smith et al.,
2020). For marine terminating glaciers, a connection between the subglacial hy-
drological system and the ocean water exists. Ocean tides modulate the water
pressure at the grounding line resulting in short-term changes of basal stress.
These short-term stress changes are likely transmitted inland and impact the ice
dynamics upstream (Anandakrishnan et al., 2003). As direct observations at the
base are sparse, numerical models are valuable tools to investigate the variation
of stresses.

While it is widely accepted that ocean tides induce non-negligible elastic strains,
other potential sources for short-term changes in stresses exist. Most likely steep
slopes or steps in bed topography, where ice moving across bed undulations expe-
riences changing stresses, a prerequisite for developing elastic strains. However, it
remains unclear whether and where elastic strains exist within the ice for longer
times or decline such that the viscous glacier flow prevails. The impact of elas-
tic contributions related to abrupt stress changes on ice dynamics has not been
quantified yet, either numerically or through observations. These elastic strains
are related to stresses based on the constitutive equation and are commonly used
to indicate material failure (e.g., crevasses, damage, cracks). Interestingly, exten-
sive crevasse fields occur in fast-flowing outlet glaciers in Greenland, which exert
an important control on ice discharge towards the ocean. Approaches of linear
elastic fracture mechanics are promising to represent rapid failure and crevasse
formation in large-scale ice sheet models (Colgan et al., 2016). With increasing
tensile stresses above a threshold, brittle failure sets in (Benn and Åström, 2018).
Based on these considerations, several logical questions arise: Are the crevasse
fields located in regions in which elastic strains and stresses do not decline due
to stress changes? Could a viscoelastic model provide novel insights into the role
of elastic strains and stresses in Greenland’s outlet glaciers?

So far, observations of the elastic effects have primarily been focusing on tides:
In Antarctica, it has been shown that tides can alter glacier flow up to 80 km
upstream of the grounding line of large ice streams (Anandakrishnan et al., 2003;
Bindschadler et al., 2003; Gudmundsson, 2007; Walker et al., 2012; Padman et al.,
2018; Rosier and Gudmundsson, 2020). The tidally-induced vertical motion of
ice shelves and floating ice tongues cause changes in the stress distribution and
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contributes to the variability of glacier flow near the grounding line (Padman
et al., 2018; Fricker and Padman, 2006). A case study of Rutford Ice Stream
showed that only a combination of a viscoelastic material model and a non-linear
friction law describes observed fortnightly glacier speed modulation appropriately
(Gudmundsson, 2007). The viscoelastic flowline simulation of Bindschadler Ice
Stream, West Antarctica, indicated basal motion consistent with flow dominated
by basal sliding over a relatively weak till (determined by higher exponents in
sliding laws) and not by internal deformation (Walker et al., 2012). These find-
ings suggest a tidal modulation of the glacier motion facilitated by basal sliding.
Despite the broad impact of tides on Antarctic ice streams, only a few studies
have considered tidally modulated glacier motion on the Greenland Ice Sheet
(GrIS) (Lingle et al., 1981; de Juan et al., 2010). Observed bending of the ice
tongue at Jakobshavn Glacier (at that time 8 km long) reflected elastic and vis-
cous deformation, while fatigue failure caused by tidal flexure results in deep
basal and surface cracks along the grounding line (Lingle et al., 1981). Although
tidal stresses only affected the glacier terminus at Helheim Glacier, observations
after a calving event showed changes at least 12 km upstream of the grounding
line (de Juan et al., 2010). The tidal range around Greenland varies between
0 and 6 m (Padman et al., 2018) with a magnitude that is similar to the tides
around the Antarctic Ice Sheet. Observations at a marine-terminating glacier of
the Qaanaaq ice cap revealed semi-diurnal speed peaks coinciding with low tides
(Sugiyama et al., 2015). Near the calving front of Bowdoin Glacier, tidal forcing
and surface speed were in anti-phase. An underprediction of the amplitude of the
semi-diurnal variability is presumably related to either inaccuracy in the surface
and bedrock topographies or mechanical weakening due to crevassing (Seddik
et al., 2019).

We employ a viscoelastic model underpinned by an accurate radar-derived ice
geometry to investigate the elastic contribution along the central flowline of
Nioghalvfjerdsbræ (79NG), northeast Greenland. The parameters for the sim-
plest homogeneous isotropic viscoelastic material are the viscosity, determining
the rate-dependent viscous behaviour, and two elastic constants, namely Young’s
modulus, affecting the stiffness, and Poisson’s ratio, specifying the lateral contrac-
tion (see “Methods” section). We rely on observed displacements of GPS stations
(see “Methods” section) to assess the accuracy of simulated displacements and
validate the material rheology. To model basal sliding we have to know the effec-
tive water pressure of the subglacial hydrology and an inferred friction coefficient
field (see “Methods” section). The effective pressure is the difference between the
ice overburden pressure and the subglacial water pressure and results from the
confined-unconfined aquifer system (CUAS) model (Beyer et al., 2018). Inver-
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sion of observed surface velocities provides the friction coefficient field. Based on
these results, we show that ocean tides change the ice flow only a few kilome-
tres upstream of the grounding line at 79NG. Crevasse fields further upstream
thus require another mechanism that sustains elastic deformations. A simulation
without tides enables us to evaluate the elastic contribution to the glacier flow at
79NG. We show that sharp bed undulations and glacier motion cause elastic de-
formations, which do not decline over time. From the gained insights focusing on
79NG, we discuss how this study sheds light on the elastic deformation of other
fast-flowing outlet glaciers of the GrIS (viscous model) as the applied viscoelastic
Maxwell model demands that elastic and viscous stresses are the same. In the
end, we propose ideas for future modelling work.

B.2 Results and discussion

B.2.1 Tidal modulation of glacier flow

For the 79NG, an outlet glacier of the Northeast Greenland Ice Stream (NEGIS),
we first analyse the influence of tides on glacier flow (Fig. B.1). In the summer of
2017, we deployed four GPS receivers along a central flowline to measure the tidal
influence on glacier flow. The instruments were positioned on the floating part
of the ice tongue (GPS-shelf), on the ∼ 4 km wide hinge zone (GPS-hinge) that
experiences bending with tides (see “Methods” section), and some 14 km (GPS-
GL-14) and 45 km (GPS-GL-45) upstream of the grounding line (defined as the
upper limit of the hinge zone in 2017, Supplementary Fig. 1). The measured
flow velocities of the GPS stations positioned along a flowline (Fig. B.1 and
Supplementary Data 1) show an increasing trend towards the grounding line from
290 m a−1 at GPS-GL-45 over 950 m a−1 at GPS-GL-14 to 1460 m a−1 at GPS-
hinge and slightly decreases to 1310 m a−1 at GPS-shelf (Zeising et al., 2021).
These observed velocities are mean values measured over a 14 day period during
the summer that are potentially about 10% above winter velocities (Neckel et al.,
2020) but fit to the simulated surface velocities of the flowline. We recorded
three-dimensional surface movements simultaneously over several tidal cycles.
The processed data (see “Methods” section) reveal a tidal signal only in the
floating part at GPS-hinge and GPS-shelf (Fig. B.2). At 79NG, we observe no
tidal signal at the grounded GPS stations GPS-GL-14 and GPS-Gl-45, which
indicates rapid attenuation within a few kilometres upstream of the hinge zone.
Though it is not directly comparable, this is in contrast to observations on large
ice streams in Antarctica (Anandakrishnan et al., 2003; Bindschadler et al., 2003)
where the tidal signal is transmitted tens of kilometres upstream of the grounding
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Figure B.1: Overview of the study area, including locations of the GPS
stations on the ice flowline profile. The underlying background map shows the
bed elevation hb. Yellow lines represent contours of the basal friction coefficient field
k2. White lines denote the simulated water pressure difference ∆pw (high tide minus
low tide) in the hydrological system. The flowline profile (red line) is used for a flowline
model of glacier motion. The grounding line, where the ice becomes afloat is at 0 km.
The hinge zone, the zone in which the ice tongue deforms due to bending, is shown
by two black lines, one at its upper limit directly at the grounding line and one at the
lower limit 4 km downstream the grounding line. The inset shows the CUAS domain
that encompasses the NEGIS catchment including the 79NG catchment as a solid black
polygon. The red rectangle marks the area close to the grounding line shown in the
figure.

line. Inspired by the processes occurring in Antarctica, we deployed the GPS
stations and were surprised to see no tidal signal 14 km upstream the grounding
line. Besides the tidal signal, a superimposed signal was simultaneously recorded
by the GPS receivers (Fig. B.2b, c, d). We link this to supraglacial lake drainage
(Neckel et al., 2020).
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We set up a numerical model and compare the simulated displacements with
observations. The momentum balance of this simulation is solved for a viscoelas-
tic Maxwell rheology (Christmann et al., 2019) (labelled COMice-ve, details see
“Methods” section). This viscoelastic model allows us to simulate and distinguish
short-term elastic and long-term viscous responses to external loads like ocean
tides (Gudmundsson, 2011; Wild et al., 2018; Humbert et al., 2015). For the
floating ice tongue of 79NG, we account for observed ocean tides of GPS-shelf in
the basal boundary condition. Additionally, we include this tidal signal in the
hydrological model CUAS.

The simulated glacier response using a viscoelastic material model reveals an ex-
cellent agreement with the observations. We choose elastic constants for Young’s
modulus of E = 1 GPa and Poisson’s ratio of ν = 0.325, which are consistent
with other studies in Antarctica (Gudmundsson, 2011; Humbert et al., 2015).
Without further tuning, the correspondence of model results and observations is
high with differences less than 1% in the horizontal and vertical direction over
large parts of the considered time interval (Fig. B.2 and Supplementary Data 2).
The free-floating ice tongue moves up and down caused by ocean tides and the
simulated detrended horizontal and vertical displacement coincide with the obser-
vations (Fig. B.2d). At both grounded GPS stations GPS-GL-14 and GPS-GL-45
the simulations show no measurable tidal modulation, which agrees with the ob-
servations (Fig. B.2a, b). We inferred that the high agreement at GPS-hinge
solely arises from the elastic contribution in COMice-ve. Horizontal and ver-
tical displacements computed with purely viscous rheology are not capable of
reproducing the observed amplitudes or phase responses (Fig. B.2c). Although
we varied viscosity and basal sliding parameters (Supplementary Discussion 1),
those simulation results cannot reproduce the displacements accurately. That
means that the bending and modulation of flow speeds in the hinge zone are a
result of the viscoelastic nature of ice. Hence, at least a viscoelastic Maxwell
material model (two parameter fluid) is required on the lower part of the glacier
to match the observations.

The question arises of how a viscoelastic material model and tides influence basal
sliding. To what extent are these findings (elasticity influences the glacier flow)
only applicable to tidally modulated flow? Other numerical studies also dis-
cussed the influence of elastic deformations caused by short-term variations. For
instance, large calving events in Greenland cause first a reversal of flow and elas-
tically compress the ice front as large icebergs rotate (Murray et al., 2015). The
reversal of the ice flow typically lasts for a few minutes and is then followed by a
flow acceleration, increased longitudinal strain rates and enhanced responses to
tidal forcing (de Juan et al., 2010). Hence, sudden short-term changes like calving
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Figure B.2: Tidal modulation of glacier flow at the GPS stations. a–d,
Detrended measured and simulated displacements in horizontal (solid lines) and vertical
direction (dashed lines) versus time at GPS-GL-45 (a), GPS-GL-14 (b), GPS-hinge (c)
and GPS-shelf (d). The locations of the GPS stations are shown in Fig. B.1. Black lines
present measured GPS displacements, while green lines show simulated displacements
obtained with COMice-ve. Blue lines display displacements for a pure viscous model.

events or lake drainage will induce an additional elastic response, which should
be investigated in future work and could be the explanation for flow deceleration
and acceleration.

B.2.2 Effect of tides on sliding

We intend to get a complete picture between GPS-GL-14 and the grounding line
to estimate how far tides reach inland at 79NG and influence its basal sliding
behaviour. Different basal friction laws exist and need to be handled carefully as
basal friction is a crucial boundary condition (Brondex et al., 2017; Åkesson et al.,
2021). The applied friction law is Budd-like and non-linear (Brondex et al., 2019;
Budd et al., 1979) and relates basal shear stress τ b to basal velocity vb, the friction
coefficient field k2 and the effective pressure N (see “Methods” section, Eq. 2).
As we assume the inferred friction coefficient field to be constant in time for our
study (see “Methods” section), changes in the basal shear stress originate from
tidal changes in effective pressure and basal velocities. To disentangle the role
of each component in the friction law, we analyse the response of the simulated
subglacial hydrology to tides resulting in time-dependent effective pressure fields

XXX Results and discussion



(see “Methods” section). The simulated vertical movement of the floating base
caused by tides result in time-dependent displacement and hence velocity changes.

With this tidally modulated setting along the flowline, we show a comprehensive
analysis of the glacier system for all quantities included in the basal boundary
condition (Fig. B.3 and Supplementary Data 3 and 4). Please note that results
are shown point-wise relative to a control run (CTRL) without tidal forcing in
the subglacial hydrology system (grounded part) and the water pressure (floating
part). The simulated head along the flowline (the corresponding elevation of the
water level in a hypothetical borehole connecting glacier surface to bed) is very
smooth (Fig. B.3b) and spatial variations of the effective pressure primarily orig-
inate from the ice overburden pressure and thus ice thickness variations. In the
hinge zone (from 0 to 5 km), the simulation reveals a tidal influence on the basal
velocity where the highest differences to the CTRL run occur at the transition
between low to high tide. The amplitude in the basal velocity behaves similar to
the displacements (Fig. B.2 and Supplementary Fig. 2) where smaller amplitudes
appear for the purely viscous or a stiffer material (dashed and dotted lines in
Fig. B.3d). Simulated velocities and displacements show a tidal dependency that
drops from ±10% at the grounding line to ±0.2% at GPS-GL-14 (Fig. B.3d) to
none for GPS-GL-45 (not shown). For the grounded part, the transition from low
to high tides and vice versa induces the largest changes compared to the spatial
evolution for all other tidal states.

Why occur the lowest or highest basal velocities not at high or low tide but
the transition points (Fig. B.3d)? Although we expect the tidal effects on the
hydrological system to be relevant for glacier flow, we conduct a further simulation
without tidal modulation to disentangle the effect of tides on the friction law and
the rheology. Hence, the effective pressure in the subglacial water system is
kept constant (CTRL run) and only the basal boundary condition at the floating
tongue experiences tidal modulation. The velocity variations induced by the
vertical tidal movement of the floating tongue reaches around 10 km upstream the
grounding line. The bending of the floating tongue influences the basal velocity
and high tide leads to lower velocities at the base of the grounded ice, while low
tide causes higher velocities (Supplementary Fig. 3). This scenario highlights that
the tidally dependent change of the hydrological system alters the flow behaviour:
the envelopes of the velocity changes occur for the transition between low and
high tides (Fig. B.3d). If we include tides in the hydrological system, the effective
pressure reacts with a decrease in magnitude and a phase shift to tidal forcing
depending on the distance to the grounding line (Supplementary Discussion 2).
We find the effect of tidal forcing on the hydrological system is limited to a small
band up to 20 km upstream the grounding line where the amplitude of the tidal
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Figure B.3: Tidal effect on basal boundary conditions. a, Ocean tidal forcing
with four coloured points: blue at low tide, yellow at high tide and red, purple at their
transition. The gradual decrease is mainly due to the lunar fortnightly tidal signal. b,
The green line displays the time-independent friction coefficient k2 (left axis); the black
lines shows the dimensions of the ice domain and the position of the hydraulic head
(right axis). c–e, Ratio of basal shear stress (c), basal flow velocity (d), and effective
pressure (e) relative to the control run without tidal forcing ((·)rel = (·)/(·)CTRL).
The grey lines of the relative values in panel c–e depict numerous simulation results
computed with changing observed tidal variations (a) every 1.5 h. Certain tidal states
are highlighted by coloured lines that match the coloured points of panel a. Note that
the grounded part is shown on the left axis (black vertical line highlights the position
of GPS-GL-14) and the floating part on the right axis (different axis scale in d). d
Solid lines show the viscoelastic (ve) simulation with E = 1 GPa, dashed lines depict
the purely viscous response and dotted lines represent a viscoelastic simulation for a
stiffer elastic material with E = 9 GPa.

signal decays to only 10% of the signal at the grounding line (Supplementary
Figs. 4 and 5). Caused by tidal forcing, relative changes in the effective pressure
are small, except at the grounding line (Fig. B.3e and Supplementary Figs. 4 and
6). Additionally, tidal-related changes in the simulated basal velocity are only
visible over a distance of less than 14 km upstream the grounding line (Fig. B.3d),
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which is consistent with the observations at GPS-GL-14 (Fig. B.2). To validate a
non-linear friction law at 79NG similar to the previous work done in Antarctica
(Gudmundsson, 2011), we have to consider grounded GPS stations closer to the
grounding line that record tidal modulations.
Previous observations of radio-echo sounding data from NEGIS suggested that
upstream areas of the ice stream are controlled by variations in basal lubrication
while downstream regions are confined by basal topography (Keisling et al., 2014).
The observation of the downstream region fits the simulation results of the central
flowline model for 79NG shown here. In the basal shear stress, we see impacts of
tides with changes up to 40% to the CTRL run near the steep increase in the bed
slope at −9 km where also the subglacial hydrology reveals tidal effects (Fig. B.3c,
e). In the last ∼ 5 km upstream the grounding line, the friction coefficient is
small and damps changes in the basal shear stress due to tides (Fig. B.3b). Low
friction coefficients facilitate the fast response of glacier speeds to changes in the
basal water pressure, which is in line with areas of seasonal speedup and short
pulses of acceleration arising from supraglacial meltwater input modulating basal
frictional stresses (Neckel et al., 2020). The tidal variation of the hydrology causes
a superposed variation in the basal velocity and consequently a larger change in
basal shear stress than neglecting ocean tides in the hydrological system. Overall,
ocean tides alter the glacier flow in our case not as far inland as in Antarctica
(Anandakrishnan et al., 2003). In our simulations, the area of high transmissivity
at 79NG (Supplementary Fig. 6b) is confined by the steep basal topography
−9 km upstream of the grounding line. Large gradients in the bed or surface
topography lead to large gradients in ice overburden and effective pressure. These
increase channel wall melt rates (Röthlisberger, 1972) and therefore transmissivity
(Beyer et al., 2018). The simulated low aquifer transmissivity at ∼ 10 km and
further upstream the grounding line hinders the pressure wave to travel further
inland at 79NG (Supplementary Discussion 2). This matches very well with our
measurements at GPS-GL-14 where no tidal signal was observed.

B.2.3 What governs glacier motion

Ice sheet models typically neglect the elastic deformation and compute ice sheet
flow based on a viscous model. To estimate elastic contributions to glacier flow,
it is necessary to get better insights into processes influencing glacier motion. We
analyse the role of sliding and vertical shear deformation independent of tides for
79NG. Based on this analysis, we aim to derive implications for the entire ice
sheet of Greenland. The analysis in this section uses (i) a viscoelastic simulation
along the flowline of 79NG and (ii) a continental scale ice sheet simulation. For
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the latter, we rely on a viscous model since a viscoelastic simulation is unavailable.
The overarching goal is to identify regions where the consideration of elasticity is
recommended for a better understanding of outlet glacier dynamics.

We analyse vertical profiles of velocity ratios determined by the velocity v = |v|
at each point relative to its basal velocity vb = |vb| (Fig. B.4a). The simulated
velocity field differs from a sliding dominated plug flow (grey area) in regions
where the contribution of vertical shear deformation is enhanced. Topographic
bed changes seem to induce these higher contributions (e.g., at distances of −18
and −9 km). Slightly before the bed bump peak at −9 km, simulated vertical
shear deformation is highest and topographic changes slow down the ice at the
base (velocity at the surface is larger than at the base). At this location, we
find a maximum of 25% higher velocities at the surface. At some locations, the
velocity is even lower at the surface than at the base. Such a feature is known
from viscoelastic flow over an undulated bed (Herbert et al., 2015; Pettas et al.,
2019). The surface velocity is up to 5% lower than the basal velocity. In general,
plug flow is the dominant mechanism and vertical shear deformation is small.
The simulation results fit radar and seismic observations indicating deformable
subglacial sediment in the far upstream part of NEGIS, which facilitates sliding
(Christianson et al., 2014; Bagshaw et al., 2018). At 79NG, the simulation results
support that fast-moving outlet glaciers flow mainly by basal sliding (de Juan
et al., 2010).

To get better insights into the role of deformation in glacier motion, we first
analyse the ratio of vertical shear deformation (d) to sliding (s) and second the
amount of viscous to total strain (Fig. B.4b and Supplementary Data 5). We in-
troduce a measure Ma

d/s ∈ [0, 1] representing the absolute contribution of vertical
shear deformation to sliding

Ma
d/s = 1

H

∫︂ hs

hb

(︄
|v − vb|

v

)︄
dz

with the ice thickness H, the surface and bed elevations hs, hb, respectively. This
depth-integrated measure is zero for a sliding dominated plug flow and allows
us to identify regions in which shear deformation of the vertical ice column is
pronounced. Overall, the magnitude of Ma

d/s is higher near steeper bed slopes
(Fig. B.4b). Vertical shear deformation does not exceed 22% along the entire
flow line, although this profile contains a rather steep basal topography. The
visualisation of this measure shows a horizontal shift to the downstream side of
the slopes (Fig. B.4b). This offset occurs as vertical shear deformation is highest
at the end of steep topographic changes indicated by declining slope values. If
the friction coefficient reaches low values (near the grounding line or at a distance
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Figure B.4: Influence of vertical deformation versus sliding in glacier mo-
tion. a, Cross-section of 79NG along ice flow profile (left axis) with the velocity
point-wise related to the basal velocity v/vb (colour bar). Blueish colours depict ve-
locities that are more than 2% smaller than its basal velocities, while reddish colours
show domains in which v is at least 2% higher than vb. The blue lines (right axis) de-
pict the simulated surface velocities compared to MEaSUREs velocity (Joughin et al.,
2016, 2018). b, The reddish lines show the normalised friction coefficient and effective
pressure along the grounded part of the flowline while the blueish curves present the
contribution of viscous to total strain Mv

e/v and the measure of vertical deformation to
sliding Ma

d/s that reacts with a slight horizontal delay to the normalised slope of the
base shown in grey. All those quantities correspond to one year of simulation time.

of −35 km), vertical shear deformation to sliding Ma
d/s is small (Fig. B.4b). The

reduction of friction facilitates plug-flow. In the remaining regions, a deformation
dependency on slope and friction coefficient is apparent. For a viscous simulation
of GrIS motion (Rückamp et al., 2020), we also consider the contribution of
vertical shear deformation to sliding (Fig. B.5a). Sliding is dominant in all fast-
moving areas but also in the interior of Greenland. Vertical shear deformation
occurs up to 35% in the interior or at thin margins where ice is presumably frozen
to ground (Rückamp et al., 2019a).

The remaining question is whether bed undulations can induce elastic responses
that persist and consequently contribute to glacier motion. The viscoelastic
Maxwell model for the flowline of 79NG allows us to distinguish between the
viscous and elastic strain contribution as both sum up to the total strain (Christ-
mann et al., 2019). We exploit this property and quantify the ratio of viscous
to total strain. We define the number M v

e/v ∈ [0, 1] based on Euclidean matrix
norms of the viscous (ϵv) and elastic (ϵe) strain
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Figure B.5: Role of sliding and elastic strain of GrIS. a The contribution of
vertical deformation to sliding Ma

d/s where the blue colour means that sliding dominates
glacier flow. b–e Changes in first principal stress dσ1/dt in flow direction (darker red
colour means higher stress change) superimposed by elastic first principal strain ε1e

(darker blue colour means higher elastic strain) for four glacier basins b, Jakobshavn
Isbræ, c, 79NG and Zacharias Isbræ with the considered flowline in white, d, Hel-
heim Glacier, and e, Kangerlussuaq Glacier. The black line surround areas of massive
crevasse fields.

M v
e/v =

∫︁ hs
hb

||ϵv||2dz∫︁ hs
hb

(||ϵv||2 + ||ϵe||2) dz
.

This measure M v
e/v reaches the value 1 for vanishing elastic strains. Without

short-term changes of tides, the amount of viscous relative to total strain consists
of 6% elastic strain on average to a maximum above 30% for the grounded part
(Fig. B.4b difference of M v

e/v to 1, Supplementary Fig. 7). The ratio of viscous to
total strain is close to 1 at the free-floating ice tongue, meaning that the viscous
flow dominates as no short-term changes happen. Once elastic strains caused by
transient initialisation vanish, the partition of viscous to total strain M v

e/v remains
similar for long simulation times (Fig. B.4b for 1 a and Supplementary Fig. 7 for
up to 10 a). However, the ice flow over undulated beds induces unexplored time-
independent elastic deformations occurring at grounded parts of the fast-flowing
79NG.

So far, large ice sheet models did not consider elastic contributions. The impli-
cation to neglect this component is not clear yet. For a glacier motion above
undulated beds, the elastic strain increases and kinematics lead to higher dis-
placements (integral of the strain), which enhance the flow velocity of the glacier
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(Supplementary Fig. 8). The results of the viscoelastic flowline simulation reveal
the existence of elastic strain for changing bed slopes (Fig. B.4b). At 79NG, bed
slopes are too fluctuating for the elastic strain to vanish (which is due to fluctuat-
ing stresses), except near −4 or −40 km where M v

e/v is almost 1. Consequently, a
rougher bed fosters more elastic deformation. For a viscoelastic Maxwell model,
the total strain is the sum of elastic and viscous strain (see “Methods” section).
The elastic strain is around one order of magnitude smaller than the viscous strain
(Supplementary Methods 1 and Supplementary Fig. 9). For instance, a constant
elastic strain of 2o/oo over 50 km induces an additional elastic elongation of 100 m.
In the end, a viscoelastic simulation reveals a higher velocity for a fast-flowing
outlet glacier than a viscous one caused by the additional elastic deformation.

We aim to transfer local insights at 79NG to Greenland by determining regions
in which elastic deformations may be crucial for understanding outlet glacier dy-
namics. To deal with the lack of a viscoelastic simulation for entire ice sheets,
we leverage the fundamental character of a Maxwell rheology: elastic and viscous
stresses are equal. Simulated stresses obtained by a viscous model (initialisa-
tion experiment (Rückamp et al., 2020)) can be used to compute principal (i.e.,
largest) elastic strains (see “Methods” section) on the entire surface of the GrIS
(Fig. B.5b–e and Supplementary Fig. 10). Without short-term fluctuations, we
would expect that the elastic strain declines with time and vanishes. The largest
elastic strain is found in fast-moving outlet glaciers and reaches at most 1.14o/oo.
As the elastic strain does not vanish for Greenland (Fig. B.5b–e and Supplemen-
tary Fig. 10), we analyse the change in first principal stress with respect to time
(see “Methods” section). Changing first principal stress over time often coincide
with regions of large elastic strains in the fast-moving parts of outlet glaciers
(Fig. B.6 and Supplementary Fig. 10). In these areas, elastic strains did not
decline as changing stresses prevent this. The estimated occurrence of elastic
strains at 79NG (Fig. B.5c) matches with the spatial extent of time-independent
elastic strain from the viscoelastic flowline simulation (Fig. B.4b). This agree-
ment indicates that slope change and viscous flow above 250 m a−1 cause stress
changes inducing elastic strains. For assessing the area of Greenland’s ice affected
by an elastic contribution arising from bed undulations, we use the BedMachine
bedrock topography (Morlighem et al., 2017) and compute the directional slope
(Supplementary Fig. 11). A slope larger than 5% is present in around 10% of the
grounded ice of GrIS. For the flowline simulation of 79NG, the mean slope of the
last 45 km upstream the grounding line is 4.7% where at least in this region the
elastic strain is not negligible (Fig. B.4b).

How does this time-independent elastic strain compare in magnitude to tidal
forcing? We first estimate the stress change caused by ocean tides ranging from
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0 – 6 m around Greenland (Fig. B.6). For the three floating tongues glaciers,
tides span from ∼ 0.5 m for Ryder Glacier, ∼ 1.0 m for 79NG to ∼ 2.2 m for
Petermann Glacier. Due to hydrostatic equilibrium, a diurnal tidal range induce
5 – 20 kPa d−1 stress change at the floating tongues. At 79NG, the estimated
stress change is 10 kPa d−1 = 3650 kPa a−1 at the glacier tongue. Independent
of tides, we reach one third of this stress change magnitude at the grounded
part of outlet glaciers for Jakobshavn Isbræ, 15% at Kangerlussuaq Glacier and
10% at Helheim Glacier (Fig. B.6). We find in other outlet glaciers close to
the grounding line about 10% of this value declining to 1% over some tens of
kilometres. In the flowline simulation of 79NG, elastic strains occur in sliding
dominated flow and in regions with higher vertical deformation (Fig. B.4). In
the end, faster flow over rougher beds induces higher elastic strains caused by
higher stress changes. Caused by the motion of fast-flowing outlet glaciers over
undulated beds, the stress changes are lower of those due to tides. While tides
force an elastic elongation and compression on daily time scales, the motion of
fast-flowing outlet glaciers induces an elastic elongation independent of time.

As there is no way to conduct in-situ observations of stress, we relate elastic
deformation to the occurrence of cracks. Cracks are a representation of the solid
nature of a material. Brittle failure is determined by a small process zone in
which local elastic quantities causes a fracture, not viscous ones (Gross and Seelig,
2018). The extensive crevasse fields that we observe in outlet glaciers in Greenland
are illustrative proofs of this elastic contribution (Supplementary Figs. 10 and
12). Furthermore, crevasse fields in ablation zones facilitate surface meltwater
discharge to the ice base. This contributes to seasonal speed-up via lubrication,
which increases elastic deformation. Damage in the lower tens kilometres of
tidewater glaciers also controls calving dynamics of tidewater glaciers and thus ice
discharge rates as feedback (Benn and Åström, 2018). Taking into account that
Jakobshavn Isbræ and Kangerlussuaq Glacier contributed to an estimated 8 mm
of global sea-level rise over the last century (Khan et al., 2020), understanding
their future response is crucial. All ice discharge of the GrIS and in particular
Jakobshavn Isbræ and Kangerlussuaq Glacier (Fig. B.5b, d and Supplementary
Fig. 13) takes place in a settings where the bed is lubricated (MacGregor et al.,
2016), sliding speeds are high (Fig. B.5a) (Lüthi et al., 2002; Ryser et al., 2014;
Doyle et al., 2018; Maier et al., 2019, 2021), surfaces are crevassed (Fig. B.5b–
e, Supplementary Data 6) (Colgan et al., 2016; Neckel et al., 2020; Nolin and
Payne, 2007; Colgan et al., 2011; Chudley et al., 2020). In regions where sliding
is dominant, the surface velocity is similar to the basal velocity and areas of high
surface velocities fit areas of massive crevasse fields (Supplementary Methods 2
and Supplementary Fig. 12). Crevasses also occur in slow-moving outlet glaciers
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Figure B.6: Crevasse fields and stress change of GrIS. Areas of massive crevasse
fields based on the DEM-residual product are displayed in yellow, superimposed on
the MEaSUREs velocity field (Joughin et al., 2016, 2018) in purple colour and stress
changes due to glacier motion in red colour for a the northwestern part, b the northern
part, c the northeastern part, d the southeastern part, and e the southwestern part of
Greenland. The given values in the overview figure denote changes in water pressure
caused by a tidal range for some prominent outlet glaciers in Greenland. Areas of
crevasses are consistent with areas of high changes in stress.

in which the basal topography will lead to necessary stress changes (Fig. B.6)
and to time-independent elastic strains (Supplementary Fig. 10). The extensive
match of massive crevasse fields with areas of large stress change supports the
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claim that glacier flow over undulated beds induces persistent (time-independent)
elastic strains.

B.2.4 Conclusion

By comparing GPS observations with numerical modelling, we demonstrated the
need to describe tidal effects on ice by a viscoelastic Maxwell model to reproduce
glacier dynamics in the lower part of the 79NG. The tidal influence, not cap-
tured by a viscous model, is limited to the hinge (bending) zone downstream the
grounding line and up to 10 km upstream the grounding line. For the grounded
ice, the subglacial hydrological system is relevant as it causes a phase delay in
basal velocities. In the absence of tides, we found sliding to be the dominant
mechanism of fast-moving glacier motion, and a absolute contribution of vertical
shear deformation to sliding of less than 22% for the viscoelastic simulation of
79NG up to 35% for the viscous simulation of Greenland. Deducing from our
viscoelastic modelling, the ice flow induces a persistent elastic to total strain of
6% on average up to a maximum of 30% for the considered flowline of 79NG.
Based on the viscoelastic simulation of 79NG, we developed a new perspective on
deformation in outlet glaciers by transferring our findings from the flowline model
to a continental scale simulation. We demonstrated that elastic deformation
additionally contributes to the motion of outlet glaciers. Independent of tides,
elastic deformation plays a role in areas of non-steady stress fields, such as near
steep changes in topography or as ice flow speeds up. These new insights are a step
forward to better understand the motion of glaciers since the identified regions are
currently poorly constrained in ice flow models. In future works, improving the
fidelity of ice flow models by considering the elastic contribution may capture the
behaviour of fast-moving outlet glaciers. Under the overarching goal of narrowing
uncertainties in sea-level projections, it is arguably important to assess how ice
discharge to the ocean is affected by including an elastic deformation in the overall
ice flow.
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B.3 Methods

B.3.1 Viscoelastic modelling

The simulations COMice-ve were conducted with the finite element programme
COMSOL applying a viscoelastic Maxwell material model that solves for the un-
known displacements (along-flow and in thickness direction) (Christmann et al.,
2019). We prescribe the ice geometry along the flowline from a high-resolution
basal topography obtained from airborne ultra wide-band radar measurements.
All simulation results are obtained using this high-resolution geometry subject
to a non-linear Budd-like friction law (Budd et al., 1979). The position of the
grounding line is the lowest position of the landward limit of the hinge zone de-
fined from SAR interferometry. We show that this landward limit (upper flexure
limit) does not move more than 500 m in the time period of observations. Such
small changes make no difference in the simulation results, and for simplicity we
assume a fixed grounding line at the lowest position of the upper flexure limit
derived by SAR interferometry.
COMice-ve solves the underlying viscoelastic Maxwell equations in a small strain
setting that is valid for simulation times up to few years. We discretise the
model domain with a triangular mesh with a horizontal resolution of 100 m. This
fine spatial resolution is necessary to get rid of the mesh discretisation error
(Supplementary Fig. 14). The shape functions for the unknown displacements are
quadratic Lagrange polynomials. The viscous strain components are additional
internal variables for the Maxwell rheology and we use shape functions of linear
discontinuous Lagrange type to save computational effort. The viscous and elastic
stress of a Maxwell material are the same while the strain is the sum of elastic and
viscous strain. The material relation of the volume-preserving deviatoric stress
(σD = σ − 1/3 tr(σ)I) to elastic strain εD

e or viscous strain rate ε̇D
v is given by

the constitutive equation
σD = 2ηε̇D

v = 2µεD
e (B.1)

with the elastic material constant µ = E/(1+ν) (Darby, 1976). The viscosity η is
non-linear and based on Glen’s flow law using a temperature field from previous
modelling (Rückamp et al., 2019). We choose the same model parameters as used
in previous work (Christmann et al., 2019). The major difference to previous
applications investigating calving of ice shelves (Christmann et al., 2019, 2016)
is the incorporation of a friction law. The general friction power law (Budd-like)
relates the basal shear stress (τ b) to the sliding velocity vb

τ b = −N1/mk2 |vb|1/m−1 vb (B.2)
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with the stress exponent m. This exponent is positive and unequal to 1 for a non-
linear realisation of the friction law. We choose m = 3 and adjust the unknown
friction coefficient field k2 (see section “Inversion for basal friction coefficient” in
“Methods” section) to result in a modelled flow velocity that best matches the
observed surface velocity (Gudmundsson, 2011; Joughin et al., 2019). For the
effective pressure N = pi − pw, the difference of ice overburden pressure pi and
the subglacial water pressure pw, and the friction coefficient field k2 we rely on
external products. The effective pressure is obtained from a subglacial hydrology
model. The output is used to perform a one-way coupling by feeding the result-
ing spatial and temporal distribution of the effective pressure of the subglacial
system along the flowline back into the friction law (basal boundary condition for
grounded ice in the viscoelastic model). The friction coefficient field is inferred
by solving an inverse problem for the nonlinear friction law. The inferred friction
coefficient k2

inv is related to a simpler effective pressure parameterisation Ninv ap-
plied for the inversion. Consequently, we adjust the unknown k2 to include in the
friction law of the viscoelastic model by the following rule:

k2 = k2
inv

(︃
Ninv

N

)︃1/m

. (B.3)

This re-scaling ensures that the basal shear stress fed to COMice-ve is comparable
to the basal shear stress, which is derived from inversion. The boundary condition
at the ice-atmosphere interface is traction-free and at the inflow boundary, we
take a constant velocity based on the MEaSUREs velocity data-set (Joughin
et al., 2016, 2018). Given the observed vertical displacements of the GPS-shelf,
we can compute the tidal pressure field perturbation at the base of the ice tongue.
The floating ice mass is subject to a hydrostatic water pressure field normal to
the submerged ice-ocean boundary line, depending on tide height (e.g., high tide
leads to larger water pressure).

We put much effort in reproducing the observed velocities in the grounded part
simulated by COMice-ve. However, the 2D flowline model lacks lateral resistance
exerted by the fjord side-walls at the floating tongue. As this effect is inherently
not covered we rely on a buttressing formulation (Gagliardini et al., 2010). The
lateral resistance is accounted for over the whole floating tongue area (i.e., x > xgl)
by adding a body force f in the momentum balance equation, such that

f = −K|vx|1/mlr−1vx (B.4)

with vx the velocity in horizontal direction. In the grounded part, the lateral
resistance coefficient K is zero, while on the floating tongue K > 0. The exponent

XLII Methods



mlr is set equal to m. Here, we tune the lateral resistance coefficient spatially
to obtain a reasonable decline of flow velocities downstream from the grounding
line.
We conducted the benchmark experiments ISMIP-HOM B and D for verification
of the long-term viscous response of the applied viscoelastic model (Supplemen-
tary Methods 3 and Supplementary Figs. 8 and 15). The simulated short-term
elastic response with the applied model was already verified (Christmann et al.,
2016).

B.3.2 Global positioning system (GPS) processing

The Global Positioning System (GPS) data were processed using the GIPSY-
OASIS software package including high-precision kinematic data processing meth-
ods (Nettles et al., 2008) with ambiguity resolution using Jet Propulsion Labora-
tory (JPL)’s orbit and clock products, constraint on kinematic position solution.
We use the GIPSY-OASIS version 6.4 developed at JPL, and released in Jan-
uary 2020 (Bertiger et al., 2020). We use JPL final orbit products which include
satellite orbits, satellite clock parameters and Earth orientation parameters. The
orbit products take the satellite antenna phase centre offsets into account. The
atmospheric delay parameters are modelled using the Vienna Mapping Function
1 (VMF1) with VMF1grid nominals (Boehm et al., 2006). Corrections are ap-
plied to remove the solid Earth tide and ocean tidal loading. The amplitudes
and phases of the main ocean tidal loading terms are calculated using the Au-
tomatic Loading Provider (http://holt.oso.chalmers.se/loading/) applied to the
FES2014b (Lyard et al., 2006) ocean tide model including correction for centre
of mass motion of the Earth due to the ocean tides. The site coordinates are
computed in the IGS14 frame (Altamimi et al., 2016). We convert the Cartesian
coordinates at 5 min intervals to local up, north and east for each GPS site mon-
itored at the surface of the 79NG. In addition, we use Waypoint GravNav 8.8
processing software. We applied kinematic precise point positioning (PPP) pro-
cessing using precise satellite orbits and clocks. The site coordinates are computed
in the IGS14 frame and converted to WGS84 during data export at 15 s interval.
To avoid jumps between daily solutions of the Waypoint PPP product, as the
data is recorded in daily files, we merged three successive files prior to processing
to enable full day overlaps. In a second step, the 3-day solutions are combined
using relative point to point distances. To avoid edge effects, we combined the
files in the middle of each 1-day overlap and removed outliers. To estimate the
vertical and horizontal displacements we detrended the vertical, northing and
easting components of the data after mapping into a polar-stereographic projec-
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tion and alignment in the ice flow direction. Finally, the detrended data was low
pass filtered to suppress signal frequencies larger than 1/3600 Hz and re-sampled
to 5 min interval to match the GIPSY-OASIS product. A comparison of both
processing software products revealed very similar results, with slightly less noise
observed in the GIPSY-OASIS product (Supplementary Figs. 16 and 17). The
PPP processing with the GIPSY-OASIS software Package of the GPS-shelf data
was used as input for the simulation.

B.3.3 Modelling of subglacial hydrology

We applied CUAS to compute the effective pressure N = pi − pw at the ice base.
The model uses an equivalent porous medium (EPM) approach and accounts for
efficient and inefficient drainage. A Darcy-type groundwater flow equation for the
EPM is used to evolve the hydraulic head h, where the transmissivity T locally
adjusts based on channel and cavity evolution. Areas of high transmissivity
represent efficient (channelised) flow, whereas low transmissivity is interpreted as
inefficient (distributed) flow.
We used a new version of the BedMachine geometry for Greenland (Morlighem
et al., 2017) including the latest AWI airborne data (Franke et al., 2020). In
addition to ice sheet basal melt from the Parallel Ice Sheet Model (PISM) out-
put (Aschwanden et al., 2016), we updated and extended the domain outline.
We have interpolated the data sets onto a 1.2 km resolution grid (coarse) for the
entire NEGIS area and a 300 m resolution grid (fine) covering the area around
the 79NG (Supplementary Fig. 18). We manually set the domain outlines guided
by the BedMachine ice mask, the pressure-adjusted basal temperature contour of
0.1 ◦C of the PISM output, digitised ice front and grounding line positions, and
ice flow velocities (≥ 10 m a−1). We used no-flux boundary conditions at lateral
margins (homogeneous Neumann boundary conditions for the head) and Dirichlet
boundary conditions (zero head) at grounding lines. At the ocean boundary the
transmissivity was set to Tmax = 100 m2 s−1 while the initial value was 0.2 m2 s−1

elsewhere. We chose the subglacial water pressure to be equal to the ice over-
burden pressure as initial condition for the head. We choose the same model
parameters as used in previous work (Beyer et al., 2018).
The output of a 50 years long steady-state run on the coarse grid (Supplementary
Fig. 18) was used to run a 1 year long simulation on the fine grid in the 79NG
nested sub-domain to let the model adjust to the changes in grid resolution.
The effective pressure at the end of this spin-up was used to adjust the friction
coefficient (Eq. B.3). We run the model for additional 19 days with and without
tidal forcing at the grounding line with hourly output to provide time series of N
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along the profile shown in Fig. B.1 as input for COMice-ve (Eq. B.2). We applied
the tidal forcing as a time dependent Dirichlet boundary condition for the head
at the 79NG grounding line.
The simulated subglacial drainage system (Supplementary Fig. 18a, b) shows
relatively low effective pressure and transmissivity at the land terminating ice
margin, indicating less efficient drainage. Observations indicate that efficient
channels can form in the ablation area at the ice sheet margin (Davison et al.,
2019). At the margin, the ice is usually thin (decreased creep-closure rates), the
surface slope is steep and thus, the gradient of the hydraulic potential is large
(enhanced channel wall melt). A sufficient amount of water from surface runoff
or lake drainage is available at the glacier base via surface-to-bed hydrological
connections (e.g., crevasses or moulins) to allow efficient channel formation. In the
model, only ice sheet basal melt is considered as the supply for the hydrological
system (Beyer et al., 2018). At the land terminating margin, basal melt from
the PISM simulation is low or absent and thus efficient drainage is inhibited
in our simulations. The transmissivity is high in the vicinity of the grounding
line indicating efficient (channelised) water transport and declines with distance
upstream. In this area, N is close to zero and increases towards GPS-GL-14.

B.3.4 Inversion for basal friction coefficient

The viscoelastic NEGIS ice flow model setup makes use of a basal friction co-
efficient field k2

inv that is retrieved by an inversion method. For the inversion
of the basal friction coefficient, we operate the Ice-Sheet and Sea-level System
Model (Morlighem et al., 2010; Larour et al., 2012), an open source finite element
flow model appropriate for continental-scale and outlet glacier applications. The
modelling domain is the flowline profile (Fig. B.4) and the ice flow is modelled
by the full-Stokes equations. Model calculations are performed on a structured
finite element grid with a horizontal resolution along-flow of 0.2 km. The domain
is vertically extruded with 15 layers refined to the base. A thermo-mechanical
coupling is not performed, but a realistic ice rigidity is prescribed based on ther-
mal spin-up (Rückamp et al., 2018). We performed the inversion for the two
different bed geometries: (1) BedMachine geometry for Greenland (Morlighem
et al., 2017) including the latest AWI airborne data (Franke et al., 2020) and
(2) the high-resolution basal topography from airborne ultra wide-band radar
measurements.
Within the inverse problem a cost function (J), that measures the misfit between
observed, vobs, and modelled horizontal velocities, vx, is minimised. We use the
observed velocities from the MEaSUREs project (Joughin et al., 2016, 2018) as
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target within the inversion. This data-set composes a long-term mean (20 a) from
several remote sensing products and is independent of our GPS measurements.
Please note that vobs is the velocity in the curvilinear coordinate system along the
flowline. The cost function is composed of two terms which fit the velocities in
fast- and slow-moving areas. A third term is a Tikhonov regularisation to avoid
oscillations due to over fitting. The cost function is defined as follows:

J(vx, kinv) =γ1
1
2

∫︂
Γs

(vx − vobs)2dl + γ2
1
2

∫︂
Γs

(︄
ln
(︄

|vx| + ε

|vobs| + ε

)︄)︄
dl (B.5)

+ γt
1
2

∫︂
Γb

∇kinv · ∇kinv dl,

where ε is a minimum velocity used to avoid singularities and Γs and Γb are the ice
surface and ice base, respectively. An L-curve analysis was performed to pick the
Tikhonov parameter γt (Supplementary Fig. 19a). We obtained a good agreement
to the observed velocities by choosing γ1 = 10, γ2 = 1 and γt = 1 × 10−8.
The inverse problem is run for the non-linear friction law (Eq. B.2), but uses a
simple parameterisation of the effective pressure (Huybrechts, 1990) with N =
ϱi g h + min(0, ϱw g zb), where h is the ice thickness, hb the glacier base and
ϱi = 910 kg m−3, ϱw = 1000 kg m−3 the densities for ice and fresh water, respec-
tively. The parameterisation accounts for full water-pressure support from the
ocean wherever the ice sheet base is below sea-level, even far into its interior where
such a drainage system may not exist. With this parameterisation of the effec-
tive pressure, the inferred friction coefficient field is independent in time. The
obtained results for the inferred friction parameters k2

inv and simulated surface
velocities are shown in Supplementary Fig. 19b, c.

B.3.5 Hinge zone by means of interferometry

We applied Synthetic Aperture Radar Interferometry (InSAR) on Sentinel-1 TOPS
SAR data to detect the upper and lower limit of tidal flexure. Interferograms are
formed from interferometric wide swath single look complex data acquired at
times t1 and t2 separated by a temporal baseline of 6 days. Assuming constant
horizontal ice flow within a 6 day time period we subtracted another interfero-
gram with data acquired at times t2 and t3 to isolate vertical displacements due to
ocean tides (Rückamp et al., 2019; Joughin et al., 2016a; Hogg et al., 2016). This
way we were able to produce 26 double differential interferograms from which we
manually delineated the upper and lower flexure limit (Supplementary Fig. 1).
To minimise the effect of inter annual grounding line migration when compared
to the model results we focus on the year 2017. Along the profile used for the
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viscoelastic modelling we found a maximum variation of 520 m and 880 m for the
upper and lower flexure limit, respectively. These variations result from two main
reasons (1) the timing between satellite pass and tide level is always different and
(2) the horizontal ice flow is not constant within 6 days and hence residua remain
in the double differential interferograms (Rack et al., 2017).

B.3.6 Changes of first principal stress for Greenland

The elastic deformation of a Maxwell material is non-negligible when subject to
short-term changes in stress, such as those caused by calving events or ocean
tides. As a Lagrangian ice parcel passes over an undulating bed, the stress ex-
perienced might, however, also change enough to induce non-negligible elastic
deformation. Caused by such stress changes (Fig. B.6), we considered areas
where time-independent elastic strains might occur caused by the viscous glacier
flow (Supplementary Fig. 10). Elastic stresses are proportional to elastic strains
and viscous stresses are related to viscous strain rates based on their constitu-
tive equations. The elastic strain exists wherever viscous strain rate is present
- hence in any regions of non-zero velocity gradients. To sustain elastic strain,
the temporal change of stresses is necessary as the long-term stress response of a
Maxwell model corresponds to the one of a viscous fluid (Supplementary Fig. 8).
Based on the MEaSUREs velocity field (Joughin et al., 2016, 2018) we generate a
set of more than 60,000 flowlines with a point to point spacing of 200 m. The seed
points of the flowlines were distributed every 5 km across Greenland, where the
surface elevation exceeded 500 m. Along each flowline, we estimate the change
of first principal stress over time using a raster with 500 m pixel resolution inter-
polated from the simulated first principal stress data set. We choose the pixel
spacing to preserve the finer mesh used in the simulation in areas of fast flow. In
total, we interpolate the stress change of more than 100 million points back to the
initial input stress field using the same inverse distance weighting interpolation
scheme.
To estimate the change in water pressure over a tidal cycle around Greenland, we
used the Arctic Ocean Tidal Inverse Model (Padman and Erofeeva, 2004; Padman
et al., 2004). We apply the model to a 5 km grid covering Greenland’s coastline
(including a buffer zone of 50 km towards the ocean) in a temporal resolution
of 10 min for a tidal cycle (one month). Finally, the tidal range is given by the
difference of the tide level extrema within each Pixel. This allows us to get a rough
idea of the change in water pressure and its regional variation around Greenland
(Supplementary Fig. 10).
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Data availability

Processed GPS data (https://doi.org/10.1594/PANGAEA.928940; Zeising et al.,
2021) are available at the World Data Center PANGAEA. The new BedMachine
data-set is available through NSIDC (https://nsidc.org/data/IDBMG4). Source
data for Figs. 1 – 5 are provided as Supplementary data.

Code availability

The mph file of the finite element software COMSOL Multiphysics (Version 5.6) of
COMice-ve used for this study is available via AWI’s gitlab (https://gitlab.awi.
de/jchristm/viscoelastic-79ng-greenland) and zenodo (https://doi.org/10.5281/
zenodo.5507115). The hydrology model CUAS is available via zenodo (https:
//doi.org/10.5281/zenodo.5506953).

Acknowledgements

This project is part of the GROCE project and is funded by BMBF under the
grant 03F0778A. N.N. has received funding from the European Union’s Horizon
2020 research and innovation programme under grant agreement No 689443 via
project iCUPE (Integrative and Comprehensive Understanding on Polar Environ-
ments). S.A.K. acknowledges support from the INTAROS GA No. 727890 funded
by European Union’s Horizon 2020 Research and Innovation Programme. The
authors would like to thank Emerson E&P Software, Emerson Automation Solu-
tions, for providing licenses in the scope of the Emerson Academic Program. We
acknowledge support in the field campaign iGRIFF by Graham Niven, Jens Köh-
ler and Mirko Scheinert. We would also like to thank Malte Thoma and Natalja
Rakowsky for maintaining excellent computing facilities at AWI. We thank the
chief editor Heike Langenberg, two anonymous reviewers, and Basile de Fleurian
for careful reading and very helpful suggestions.

Supplementary information

The online version contains supplementary material available at https://doi.org/
10.1038/s43247-021-00296-3.

XLVIII Methods

https://doi.org/10.1594/PANGAEA.928940
https://nsidc.org/data/IDBMG4
https://gitlab.awi.de/jchristm/viscoelastic-79ng-greenland
https://gitlab.awi.de/jchristm/viscoelastic-79ng-greenland
https://doi.org/10.5281/zenodo.5507115
https://doi.org/10.5281/zenodo.5507115
https://doi.org/10.5281/zenodo.5506953
https://doi.org/10.5281/zenodo.5506953
https://doi.org/10.1038/s43247-021-00296-3
https://doi.org/10.1038/s43247-021-00296-3


References
Altamimi, Z., Rebischung, P., Métivier, L., & Collilieux, X. (2016). ITRF2014: A

new release of the International Terrestrial Reference Frame modeling nonlinear
station motions. Journal of Geophysical Research: Solid Earth, 121(8), 6109–6131,
https://doi.org/10.1002/2016JB013098.

Anandakrishnan, S., Voigt, D. E., Alley, R. B., & King, M. A. (2003). Ice stream D flow
speed is strongly modulated by the tide beneath the Ross Ice Shelf. Geophysical
Research Letters, 30(7), 1361, https://doi.org/10.1029/2002GL016329.

Aschwanden, A., Fahnestock, M. A., & Truffer, M. (2016). Complex Greenland out-
let glacier flow captured. Nature Communications, 7(10524), https://doi.org/10.
1038/ncomms10524.

Bagshaw, E. A., Karlsson, N. B., Lok, L. B., Lishman, B., Clare, L., Nicholls, K. W.,
Burrow, S., Wadham, J. L., Eisen, O., Corr, H., Brennan, P., & Dahl-Jensen, D.
(2018). Prototype wireless sensors for monitoring subsurface processes in snow and
firn. Journal of Glaciology, 64(248), 887–896, https://doi.org/10.1017/jog.2018.76.

Benn, D. I. & Åström, J. A. (2018). Calving glaciers and ice shelves. Advances in
Physics, 3(1), 1048–1076, https://doi.org/10.1080/23746149.2018.1513819.

Bertiger, W., Bar-Sever, Y., Dorsey, A., Haines, B., Harvey, N., Hemberger, D., Heflin,
M., Lu, W., Miller, M., Moore, A. W., Murphy, D., Ries, P., Romans, L., Sibois,
A., Sibthorpe, A., Szilagyi, B., Vallisneri, M., & Willis, P. (2020). GipsyX/RTGx,
a new tool set for space geodetic operations and research. Advances in Space
Research, 66(3), 469 – 489, https://doi.org/10.1016/j.asr.2020.04.015.

Beyer, S., Kleiner, T., Aizinger, V., Rückamp, M., & Humbert, A. (2018). A
confined–unconfined aquifer model for subglacial hydrology and its application
to the Northeast Greenland Ice Stream. The Cryosphere, 12(12), 3931–3947,
https://doi.org/10.5194/tc-12-3931-2018.

Bindschadler, R. A., Vornberger, P. L., King, M. A., & Padman, L. (2003). Tidally
driven stick–slip motion in the mouth of Whillans Ice Stream, Antarctica. Annals
of Glaciology, 36, 263–272, https://doi.org/10.3189/172756403781816284.

Boehm, J., Niell, A., Tregoning, P., & Schuh, H. (2006). Global Mapping Func-
tion (GMF): A new empirical mapping function based on numerical weather
model data. Geophysical Research Letters, 33(7), https://doi.org/10.1029/
2005GL025546.

Brondex, J., Gagliardini, O., Gillet-Chaulet, F., & Durand, G. (2017). Sensitivity of
grounding line dynamics to the choice of the friction law. Journal of Glaciology,
63(241), 854–866, https://doi.org/10.1017/jog.2017.51.

Brondex, J., Gillet-Chaulet, F., & Gagliardini, O. (2019). Sensitivity of centennial mass
loss projections of the Amundsen basin to the friction law. The Cryosphere, 13(1),
177–195, https://doi.org/10.5194/tc-13-177-2019.

Budd, W. F., Keage, P. L., & Blundy, N. A. (1979). Empirical Studies of
Ice Sliding. Journal of Glaciology, 23(89), 157–170, https://doi.org/10.3189/

References XLIX

https://doi.org/10.1002/2016JB013098
https://doi.org/10.1029/2002GL016329
https://doi.org/10.1038/ncomms10524
https://doi.org/10.1038/ncomms10524
https://doi.org/10.1017/jog.2018.76
https://doi.org/10.1080/23746149.2018.1513819
https://doi.org/10.1016/j.asr.2020.04.015
https://doi.org/10.5194/tc-12-3931-2018
https://doi.org/10.3189/172756403781816284
https://doi.org/10.1029/2005GL025546
https://doi.org/10.1029/2005GL025546
https://doi.org/10.1017/jog.2017.51
https://doi.org/10.5194/tc-13-177-2019
https://doi.org/10.3189/S0022143000029804
https://doi.org/10.3189/S0022143000029804
https://doi.org/10.3189/S0022143000029804


S0022143000029804.

Choi, Y., Morlighem, M., Rignot, E., & Wood, M. (2021). Ice dynamics will re-
main a primary driver of Greenland ice sheet mass loss over the next cen-
tury. Communications Earth & Environment, 2(1), 26, https://doi.org/10.1038/
s43247-021-00092-z.

Christianson, K., Peters, L. E., Alley, R. B., Anandakrishnan, S., Jacobel, R. W.,
Riverman, K. L., Muto, A., & Keisling, B. A. (2014). Dilatant till facilitates ice-
stream flow in northeast Greenland. Earth and Planetary Science Letters, 401,
57–69, https://doi.org/10.1016/j.epsl.2014.05.060.

Christmann, J., Mueller, R., & Humbert, A. (2019). On nonlinear strain theory for a
viscoelastic material model and its implications for calving of ice shelves. Journal
of Glaciology, 65(250), 212–224, https://doi.org/10.1017/jog.2018.107.

Christmann, J., Plate, C., Müller, R., & Humbert, A. (2016). Viscous and viscoelastic
stress states at the calving front of Antarctic ice shelves. Annals of Glaciology,
57(73), 10–18, https://doi.org/10.1017/aog.2016.18.

Chudley, T. R., Christoffersen, P., Doyle, S. H., Dowling, T., Law, R., Schoonman,
C., Bougamont, M., & Hubbard, B. (2020). Structural controls on the hydrology
of crevasses on the Greenland ice sheet. Earth and Space Science Open Archive,
(pp.2̃5)., https://doi.org/10.1002/essoar.10502979.1.

Colgan, W., Rajaram, H., Abdalati, W., McCutchan, C., Mottram, R., Moussavi,
M. S., & Grigsby, S. (2016). Glacier crevasses: Observations, models, and mass
balance implications. Reviews of Geophysics, 54(1), 119–161, https://doi.org/10.
1002/2015RG000504.

Colgan, W., Steffen, K., McLamb, W. S., Abdalati, W., Rajaram, H., Motyka, R.,
Phillips, T., & Anderson, R. (2011). An increase in crevasse extent, west greenland:
Hydrologic implications. Geophysical Research Letters, 38(18), https://doi.org/10.
1029/2011GL048491.

Darby, R. (1976). Viscoelastic Fluids: An Introduction to Their Properties and Behav-
ior. Marcel Dekker, Inc., 9.

Davison, B. J., Sole, A. J., Livingstone, S. J., Cowton, T. R., & Nienow, P. W. (2019).
The Influence of Hydrology on the Dynamics of Land-Terminating Sectors of the
Greenland Ice Sheet. Frontiers in Earth Science, 7, https://doi.org/10.3389/feart.
2019.00010.

de Juan, J., Elósegui, P., Nettles, M., Larsen, T., Davis, J., Hamilton, G., Stearns, L.,
Andersen, M., Ekström, G., Ahlstrøm, A., Stenseng, L., Khan, S., & Forsberg, R.
(2010). Sudden increase in tidal response linked to calving and acceleration at a
large Greenland outlet glacier. Geophysical Research Letters, 37, https://doi.org/
10.1029/2010GL043289.

Doyle, S. H., Hubbard, B., Christoffersen, P., Young, T. J., Hofstede, C., Bouga-
mont, M., Box, J. E., & Hubbard, A. (2018). Physical Conditions of Fast Glacier
Flow: 1. Measurements From Boreholes Drilled to the Bed of Store Glacier, West
Greenland. Journal of Geophysical Research: Earth Surface, 123(2), 324–348,
https://doi.org/10.1002/2017JF004529.

L References

https://doi.org/10.3189/S0022143000029804
https://doi.org/10.3189/S0022143000029804
https://doi.org/10.3189/S0022143000029804
https://doi.org/10.1038/s43247-021-00092-z
https://doi.org/10.1038/s43247-021-00092-z
https://doi.org/10.1016/j.epsl.2014.05.060
https://doi.org/10.1017/jog.2018.107
https://doi.org/10.1017/aog.2016.18
https://doi.org/10.1002/essoar.10502979.1
https://doi.org/10.1002/2015RG000504
https://doi.org/10.1002/2015RG000504
https://doi.org/10.1029/2011GL048491
https://doi.org/10.1029/2011GL048491
https://doi.org/10.3389/feart.2019.00010
https://doi.org/10.3389/feart.2019.00010
https://doi.org/10.1029/2010GL043289
https://doi.org/10.1029/2010GL043289
https://doi.org/10.1002/2017JF004529


Franke, S., Jansen, D., Beyer, S., Neckel, N., Binder, T., Paden, J., & Eisen, O. (2021).
Complex Basal Conditions and Their Influence on Ice Flow at the Onset of the
Northeast Greenland Ice Stream. Journal of Geophysical Research: Earth Surface,
126(3), e2020JF005689, https://doi.org/10.1029/2020JF005689.

Franke, S., Jansen, D., Binder, T., Dörr, N., Helm, V., Paden, J., Steinhage, D., &
Eisen, O. (2020). Bed topography and subglacial landforms in the onset region
of the Northeast Greenland Ice Stream. Annals of Glaciology, 61(81), 143–153,
https://doi.org/10.1017/aog.2020.12.

Fricker, H. A. & Padman, L. (2006). Ice shelf grounding zone structure from ICESat
laser altimetry. Geophysical Research Letters, 33(15), https://doi.org/10.1029/
2006GL026907.

Gagliardini, O., Durand, G., Zwinger, T., Hindmarsh, R. C. A., & Le Meur, E. (2010).
Coupling of ice-shelf melting and buttressing is a key process in ice-sheets dynam-
ics. Geophysical Research Letters, 37(14), https://doi.org/10.1029/2010GL043334.

Gimbert, F., Tsai, V. C., Amundson, J. M., Bartholomaus, T. C., & Walter, J. I.
(2016). Subseasonal changes observed in subglacial channel pressure, size, and
sediment transport. Geophysical Research Letters, 43(8), 3786–3794, https://doi.
org/10.1002/2016GL068337.

Goelzer, H., Nowicki, S., Payne, A., Larour, E., Seroussi, H., Lipscomb, W. H., Gregory,
J., Abe-Ouchi, A., Shepherd, A., Simon, E., et al. (2020). The future sea-level
contribution of the Greenland ice sheet: a multi-model ensemble study of ISMIP6.
The Cryosphere, 14(9), 3071–3096, https://doi.org/10.5194/tc-14-3071-2020.

Gross, D. & Seelig, T. (2018). Fracture Mechanics with an Introduction to Mi-
cromechanics. Springer International Publishing, 3, https://doi.org/10.1007/
978-3-642-19240-1.

Gudmundsson, G. H. (2007). Tides and the flow of Rutford Ice Stream, West Antarc-
tica. 112(F4), https://doi.org/10.1029/2006JF000731.

Gudmundsson, G. H. (2011). Ice-stream response to ocean tides and the form of
the basal sliding law. The Cryosphere, 5(1), 259–270, https://doi.org/10.5194/
tc-5-259-2011.

Herbert, C. M., Alexander, J., & Martínez de Álvaro, M. J. (2015). Back-flow rip-
ples in troughs downstream of unit bars: Formation, preservation and value for
interpreting flow conditions. Sedimentology, 62(7), 1814–1836, https://doi.org/10.
1111/sed.12203.

Hogg, A. E., Shepherd, A., Gourmelen, N., & Engdahl, M. (2016). Grounding line mi-
gration from 1992 to 2011 on Petermann Glacier, North-West Greenland. Journal
of Glaciology, 62(236), 1104–1114, https://doi.org/10.1017/jog.2016.83.

Humbert, A., Steinhage, D., Helm, V., Hoerz, S., Berendt, J., Leipprand, E., Christ-
mann, J., Plate, C., & Müller, R. (2015). On the link between surface and basal
structures of the Jelbart Ice Shelf, Antarctica. Journal of Glaciology, 61(229),
975–986, https://doi.org/10.3189/2015JoG15J023.

Huybrechts, P. (1990). A 3-D model for the Antarctic ice sheet: a sensitivity study on

References LI

https://doi.org/10.1029/2020JF005689
https://doi.org/10.1017/aog.2020.12
https://doi.org/10.1029/2006GL026907
https://doi.org/10.1029/2006GL026907
https://doi.org/10.1029/2010GL043334
https://doi.org/10.1002/2016GL068337
https://doi.org/10.1002/2016GL068337
https://doi.org/10.5194/tc-14-3071-2020
https://doi.org/10.1007/978-3-642-19240-1
https://doi.org/10.1007/978-3-642-19240-1
https://doi.org/10.1029/2006JF000731
https://doi.org/10.5194/tc-5-259-2011
https://doi.org/10.5194/tc-5-259-2011
https://doi.org/10.1111/sed.12203
https://doi.org/10.1111/sed.12203
https://doi.org/10.1017/jog.2016.83
https://doi.org/10.3189/2015JoG15J023


the glacial-interglacial contrast. Climate Dynamics, 5(2), 79–92, https://doi.org/
10.1007/bf00207423.

IPCC (2013). Climate Change 2013: The Physical Science Basis. Contribution of
Working Group I to the Fifth Assessment Report of the Intergovernmental Panel
on Climate Change [Stocker, T.F., D. Qin, G.-K. Plattner, M. Tignor, S.K. Allen,
J. Boschung, A. Nauels, Y. Xia, V. Bex and P.M. Midgley (eds.)]. Cambridge
University Press, Cambridge, United Kingdom and New York, NY, USA, https:
//doi.org/10.1017/CBO9781107415324.

Iverson, N. R., Helanow, C., & Zoet, L. K. (2019). Debris-bed friction during glacier
sliding with ice–bed separation. Annals of Glaciology, 60(80), 30–36, https://doi.
org/10.1017/aog.2019.46.

Joughin, I., Shean, D. E., Smith, B. E., & Dutrieux, P. (2016a). Grounding line variabil-
ity and subglacial lake drainage on Pine Island Glacier, Antarctica. Geophysical
Research Letters, 43(17), 9093–9102, https://doi.org/10.1002/2016gl070259.

Joughin, I., Smith, B., Howat, I., & Scambos, T. (2016b). MEaSUREs Multi-year
Greenland Ice Sheet Velocity Mosaic, Version 1. Boulder, Colorado USA. NASA
National Snow and Ice Data Center Distributed Active Archive Center. https:
//doi.org/10.5067/QUA5Q9SVMSJG.

Joughin, I., Smith, B. E., & Howat, I. M. (2018). A complete map of Greenland ice
velocity derived from satellite data collected over 20 years. Journal of Glaciology,
64(243), 1–11, https://doi.org/10.1017/jog.2017.73.

Joughin, I., Smith, B. E., & Schoof, C. G. (2019). Regularized Coulomb Friction Laws
for Ice Sheet Sliding: Application to Pine Island Glacier, Antarctica. Geophysical
Research Letters, 46(9), 4764–4771, https://doi.org/10.1029/2019GL082526.

Keisling, B. A., Christianson, K., Alley, R. B., Peters, L. E., Christian, J. E., Anan-
dakrishnan, S., Riverman, K. L., Muto, A., & Jacobel, R. W. (2014). Basal
conditions and ice dynamics inferred from radar-derived internal stratigraphy
of the northeast Greenland ice stream. Annals of Glaciology, 55(67), 127–137,
https://doi.org/10.3189/2014AoG67A090.

Khan, S. A., Bjørk, A. A., Bamber, J. L., Morlighem, M., Bevis, M., Kjær, K. H.,
Mouginot, J., Løkkegaard, A., Holland, D. M., Aschwanden, A., Zhang, B., Helm,
V., Korsgaard, N. J., Colgan, W., K., L. N., Liu, L., Hansen, K., Barletta, V.,
Dahl-Jensen, T. S., Søndergaard, A. S., Csatho, B. M., Sasgen, I., Box, J., &
Schenk, T. (2020). Centennial response of Greenland’s three largest outlet glaciers.
Nature Communications, 11(5718), https://doi.org/10.1038/s41467-020-19580-5.

Larour, E., Ivins, E. R., & Adhikari, S. (2017). Should coastal planners have concern
over where land ice is melting? Science Advances, 3(11), https://doi.org/10.1126/
sciadv.1700537.

Larour, E., Seroussi, H., Morlighem, M., & Rignot, E. (2012). Continental scale,
high order, high spatial resolution, ice sheet modeling using the Ice Sheet System
Model (ISSM). Journal of Geophysical Research: Earth Surface, 117(F1), F01022,
https://doi.org/10.1029/2011JF002140.

Lingle, C., Hughes, T., & Kollmeyer, R. (1981). Tidal Flexure of Jakobshavns Glacier,

LII References

https://doi.org/10.1007/bf00207423
https://doi.org/10.1007/bf00207423
https://doi.org/10.1017/CBO9781107415324
https://doi.org/10.1017/CBO9781107415324
https://doi.org/10.1017/aog.2019.46
https://doi.org/10.1017/aog.2019.46
https://doi.org/10.1002/2016gl070259
https://doi.org/10.5067/QUA5Q9SVMSJG.
https://doi.org/10.5067/QUA5Q9SVMSJG.
https://doi.org/10.1017/jog.2017.73
https://doi.org/10.1029/2019GL082526
https://doi.org/10.3189/2014AoG67A090
https://doi.org/10.1038/s41467-020-19580-5
https://doi.org/10.1126/sciadv.1700537
https://doi.org/10.1126/sciadv.1700537
https://doi.org/10.1029/2011JF002140


West Greenland. Journal of Geophysical Research, 86, 3960–3968, https://doi.
org/10.1029/JB086iB05p03960.

Lliboutry, L. (1968). General Theory of Subglacial Cavitation and Sliding of Tem-
perate Glaciers. Journal of Glaciology, 7(49), 21–58, https://doi.org/10.3189/
S0022143000020396.

Lüthi, M., Funk, M., Iken, A., Gogineni, S., & Truffer, M. (2002). Mechanisms
of fast flow in Jakobshavn Isbræ, West Greenland: Part III. Measurements of
ice deformation, temperature and cross-borehole conductivity in boreholes to
the bedrock. Journal of Glaciology, 48(162), 369–385, https://doi.org/10.3189/
172756502781831322.

Lyard, F., Lefevre, F., Letellier, T., & Francis, O. (2006). Modelling the global ocean
tides: modern insights from FES2004. Ocean Dynamics, 56(5), 394–415, https:
//doi.org/10.1007/s10236-006-0086-x.

MacGregor, J. A., Fahnestock, M. A., Catania, G. A., Aschwanden, A., Clow, G. D.,
Colgan, W. T., Gogineni, S. P., Morlighem, M., Nowicki, S. M., Paden, J. D.,
Price, S. F., & Seroussi, H. (2016). A synthesis of the basal thermal state of the
Greenland Ice Sheet. Journal of Geophysical Research: Earth Surface, 121(7),
1328–1350, https://doi.org/10.1002/2015JF003803.

Maier, N., Gimbert, F., Gillet-Chaulet, F., & Gilbert, A. (2021). Basal traction mainly
dictated by hard-bed physics over grounded regions of Greenland. The Cryosphere,
15(3), 1435–1451, https://doi.org/10.5194/tc-15-1435-2021.

Maier, N., Humphrey, N., Harper, J., & Meierbachtol, T. (2019). Sliding dominates
slow-flowing margin regions, Greenland Ice Sheet. Science Advances, 5(7), https:
//doi.org/10.1126/sciadv.aaw5406.

Morlighem, M., Rignot, E., Seroussi, H., Larour, E., Dhia, H., & Aubry, D. (2010).
Spatial patterns of basal drag inferred using control methods from a full-Stokes
and simpler models for Pine Island Glacier, West Antarctica. Geophysical Research
Letters, 37(14), L14502, https://doi.org/10.1029/2010GL043853.

Morlighem, M., Williams, C. N., Rignot, E., An, L., Arndt, J. E., Bamber, J. L.,
Catania, G., Chauché, N., Dowdeswell, J. A., Dorschel, B., Fenty, I., Hogan, K.,
Howat, I., Hubbard, A., Jakobsson, M., Jordan, T. M., Kjeldsen, K. K., Millan,
R., Mayer, L., Mouginot, J., Noël, B. P. Y., O’Cofaigh, C., Palmer, S., Rysgaard,
S., Seroussi, H., Siegert, M. J., Slabon, P., Straneo, F., van den Broeke, M. R.,
Weinrebe, W., Wood, M., & Zinglersen, K. B. (2017). BedMachine v3: Complete
bed topography and ocean bathymetry mapping of Greenland from multibeam
echo sounding combined with mass conservation. Geophysical Research Letters,
44(21), 11051–11061, https://doi.org/10.1002/2017GL074954.

Mouginot, J., Rignot, E., & Scheuchl, B. (2019). Continent-Wide, Interferometric SAR
Phase, Mapping of Antarctic Ice Velocity. Geophysical Research Letters, 46(16),
9710–9718, https://doi.org/10.1029/2019GL083826.

Murray, T., Nettles, M., Selmes, N., Cathles, L. M., Burton, J. C., James, T. D.,
Edwards, S., Martin, I., O’Farrell, T., Aspey, R., Rutt, I., & Baugé, T. (2015).
Reverse glacier motion during iceberg calving and the cause of glacial earthquakes.
Science, 349(6245), 305–308, https://doi.org/10.1126/science.aab0460.

References LIII

https://doi.org/10.1029/JB086iB05p03960
https://doi.org/10.1029/JB086iB05p03960
https://doi.org/10.3189/S0022143000020396
https://doi.org/10.3189/S0022143000020396
https://doi.org/10.3189/172756502781831322
https://doi.org/10.3189/172756502781831322
https://doi.org/10.1007/s10236-006-0086-x
https://doi.org/10.1007/s10236-006-0086-x
https://doi.org/10.1002/2015JF003803
https://doi.org/10.5194/tc-15-1435-2021
https://doi.org/10.1126/sciadv.aaw5406
https://doi.org/10.1126/sciadv.aaw5406
https://doi.org/10.1029/2010GL043853
https://doi.org/10.1002/2017GL074954
https://doi.org/10.1029/2019GL083826
https://doi.org/10.1126/science.aab0460


Neckel, N., Zeising, O., Steinhage, D., Helm, V., & Humbert, A. (2020). Seasonal
observations at 79° N Glacier (Greenland) from remote sensing and in-situ mea-
surements. Frontiers in Earth Science, 8, 142, https://doi.org/10.3389/feart.2020.
00142.

Nettles, M., Larsen, T. B., Elósegui, P., Hamilton, G. S., Stearns, L. A., Ahlstrøm,
A. P., Davis, J. L., Andersen, M. L., de Juan, J., Khan, S. A., Stenseng, L., Ek-
ström, G., & Forsberg, R. (2008). Step-wise changes in glacier flow speed coincide
with calving and glacial earthquakes at Helheim Glacier, Greenland. Geophysical
Research Letters, 35(24), https://doi.org/10.1029/2008GL036127.

Nolin, A. W. & Payne, M. C. (2007). Classification of glacier zones in western
Greenland using albedo and surface roughness from the Multi-angle Imaging
SpectroRadiometer (MISR). Remote Sensing of Environment, 107(1), 264–275,
https://doi.org/10.1016/j.rse.2006.11.004.

Oppenheimer, M., Glavovic, B., Hinkel, J., van de Wal, R., Magnan, A., Abd-Elgawad,
A., Cai, R., Cifuentes-Jara, M., Deconto, R., Ghosh, T., et al. (2019). Sea level rise
and implications for low-lying islands, coasts and communities. In H.-O. Pörtner,
D. Roberts, V. Masson-Delmotte, P. Zhai, M. Tignor, P. E., K. Mintenbeck, A.
Alegría, M. Nicolai, A. Okem, J. Petzold, B. Rama, & N. M. Weyer (Eds.), IPCC
Special Report on the Ocean and Cryosphere in a Changing Climate. In press.

Padman, L. & Erofeeva, S. (2004). A barotropic inverse tidal model for the
Arctic Ocean. Geophysical Research Letters, 31(2), https://doi.org/10.1029/
2003GL019003.

Padman, L., Erofeeva, S., & Howard, S. (2004). AOTIM5: Arctic Ocean Inverse
Tide Model, on 5 kilometer grid, developed in 2004. https://doi.org/10.18739/
A2S17SS80.

Padman, L., Siegfried, M. R., & Fricker, H. A. (2018). Ocean Tide Influences on
the Antarctic and Greenland Ice Sheets. Reviews of Geophysics, 56(1), 142–184,
https://doi.org/10.1002/2016RG000546.

Pettas, D., Karapetsas, G., Dimakopoulos, Y., & Tsamopoulos, J. (2019). Viscoelas-
tic film flows over an inclined substrate with sinusoidal topography. i. Steady
state. Physical Review Fluids, 4, 083303, https://doi.org/10.1103/PhysRevFluids.
4.083303.

Rack, W., King, M. A., Marsh, O. J., Wild, C. T., & Floricioiu, D. (2017). Analysis
of ice shelf flexure and its InSAR representation in the grounding zone of the
southern McMurdo Ice Shelf. The Cryosphere, 11(6), 2481–2490, https://doi.org/
10.5194/tc-11-2481-2017.

Rosier, S. H. R. & Gudmundsson, G. H. (2020). Exploring mechanisms responsible for
tidal modulation in flow of the Filchner–Ronne Ice Shelf. The Cryosphere, 14(1),
17–37, https://doi.org/10.5194/tc-14-17-2020.

Röthlisberger, H. (1972). Water Pressure in Intra- and Subglacial Channels. Journal
of Glaciology, 11(62), 177–203, https://doi.org/10.3189/S0022143000022188.

Rückamp, M., Falk, U., Frieler, K., Lange, S., & Humbert, A. (2018). The effect of over-
shooting 1.5 ◦C global warming on the mass loss of the Greenland ice sheet. Earth

LIV References

https://doi.org/10.3389/feart.2020.00142
https://doi.org/10.3389/feart.2020.00142
https://doi.org/10.1029/2008GL036127
https://doi.org/10.1016/j.rse.2006.11.004
https://doi.org/10.1029/2003GL019003
https://doi.org/10.1029/2003GL019003
https://doi.org/10.18739/A2S17SS80
https://doi.org/10.18739/A2S17SS80
https://doi.org/10.1002/2016RG000546
https://doi.org/10.1103/PhysRevFluids.4.083303
https://doi.org/10.1103/PhysRevFluids.4.083303
https://doi.org/10.5194/tc-11-2481-2017
https://doi.org/10.5194/tc-11-2481-2017
https://doi.org/10.5194/tc-14-17-2020
https://doi.org/10.3189/S0022143000022188


System Dynamics, 9(4), 1169–1189, https://doi.org/10.5194/esd-9-1169-2018.

Rückamp, M., Goelzer, H., & Humbert, A. (2020). Sensitivity of Greenland ice sheet
projections to spatial resolution in higher-order simulations: the Alfred Wegener
Institute (AWI) contribution to ISMIP6 Greenland using the Ice-sheet and Sea-
level System Model (ISSM). The Cryosphere, 14(10), 3309–3327, https://doi.org/
10.5194/tc-14-3309-2020.

Rückamp, M., Greve, R., & Humbert, A. (2019a). Comparative simulations of the
evolution of the Greenland ice sheet under simplified Paris Agreement scenarios
with the models SICOPOLIS and ISSM. Polar Science, 21, 14–25, https://doi.
org/10.1016/j.polar.2018.12.003.

Rückamp, M., Neckel, N., Berger, S., Humbert, A., & Helm, V. (2019b). Calving
Induced Speedup of Petermann Glacier. Journal of Geophysical Research: Earth
Surface, 124(1), 216–228, https://doi.org/10.1029/2018JF004775.

Ryser, C., Lüthi, M. P., Andrews, L. C., Hoffman, M. J., Catania, G. A., Hawley,
R. L., Neumann, T. A., & Kristensen, S. S. (2014). Sustained high basal motion
of the Greenland ice sheet revealed by borehole deformation. Journal of Glaciology,
60(222), 647–660, https://doi.org/10.3189/2014JoG13J196.

Seddik, H., Greve, R., Sakakibara, D., Tsutaki, S., Minowa, M., & Sugiyama, S. (2019).
Response of the flow dynamics of Bowdoin Glacier, northwestern Greenland, to
basal lubrication and tidal forcing. Journal of Glaciology, 65(250), 225–238, https:
//doi.org/10.1017/jog.2018.106.

Seroussi, H., Nowicki, S., Payne, A. J., Goelzer, H., Lipscomb, W. H., Abe-Ouchi,
A., Agosta, C., Albrecht, T., Asay-Davis, X., Barthel, A., Calov, R., Cullather,
R., Dumas, C., Galton-Fenzi, B. K., Gladstone, R., Golledge, N. R., Gregory,
J. M., Greve, R., Hattermann, T., Hoffman, M. J., Humbert, A., Huybrechts,
P., Jourdain, N. C., Kleiner, T., Larour, E., Leguy, G. R., Lowry, D. P., Little,
C. M., Morlighem, M., Pattyn, F., Pelle, T., Price, S. F., Quiquet, A., Reese,
R., Schlegel, N.-J., Shepherd, A., Simon, E., Smith, R. S., Straneo, F., Sun, S.,
Trusel, L. D., Van Breedam, J., van de Wal, R. S. W., Winkelmann, R., Zhao,
C., Zhang, T., & Zwinger, T. (2020). Ismip6 antarctica: a multi-model ensemble
of the antarctic ice sheet evolution over the 21st century. The Cryosphere, 14(9),
3033–3070, https://doi.org/10.5194/tc-14-3033-2020.

Shepherd, A., Ivins, E., Rignot, E., Smith, B., van den Broeke, M., Velicogna, I.,
Whitehouse, P., Briggs, K., Joughin, I., Krinner, G., Nowicki, S., Payne, T.,
Scambos, T., Schlegel, N., A, G., Agosta, C., Ahlstrøm, A., Babonis, G., Barletta,
V. R., Bjørk, A. A., Blazquez, A., Bonin, J., Colgan, W., Csatho, B., Cullather, R.,
Engdahl, M. E., Felikson, D., Fettweis, X., Forsberg, R., Hogg, A. E., Gallee, H.,
Gardner, A., Gilbert, L., Gourmelen, N., Groh, A., Gunter, B., Hanna, E., Harig,
C., Helm, V., Horvath, A., Horwath, M., Khan, S., Kjeldsen, K. K., Konrad, H.,
Langen, P. L., Lecavalier, B., Loomis, B., Luthcke, S., McMillan, M., Melini, D.,
Mernild, S., Mohajerani, Y., Moore, P., Mottram, R., Mouginot, J., Moyano, G.,
Muir, A., Nagler, T., Nield, G., Nilsson, J., Noël, B., Otosaka, I., Pattle, M. E.,
Peltier, W. R., Pie, N., Rietbroek, R., Rott, H., Sandberg Sørensen, L., Sasgen,
I., Save, H., Scheuchl, B., Schrama, E., Schröder, L., Seo, K.-W., Simonsen, S. B.,
Slater, T., Spada, G., Sutterley, T., Talpe, M., Tarasov, L., van de Berg, W. J.,
van der Wal, W., van Wessem, M., Vishwakarma, B. D., Wiese, D., Wilton, D.,

References LV

https://doi.org/10.5194/esd-9-1169-2018
https://doi.org/10.5194/tc-14-3309-2020
https://doi.org/10.5194/tc-14-3309-2020
https://doi.org/10.1016/j.polar.2018.12.003
https://doi.org/10.1016/j.polar.2018.12.003
https://doi.org/10.1029/2018JF004775
https://doi.org/10.3189/2014JoG13J196
https://doi.org/10.1017/jog.2018.106
https://doi.org/10.1017/jog.2018.106
https://doi.org/10.5194/tc-14-3033-2020


Wagner, T., Wouters, B., Wuite, J., & Team, T. I. (2020). Mass balance of
the Greenland Ice Sheet from 1992 to 2018. Nature, 579(7798), 233–239, https:
//doi.org/10.1038/s41586-019-1855-2.

Smith, E. C., Hattermann, T., Kuhn, G., Gaedicke, C., Berger, S., Drews, R., Ehlers,
T. A., Franke, D., Gromig, R., Hofstede, C., Lambrecht, A., Läufer, A., Mayer, C.,
Tiedemann, R., Wilhelms, F., & Eisen, O. (2020). Detailed Seismic Bathymetry
Beneath Ekström Ice Shelf, Antarctica: Implications for Glacial History and Ice-
Ocean Interaction. Geophysical Research Letters, 47(10), e2019GL086187, https:
//doi.org/10.1029/2019GL086187.

Sugiyama, S., Sakakibara, D., Tsutaki, S., Maruyama, M., & Sawagaki, T. (2015).
Glacier dynamics near the calving front of Bowdoin Glacier, northwestern
Greenland. Journal of Glaciology, 61(226), 223–232, https://doi.org/10.3189/
2015JoG14J127.

Walker, R. T., Christianson, K., Parizek, B. R., Anandakrishnan, S., & Alley, R. B.
(2012). A viscoelastic flowline model applied to tidal forcing of Bindschadler Ice
Stream, West Antarctica. Earth and Planetary Science Letters, 319-320, 128 –
132, https://doi.org/10.1016/j.epsl.2011.12.019.

Wild, C. T., Marsh, O. J., & Rack, W. (2018). Unraveling InSAR Observed Antarctic
Ice-Shelf Flexure Using 2-D Elastic and Viscoelastic Modeling. Frontiers in Earth
Science, 6, 28, https://doi.org/10.3389/feart.2018.00028.

Zeising, O., Helm, V., Khan, S. A., Neckel, N., Steinhage, D., & Humbert, A. (2021).
GNSS measurements at 79◦N Glacier in 2017. PANGAEA. https://doi.org/10.
1594/PANGAEA.928940.

Zoet, L. K. & Iverson, N. R. (2020). A slip law for glaciers on deformable beds. Science,
368(6486), 76–78, https://doi.org/10.1126/science.aaz1183.

Åkesson, H., Morlighem, M., O’Regan, M., & Jakobsson, M. (2021). Future Projections
of Petermann Glacier Under Ocean Warming Depend Strongly on Friction Law.
Journal of Geophysical Research: Earth Surface, 126(6), e2020JF005921, https:
//doi.org/10.1029/2020JF005921.

LVI References

https://doi.org/10.1038/s41586-019-1855-2
https://doi.org/10.1038/s41586-019-1855-2
https://doi.org/10.1029/2019GL086187
https://doi.org/10.1029/2019GL086187
https://doi.org/10.3189/2015JoG14J127
https://doi.org/10.3189/2015JoG14J127
https://doi.org/10.1016/j.epsl.2011.12.019
https://doi.org/10.3389/feart.2018.00028
https://doi.org/10.1594/PANGAEA.928940
https://doi.org/10.1594/PANGAEA.928940
https://doi.org/10.1126/science.aaz1183
https://doi.org/10.1029/2020JF005921
https://doi.org/10.1029/2020JF005921


�
9HUVLFKHUXQJ�DQ�(LGHV�6WDWW���Affirmation in lieu of an oath��

��
JHP������$EV����GHU�3URPRWLRQVRUGQXQJ�YRP���������������

according to § 5 (5) of the Doctoral Degree Rules and  Regulations of 18 June, 2018 
�

�
�
�
,FK���,��BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB�

�9RUQDPH���)LUVW�Name��1DPH���Name��$QVFKULIW���Address��JJI��0DWU��1U����student ID no., if 
applicable) 

�
�
YHUVLFKHUH� DQ� (LGHV� 6WDWW� GXUFK� PHLQH� 8QWHUVFKULIW�� GDVV� LFK� GLH� YRUOLHJHQGH�
'LVVHUWDWLRQ� VHOEVWlQGLJ�XQG�RKQH� IUHPGH�+LOIH� DQJHIHUWLJW� XQG�DOOH�6WHOOHQ�� GLH� LFK�
Z|UWOLFK� GHP� 6LQQH� QDFK� DXV� 9HU|IIHQWOLFKXQJHQ� HQWQRPPHQ� KDEH�� DOV� VROFKH�
NHQQWOLFK�JHPDFKW�KDEH��PLFK�DXFK�NHLQHU�DQGHUHQ�DOV�GHU�DQJHJHEHQHQ�/LWHUDWXU�RGHU�
VRQVWLJHU� +LOIVPLWWHO� EHGLHQW� KDEH� XQG� GLH� ]X� 3U�IXQJV]ZHFNHQ� EHLJHOHJWH�
HOHNWURQLVFKH�9HUVLRQ��3')��GHU�'LVVHUWDWLRQ�PLW�GHU�DEJHJHEHQHQ�JHGUXFNWHQ�9HUVLRQ�
LGHQWLVFK�LVW����With my signature I affirm in lieu of an oath that I prepared the submitted 
dissertation independently and without illicit assistance from third parties, that I 
appropriately referenced any text or content from other sources, that I used only 
literature and resources listed in the dissertation, and that the electronic (PDF) and 
printed versions of the dissertation are identical.  
�
,FK� YHUVLFKHUH� DQ� (LGHV� 6WDWW�� GDVV� LFK� GLH� YRUJHQDQQWHQ� $QJDEHQ� QDFK� EHVWHP�
:LVVHQ�XQG�*HZLVVHQ�JHPDFKW�KDEH�XQG�GDVV�GLH�$QJDEHQ�GHU�:DKUKHLW�HQWVSUHFKHQ�
XQG� LFK� QLFKWV� YHUVFKZLHJHQ� KDEH. / I affirm in lieu of an oath that the information 
provided herein to the best of my knowledge is true and complete.�
�
�
'LH� 6WUDIEDUNHLW� HLQHU� IDOVFKHQ� HLGHVVWDWWOLFKHQ� 9HUVLFKHUXQJ� LVW� PLU� EHNDQQW��
QDPHQWOLFK�GLH�6WUDIDQGURKXQJ�JHPl��������6W*%�ELV�]X�GUHL�-DKUHQ�)UHLKHLWVVWUDIH�
RGHU�*HOGVWUDIH�EHL�YRUVlW]OLFKHU�%HJHKXQJ�GHU�7DW�E]Z��JHPl��������$EV����6W*%�
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