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Overview

PDAF

 What it is and how it works

 Latest enhancements in PDAF V3.0

 pyPDAF – PDAF with Python
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A unified tool for interdisciplinary data assimilation …
 provide support for parallel ensemble forecasts
 provide DA methods (EnKFs, smoothers, PFs, 3D-Var) - fully-implemented & parallelized 
 provide tools for observation handling
 provide diagnostics for state, ensemble and observation space
 easy implementation with (probably) any numerical model (<1 month)
 technically a program library (PDAF-core) plus additional functions & templates
 run from notebooks to supercomputers (Fortran, MPI & OpenMP)
 ensure separation of concerns (model – DA method – observations – covariances)
 first release in year 2004; continuous further development & community involvement

Open source: 
Code, documentation, and tutorial available at 

https://pdaf.awi.de

github.com/PDAF/PDAF

Focus on
 Easy implementation
 Performance for 

complex models
 Flexibility to extend 

system

PDAF – Parallel Data Assimilation Framework
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PDAF Application Examples – at AWI

RMS error in surface temperatureCoastal coupled 
physics/biogeoche-
mistry DA: 
CMEMS/BSH -
Improving forecasts 
with NEMO-ERGOM/ 
HBM-ERGOM: 
(S. Vliegen, A. 
Sathanarayanan)

Paleo-climate 
DA: improve 
simulation of last 
deglaciation with 
CLIMBER-X
(A. Masoum)

Coupled ocean-
atmosphere DA: 
strongly + weakly 
coupled DA of 
ocean obs. into 
atmosphere with 
AWI-CM 
(Q. Tang)
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2013) and uses total wavenumbers up to 63, which corre-
sponds to about 1.85 × 1.85 degrees horizontal resolution; 
the atmosphere comprises 47 levels and has its top at 0.01 
hPa (approx. 80 km). ECHAM6 includes the land surface 
model JSBACH (Stevens et al. 2013) and a hydrological 
discharge model (Hagemann and Dümenil 1997).

Since with higher resolution “the simulated climate 
improves but changes are incremental” (Stevens et al. 
2013), the T63L47 configuration appears to be a reason-
able compromise between simulation quality and compu-
tational efficiency. All standard settings are retained with 
the exception of the T63 land-sea mask, which is adjusted 
to allow for a better fit between the grids of the ocean and 
atmosphere components. The FESOM land-sea distribu-
tion is regarded as ’truth’ and the (fractional) land-sea mask 
of ECHAM6 is adjusted accordingly. This adjustment is 
accomplished by a conservative remapping of the FESOM 
land-sea distribution to the T63 grid of ECHAM6 using an 
adapted routine that has primarily been used to map the 
land-sea mask of the MPIOM to ECHAM5 (H. Haak, per-
sonal communication).

2.2  The Finite Element Sea Ice-Ocean Model (FESOM)

The sea ice-ocean component in the coupled system is 
represented by FESOM, which allows one to simulate 
ocean and sea-ice dynamics on unstructured meshes with 
variable resolution. This makes it possible to refine areas 
of particular interest in a global setting and, for example, 
resolve narrow straits where needed. Additionally, FESOM 
allows for a smooth representation of coastlines and bottom 
topography. The basic principles of FESOM are described 
by Danilov et al. (2004), Wang et al. (2008), Timmermann 
et al. (2009) and Wang et al. (2013). FESOM has been 
validated in numerous studies with prescribed atmospheric 
forcing (see e.g., Sidorenko et al. 2011; Wang et al. 2012; 
Danabasoglu et al. 2014). Although its numerics are fun-
damentally different from that of regular-grid models, 

previous model intercomparisons (see e.g., Sidorenko et al. 
2011; Danabasoglu et al. 2014) show that FESOM is a 
competitive tool for studying the ocean general circulation. 
The latest FESOM version, which is also used in this paper, 
is comprehensively described in Wang et al. (2013). In the 
following, we give a short model description here and men-
tion those settings which are different in the coupled setup.

The surface computational grid used by FESOM is 
shown in Fig. 1. We use a spherical coordinate system 
with the poles over Greenland and the Antarctic continent 
to avoid convergence of meridians in the computational 
domain. The mesh has a nominal resolution of 150 km in 
the open ocean and is gradually refined to about 25 km in 
the northern North Atlantic and the tropics. We use iso-
tropic grid refinement in the tropics since biases in tropi-
cal regions are known to have a detrimental effect on the 
climate of the extratropics through atmospheric teleconnec-
tions (see e.g., Rodwell and Jung 2008; Jung et al. 2010a), 
especially over the Northern Hemisphere. Grid refinement 
(meridional only) in the tropical belt is employed also in 
the regular-grid ocean components of other existing climate 
models (see e.g., Delworth et al. 2006; Gent et al. 2011). 
The 3-dimensional mesh is formed by vertically extending 
the surface grid using 47 unevenly spaced z-levels and the 
ocean bottom is represented with shaved cells.

Although the latest version of FESOM (Wang et al. 
2013) employs the K-Profile Parameterization (KPP) for 
vertical mixing (Large et al. 1994), we used the PP scheme 
by Pacanowski and Philander (1981) in this work. The rea-
son is that by the time the coupled simulations were started, 
the performance of the KPP scheme in FESOM was not 
completely tested for long integrations in a global setting. 
The mixing scheme may be changed to KPP in forthcom-
ing simulations. The background vertical diffusion is set 
to 2 × 10−3 m2s−1 for momentum and 10−5 m2s−1 for 
potential temperature and salinity. The maximum value of 
vertical diffusivity and viscosity is limited to 0.01 m2s−1.  
We use the GM parameterization for the stirring due to 

Fig. 1  Grids correspond-
ing to (left) ECHAM6 at T63 
(≈ 180 km) horizontal resolu-
tion and (right) FESOM. The 
grid resolution for FESOM is 
indicated through color coding 
(in km). Dark green areas of the 
T63 grid correspond to areas 
where the land fraction exceeds 
50 %; areas with a land fraction 
between 0 and 50 % are shown 
in light green

AWI-CM: ECHAM6-FESOM coupled model
Air-sea CO2 fluxCoupled 

physics/biogeo-
chemistry DA:
Improving parameters 
& carbon flux in 
REcoM
(N. Mamnun, F. 
Bunsen, A. Broschke)

Mean sea surface change over proxy locations

(a) Exp_GLAC1D (b) Exp_PaleoMist

Figure 6: Mean surface temperature change (�MST) calculated by averaging over
the proxy locations for (a) Exp_GLAC1D and (b) Exp_PaleoMist. The orange,
green, and black lines illustrate trajectories for observation, DA ensemble, and prior
ensemble means, respectively.

To further analyze the deglacial dynamics, Figs. 7 and 8 display the net North255

Atlantic surface freshwater flux (FW), global sea surface salinity (SSS), Atlantic
meridional overturning circulation (AMOC) at 26� N, and �GMSTs. Moreover,
we compare the ensemble mean of DA and prior states with the free run and a
DA-based reconstruction of LD conducted by Osman et al. (2021) (Figs. 7-d and
8-d). Comparing the prior ensemble mean and the free run in Exp_GLAC1D (Fig.260

7-d), the abrupt warming shift in the onset of YD reaches its maximum with a 300
years delay. However, the prior ensemble mean and free run trajectories are almost
similar in Exp_PaleoMist, except for a slightly warmer prior mean state during BA
(Fig. 8-d).
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➜ Talk by Nabir Mamnun on Thursday
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PDAF Application Examples – at AWI
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2013) and uses total wavenumbers up to 63, which corre-
sponds to about 1.85 × 1.85 degrees horizontal resolution; 
the atmosphere comprises 47 levels and has its top at 0.01 
hPa (approx. 80 km). ECHAM6 includes the land surface 
model JSBACH (Stevens et al. 2013) and a hydrological 
discharge model (Hagemann and Dümenil 1997).

Since with higher resolution “the simulated climate 
improves but changes are incremental” (Stevens et al. 
2013), the T63L47 configuration appears to be a reason-
able compromise between simulation quality and compu-
tational efficiency. All standard settings are retained with 
the exception of the T63 land-sea mask, which is adjusted 
to allow for a better fit between the grids of the ocean and 
atmosphere components. The FESOM land-sea distribu-
tion is regarded as ’truth’ and the (fractional) land-sea mask 
of ECHAM6 is adjusted accordingly. This adjustment is 
accomplished by a conservative remapping of the FESOM 
land-sea distribution to the T63 grid of ECHAM6 using an 
adapted routine that has primarily been used to map the 
land-sea mask of the MPIOM to ECHAM5 (H. Haak, per-
sonal communication).

2.2  The Finite Element Sea Ice-Ocean Model (FESOM)

The sea ice-ocean component in the coupled system is 
represented by FESOM, which allows one to simulate 
ocean and sea-ice dynamics on unstructured meshes with 
variable resolution. This makes it possible to refine areas 
of particular interest in a global setting and, for example, 
resolve narrow straits where needed. Additionally, FESOM 
allows for a smooth representation of coastlines and bottom 
topography. The basic principles of FESOM are described 
by Danilov et al. (2004), Wang et al. (2008), Timmermann 
et al. (2009) and Wang et al. (2013). FESOM has been 
validated in numerous studies with prescribed atmospheric 
forcing (see e.g., Sidorenko et al. 2011; Wang et al. 2012; 
Danabasoglu et al. 2014). Although its numerics are fun-
damentally different from that of regular-grid models, 

previous model intercomparisons (see e.g., Sidorenko et al. 
2011; Danabasoglu et al. 2014) show that FESOM is a 
competitive tool for studying the ocean general circulation. 
The latest FESOM version, which is also used in this paper, 
is comprehensively described in Wang et al. (2013). In the 
following, we give a short model description here and men-
tion those settings which are different in the coupled setup.

The surface computational grid used by FESOM is 
shown in Fig. 1. We use a spherical coordinate system 
with the poles over Greenland and the Antarctic continent 
to avoid convergence of meridians in the computational 
domain. The mesh has a nominal resolution of 150 km in 
the open ocean and is gradually refined to about 25 km in 
the northern North Atlantic and the tropics. We use iso-
tropic grid refinement in the tropics since biases in tropi-
cal regions are known to have a detrimental effect on the 
climate of the extratropics through atmospheric teleconnec-
tions (see e.g., Rodwell and Jung 2008; Jung et al. 2010a), 
especially over the Northern Hemisphere. Grid refinement 
(meridional only) in the tropical belt is employed also in 
the regular-grid ocean components of other existing climate 
models (see e.g., Delworth et al. 2006; Gent et al. 2011). 
The 3-dimensional mesh is formed by vertically extending 
the surface grid using 47 unevenly spaced z-levels and the 
ocean bottom is represented with shaved cells.

Although the latest version of FESOM (Wang et al. 
2013) employs the K-Profile Parameterization (KPP) for 
vertical mixing (Large et al. 1994), we used the PP scheme 
by Pacanowski and Philander (1981) in this work. The rea-
son is that by the time the coupled simulations were started, 
the performance of the KPP scheme in FESOM was not 
completely tested for long integrations in a global setting. 
The mixing scheme may be changed to KPP in forthcom-
ing simulations. The background vertical diffusion is set 
to 2 × 10−3 m2s−1 for momentum and 10−5 m2s−1 for 
potential temperature and salinity. The maximum value of 
vertical diffusivity and viscosity is limited to 0.01 m2s−1.  
We use the GM parameterization for the stirring due to 
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Figure 6: Mean surface temperature change (�MST) calculated by averaging over
the proxy locations for (a) Exp_GLAC1D and (b) Exp_PaleoMist. The orange,
green, and black lines illustrate trajectories for observation, DA ensemble, and prior
ensemble means, respectively.

To further analyze the deglacial dynamics, Figs. 7 and 8 display the net North255

Atlantic surface freshwater flux (FW), global sea surface salinity (SSS), Atlantic
meridional overturning circulation (AMOC) at 26� N, and �GMSTs. Moreover,
we compare the ensemble mean of DA and prior states with the free run and a
DA-based reconstruction of LD conducted by Osman et al. (2021) (Figs. 7-d and
8-d). Comparing the prior ensemble mean and the free run in Exp_GLAC1D (Fig.260

7-d), the abrupt warming shift in the onset of YD reaches its maximum with a 300
years delay. However, the prior ensemble mean and free run trajectories are almost
similar in Exp_PaleoMist, except for a slightly warmer prior mean state during BA
(Fig. 8-d).
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Different models – same 
assimilation software

leverage synergies

➜ Talk by Nabir Mamnun on Thursday



Nerger et al. – PDAF Release V3.06

Ocean and marine biogeochemistry
(research applications)
 CICE (sea ice)
 COAWST (WRF-ROMS-CICE)
 FESOM
 HBM (regional HiROMB-BOOS model)
 MEDUSA (biogeochemistry)
 MITgcm
 NEMO
 REcoM (biogeochemistry, carbon cycle)
 SCHISM/ESMF

Coupled ocean-atmosphere & climate models
 AWI-CM
 MPI-ESM (ICON-Ocean)
 CLIMBER-X (paleo climate model)

Beyond ocean
 WRF (Weather forecast and research model)
 HydroGeoSphere (hydrology)
 TSMP (Terrestrial Systems Modeling Platform)
 CLM5 (Community land model)
 TIE-GCM (Thermosphere Ionosphere Electrodynamics)
 VILMA (Viscoelastic Lithosphere and Mantle Model)
 Parody (Geodynamo model)
 HYSPLIT (Volcanic Ash Transport and Dispersion model)
 Cardiatic modeling (blood flow; pacemakers)
 … more

6

Applications & users, like

Operational uses:
 Germany: North/Baltic Seas (HBM model)
 Europe: Copernicus marine forecasting center 

Baltic Sea (NEMO)
 China: Arctic ice-ocean prediction system 

(MITgcm)

PDAF – wide range of applications

>20 models coupled to PDAF
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Ocean and marine biogeochemistry
(research applications)
 CICE (sea ice)
 COAWST (WRF-ROMS-CICE)
 FESOM
 HBM (regional HiROMB-BOOS model)
 MEDUSA (biogeochemistry)
 MITgcm
 NEMO
 REcoM (biogeochemistry, carbon cycle)
 SCHISM/ESMF

Coupled ocean-atmosphere & climate models
 AWI-CM
 MPI-ESM (ICON-Ocean)
 CLIMBER-X (paleo climate model)

Beyond ocean
 WRF (Weather forecast and research model)
 HydroGeoSphere (hydrology)
 TSMP (Terrestrial Systems Modeling Platform)
 CLM5 (Community land model)
 TIE-GCM (Thermosphere Ionosphere Electrodynamics)
 VILMA (Viscoelastic Lithosphere and Mantle Model)
 Parody (Geodynamo model)
 HYSPLIT (Volcanic Ash Transport and Dispersion model)
 Cardiatic modeling (blood flow; pacemakers)
 … more

7

Applications & users, like

Operational uses:
 Germany: North/Baltic Seas (HBM model)
 Europe: Copernicus marine forecasting center 

Baltic Sea (NEMO)
 China: Arctic ice-ocean prediction system 

(MITgcm) Different models – same 
assimilation software

... more synergies

PDAF – wide range of applications

>20 models coupled to PDAF
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Coupling Model and Assimilation Code: 2 Variants

DA codeModel code

Online couplingOffline coupling

 separate programs for model and assimilation

 standard setup at many operational centers
 can be computed by group of compute jobs
 limited computational efficiency

 model restarts
 amount of disk IO

 augment model with 
assimilation functionality
(insert PDAF function calls)

 adapt model source code 
adding 4 routine calls

 easy to implement
 one large compute job
 in-memory data transfers
 computationally very 

efficient

 For coupled Earth system 
models: independent of 
model coupler

Initialize Model

Time stepper

Post-processing

Do nsteps
read ensemble files

PDAF analysis step

write model
restart files

Model Assimilation 
program

files

single 
program

Initialize Model

Time stepper

Post-processing

Do  nsteps

Init_PDAF

Assimilate_PDAF

Initial parallelization

Init_parallel_PDAF

Finalize_PDAF

Start

End

Start

End

Start

End
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Couple a model with PDAF
 Modify model to simulate 

ensemble of model states
 Insert analysis step/solver to be 

executed at prescribed interval
 Run model as usual, but with 

more processors and additional 
options (easy to use…)

 Implementation usually below 1 
month (often only days)

 EnOI and 3D-Var also possible:
 Evolve single model state
 Prescribe ensemble 

perturbations or covariance

Forecast 1

Forecast 2

Forecast 40

Observation

... ...

Analysis step in 
between time steps

Initialize 
ensemble

Ensemble 
forecast

Single program

Analysis
(filter or 
solver)

Update fields 
for next 
forecast

Online-Coupling – Assimilation-enabled Model



Nerger et al. – PDAF Release V3.010

Abstract interfaces for user-provided functions
 Intended to provide specific functionality
 Easy to implement using templates and provided functionality
 3 sets of of functions for ensemble filters

Observation modules
➜ Class-like structure, but 

not object-oriented for 
easier implementation

Implementing the Assimilation Analysis/Solver Step
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PDAF-OMI (Observation Module Infrastructure)

Provides generic interfaces & functionality for 

 Observation initialization (set values, errors/R, coordinates, link to model grid)

 Observation operators (nonlinear, adjoint and linearized)

 Functional form: gets state vector, returns observed state vector

 Localization
 Cartesian possible with 1 to n>3 directions
 2 and 3 dimensions support geographic coordinates
 non-isotropic localization supported (fully 3D or factorized vertical-horizontal)

 Diagnostics in observation space (e.g. comparing ensemble and observations)

 Use Fortran modules to handle each observation like a class

 Ensures correct parallelization in case of MPI
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Release PDAF 3.0

Revision and modernization, unifying 21 years development
 Generally: Fortran 2003+, MPI & OpenMP
 All parts are modularized, but no object-oriented programming

New features (selection)
 Universal PDAF3 interface 

– 1 call for 14 different ensemble filters/smoothers
 Incremental analysis updates (IAU) – generic for any model
 EnSRF & EAKF with serial observation processing 

– PDAF probably the first framework to provide LETKF-like filters, serial observation 
processing filters, nonlinear filters and 3DVars

 Observation diagnostics for PDAF-OMI (statistics comparing with observed ensemble)
 Additional ensemble diagnostics (e.g. reliability budget)
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pyPDAF

github.com/yumench/pyPDAF

Python interface to PDAF - using PDAF as library
 Implement calls to PDAF and user-supplied functions in Python

(no Fortran programming)
 analysis step computed inside PDAF 

(excellent performance due to compiled Fortran code)
 supports

 Online coupling (e.g. for Python-coded models)
 Offline coupling (using files from model runs)
 all PDAF functions can be called

 Allows linkage to Python ML-tools

 installation using Conda
conda create -n pypdaf -c conda-forge yumengch::pypdaf

Chen, Y., Nerger, L., and Lawless, A. S, EGUsphere [preprint], https://doi.org/10.5194/egusphere-2024-1078, 2024
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PDAF features and user base

 Designed to be used with ‘any’ model

 Works with any model grid
 Model agnostic – easy to couple a model to PDAF (usually <1 month)
 Computationally highly efficient and scalable 

(tested on 57600 processor cores; state dimension 860 . 109; 17 . 109 observations)
 Easily handles large number of observation types &  complex obs. operators
 Simple code structure for user-sided code
 Internal interface to DA methods - easy to add new methods

 Open-source community software – developments reach a large user group
 Large user base

 ≧ 150 peer-reviewed papers using PDAF (≧ 200 citing PDAF)
 ≧ 16 PhD theses completed using PDAF (≧ 5 ongoing)
 > 20 models coupled to PDAF
 ~600 users on mail list
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PDAF originated from comparison studies of different filters

Ensemble Filters and smoothers - global and localized
 EnKF, LEnKF (Evensen, 1994, Burgers et al., 1998)
 LETKF, ETKF (Bishop et al., 2001/Hunt et al. 2007)

 LESTKF, ESTKF (Nerger et al., 2012)

 LSEIK, SEIK (Pham, 2001)

 EnsRF (serial obs., Whitaker/Hamill 2002) new in PDAF V3.0

 EAKF (serial obs., Anderson, 2003) new in PDAF V3.0
 LNETF, NETF (Toedter & Ahrens, 2015)
 Particle filter
 LKNETF (Hybrid Nonlinear Kalman Filter Nerger, 2022)

 EnOI mode

DA Methods in PDAF

15

3D-Var schemes 
 3D-Var with parameterized covar.
 3D Ensemble Var
 Hybrid 3D-Var

For details see https://pdaf.awi.de

Toy models
(full implementations with PDAF)

 Lorenz-96 
 Lorenz-63
 Lorenz-2005 models II and III



Nerger et al. – PDAF Release V3.016

Summary - PDAF

 Unified tool for interdisciplinary data assimilation
 Provide range of assimilation methods 

 Ensemble: domain localized, serial obs, nonlinear 
 3DVar: parameterized, ensemble, hybrid

 Simplifies application of data assimilation
 Easy coupling to models & implementation of observations

 Computationally very efficient
 applicable from small models on notebook computers 

to complex models running on supercomputers
 PDAF 3 brings major code modernization and extension of functionality
 Inviting users to add their models, observations, DA methods

 Reach a large number of users

Lars.Nerger@awi.de
Thank you!

Lars.Nerger@awi.de – Data Assimilation and PDAF

https://pdaf.awi.de


