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ARTICLE INFO ABSTRACT
Keywords: In recent years, drastic fluctuations in sea ice extent have underscored the critical need to deepen our
Sea ice understanding of its role in the global climate system. Beyond its climatic relevance, variations in sea ice extent
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Computational mechanics

Multiscale phase transition

Extended theory of porous media (eTPM)

and microstructure significantly influence ecological systems, particularly affecting microbial communities like
ice algae that inhabit the porous structures within the ice. While large-scale models of sea ice dynamics have
seen ongoing development and refinement, the intricate small-scale interactions involving temperature, salinity,
and phase change processes remain inadequately captured. This study introduces a comprehensive multiscale
modeling framework that captures thermodynamically consistent phase transitions between ocean water and
sea ice. At the microscale, a phase-field model is utilized to simulate the formation and evolution of pores in
the ice. These microscale pore characteristics are subsequently upscaled and incorporated into a macroscale
formulation via the extended Theory of Porous Media (eTPM), enabling the prediction of sea ice growth rates.
The framework effectively couples multiple physical fields, phases, and spatial scales, thus bridging microscale
ice morphology with macroscale ice behavior. Simulation outcomes highlight the robustness and relevance of
the proposed approach for modeling sea ice formation processes.

knowledge gap in both understanding and agreement among academics
towards small-scale processes like freezing and thawing.

1. Introduction

Sea ice plays a significant role in global climate dynamics [1]. Due
to its reflective nature, sea ice plays an essential role in regulating
global temperatures by keeping the polar regions cool [2]. Sea ice
behavior, extent, and properties also vary between the Arctic and
Antarctic regions. Since the beginning of satellite observations, the
Arctic has demonstrated a clear declining trend of around 12% in
summer ice extent [3]. In contrast, in the last decade, Antarctic sea ice
cover has seen unprecedented annual fluctuations, with the highest ice
cover recorded in 2014 [4] to a record low in 2023 [5]. These large
fluctuations are due to unpredictably varying seasonal temperatures
and environmental conditions, suggesting a possible role of climate
change in future sea ice concentrations [6,7].

The sea ice is a highly complex porous material with a solid ice
matrix filled by liquid interstitial brine inclusions. The brine inclu-
sions serve as habitat for microbial communities, hence, regulating
the Southern Ocean biological ecosystem [8]. While quite a fair bit of
research infrastructure has been deployed towards understanding large-
scale growth and decaying behavior of sea ice, there still lies a huge
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The physical and mechanical properties of sea ice are a result of
several small scale processes associated with temperature and salin-
ity [9,10]. Ice crystals start forming on seawater as thermodynamic
consequences of low temperature conditions. The process of phase
transition separates ice and brine by releasing salt into adjacent pores.
The concentrated brine inside the pores has a higher salinity than
the bulk ocean [11]. These complex interactions and processes can be
simulated using mathematical models and numerical schemes like Fi-
nite Elements [12]. These simulations provide comprehensive insights
about the mechanisms that govern these complex physical, and often
inaccessible processes.

There have been several attempts to model the growth processes in
sea ice. The first discussions were initiated on the evolution of vertical
salinity profiles and their effects on the thermal properties of ice [13].
The correlation between mechanical, thermal, and electrical properties
of sea ice and brine volume have also been investigated [10]. Equations
for determining the brine volume and salinity based on temperature
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have been developed [14]. Description of composite salinity profiles
based on third-degree polynomial functions depending on temperature
have been computed, providing insights into brine dynamics during
various seasons [15]. More comprehensive descriptions of the multi-
phase materials using the so-called “mushy layer” theory have also
been introduced, primarily in the context of metallurgy [16-18]. In the
context of sea ice, insights into the desalination mechanisms using the
mushy layer theory have been presented in [19]. While it has its own
limitations, such as lack of pore scale information and the assumption
of homogeneous columnar sea ice growth, mushy layer theory contin-
ues to be the most popular approach for modeling freezing and growth
related processes in popular sea ice modules like ICEPACK [20] in Com-
munity Ice CodE (CICE) [21], and Sea Ice modeling Integrated Initiative
(SI?) [22]. Phase field models of the solid-liquid phase transition of sea
ice growth have also been studied [23]. Combined experimental and
numerical studies have also led to reliable models of sea ice freezing
and heat transfer [24,25].

Recently, advances have also been made in modeling sea ice me-
chanics across scales [26,27]. Particle and continuum based combined
multiscale approaches have also been developed to model sea ice floe
behavior [28]. In the context of Arctic sea ice variability prediction,
a multiscale approach focused on different time scales has also been
developed [29]. Ice Graph Attention neTwork (IceGAT) [30] is a novel
neural network model trained to predict sea ice concentration based
on multiple spatial resolutions and combining them with physical
conservation laws. Multiscale deep learning based models have also
been developed to resolve sub seasonal spatiotemporal behaviors of
Arctic sea ice [31]. The lightweight prediction approach employs an
encoder—decoder structure to predict daily sea ice concentration (SIC)
and sea ice thickness (SIT). Such developments have greatly pointed out
the importance of approaching sea ice growth and freezing dynamics as
a scientific challenge occurring at various resolutions of space and time.
While these approaches have certainly enriched the broader scientific
literature on multiscale modeling of sea ice properties, certain problems
still exist. Uncertainties in data based approaches like machine learn-
ing, model complexity and transfer to global large scale models, and
extreme variations in the sea ice regions themselves in the north and
south poles are just a few of the challenges. While continuum based
models pose the challenge of computational cost, they certainly play
an effective role in performing fundamental analyses to understand
fundamental behaviors and patterns. Further development of these
methods have the potential to pave way for improved understanding
of sea ice regions, and consequently, prediction of climate events,
trends and extremes. The exact multiscale thermodynamic processes
involving phase separation due to microscale morphological pattern
formation and temperature gradients on the macroscale have not been
well understood. Therefore, it becomes natural to model the multi-
phasic characteristics of sea ice using thermodynamically consistent
continuum mechanical theories. A comprehensive formulation for the
governing equations of two-phase saturated porous media has been
devised [32,33]. Continuum mechanical models for porous materials
have been derived using the homogenization approach and mixture
theories developed in [34]. Conservation laws for mass, momentum,
and energy have been included in these theories. The models have
typically been obtained by applying Mixture Theory (MT) [35-37], the
Theory of Porous Media (TPM) [38-43], and local volume averaging
theory [44-46]. The primary distinctions among the models reside in
the theoretical motivations and the manner in which homogenized
quantities have been incorporated.

A framework for the multiphase description of complex porous
media has been provided by the Theory of Porous Media. It has also
been found suitable for modeling phase transition phenomena in porous
media [47,48]. An extension of the Theory of Porous Media (eTPM),
which allows for a further description of miscible solute components in
immiscible phases, has also been introduced [49-51]. In the context of
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freezing, the suitability of TPM for such problems has also been intro-
duced and well established [52-59]. However, these models have been
applied in other contexts of freezing and often lack in resolving one
or more fundamental processes, behaviors or constituents pertaining to
the sea ice system. The initial TPM models focused on the formation
of pure, salt free ice and modeling of frost damage due to volume
expansion in civil structures through ternary [54], and quadruple phase
models [52], as well as freeze-thaw loads [53]. Various descriptions of
ice growth have also been developed. While the equations have been
thermodynamically consistent and physically motivated, the physical
applicability of growth terms was often restricted by pre-factors and
constants required for model calibration, cf. [55]. Further, divergence
of heat flux-based growth terms pose computational challenges as well
due to spatial gradients and sensitivity to mesh, material, and non-
linearities in the system. Models developed in the context of sea ice
have proven to be more sophisticated and to be able to capture several
quantities of interest. However, the problem of prefactors persists even
with enthalpy-focused ice growth term, cf. [58]. In some cases, sea ice
has been investigated as an inhomogeneous material with discontin-
uous approximation for volume fraction ice [60], the description of
the liquid phase often lacks consideration of salt. More recent TPM-
based models, such as [61-63], focus on multiphase ice and seawater
systems and coupled sea ice physics and biogeochemistry that resolve
photosynthesis and carbon assimilation dynamics. This indicates, that
further development of TPM based models, specifically developed for
sea ice freezing with multiple scales that do not depend on numerical
adjustments can be a step in the right direction.

In the context of pattern formation on the microscale, a phase
field approach to model pattern formation during the super cooling
solidification of a pure material has been presented in [64]. A coupled
order parameter and salinity based phase field solidification model to
describe brine channel formation in sea ice was been proposed [65]. A
Turing model-based approach for brine channel formation has also been
presented [66]. This approach has been further modified into a phase
field method [65,67]. A model describing the influence of antifreeze
proteins on ice growth has been introduced [68]. Anisotropic single
crystal growth and directional competitive crystallization behavior has
also been modeled in three dimensions recently [69]. Multi-physical
coupled phase field and lattice Boltzmann method (LBM) [70] or
computational fluid dynamics (CFD) [71] techniques have proven to
improve model accuracy by up to 70%. In summary, the phase field
approach has been found useful for modeling pattern formation and for
determining the size of brine channels and pores in sea ice. An approach
to model multiscale micro-macro phase transitions in the context of
steel solidification using the phase field on the microscale and TPM on
the macroscale has also been proposed in [72].

This paper presents a framework for describing freezing process
in new sea ice incorporating multiple scales, phases, and fields. The
macroscale freezing behavior is determined to be a consequence of
microscale phase separation between ice and liquid brine phases. Both
micro and macroscale behavior follows from volumetric coupling of
field quantities. The outline of the paper is as follows. First, a multi-
phase and multicomponent description of the sea ice is presented in the
context of continuum mechanics of multiphase mixtures, approached
through the Theory of Porous Media (TPM). Next, the considerations
and formulations for the phase transition phenomena are discussed
in detail on both micro and macroscale. The numerical treatment is
then presented on both scales. Finally, academic results are shown and
discussed in detail, followed by conclusions and future directions.

2. Material and methods

In this section, the theoretical and numerical framework that forms
the multiscale model of sea ice formation is detailed. Starting with
Section 2.1, the macroscale physics are established through the in-
troduction of the Extended Theory of Porous Media (eTPM) as the
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Fig. 1. Homogenization from true to smeared structure with phases.

foundation for describing sea ice as a biphasic material with miscible
components in Section 2.2. From this foundation, the governing bal-
ance laws, field equations, and crucial constitutive relations for the bulk
material are derived in Section 2.3. The macroscale model description
is concluded in Section 2.4 with the numerical treatment, in which the
weak formulations and the application of the Finite Element Method for
solving the fully coupled system of equations are outlined. Following
the macroscale formulation, the focus is shifted to the microscale in
Section 2.5, where a phase-field solidification model is developed to
simulate the intricate dynamics of brine channel and pore formation.
In Section 2.6, the micro-macro coupling scheme is then detailed,
explaining how microscale pore geometry is calculated and passed back
to the macroscale to influence the overall ice growth rate.

2.1. Extended Theory of Porous Media (eTPM)

The foundational principles of the Theory of Porous Media (TPM)
stem from the combination of mixture theory and the concept of
volume fractions. These principles enable the local composition of a
complex aggregate to be systematically described. The extended Theory
of Porous Media (eTPM) [73-75] introduces a framework for treating
miscible substances ¢f distributed within immiscible macro-phases ¢®.
The mixture body ¢ comprises k¥ macroscopic phases indexed by a =
I,..., k. Each immiscible phase may further contain v miscible compo-
nents ¢*’ transported within ¢*. The composition of the medium is
given in Eq. (1), and homogenization yields

K K \2
p=Jo" 1=U<U(p"”>. b}
4 a i}
Sea ice can be modeled as a biphasic system, comprising the solid ice
matrix ¢! and the liquid brine @', i.e., @ = I, L. The liquid brine phase
¢v contains miscible constituents ¥ such as salt (s) and freshwater
(w).

Using volume averaging, the distinct phases are uniformly dis-
tributed throughout the domain. Fig. 1 illustrates the conceptual tran-
sition from the heterogeneous true structure to a homogenized repre-
sentation involving immiscible and miscible phase decomposition.

The volume fraction n“ is defined in Eq. (2) as the ratio of the partial
volume dv?® of the constituent ¢* to the total volume dv:

o« dv*
% ==
Imposing the constraint that the volume is fully saturated by phases
(i.e., no voids), the saturation condition becomes

Zn“=n1+nL=l. 3)

a

(2)

Given the mass m* of a constituent, the real and partial densities are
defined in Eq. (4):

«r _ dm* a4 dm®*
= =4 4
dv” anc» dv @

The relation between these densities via volume fraction is
pa =n% paR_ (5)

The real density p®R can be written as the sum of real densities of the
miscible components: p*R = Zp p*P. Consequently, the partial pore

Fig. 2. Kinematics in the framework of TPM.

densities are given by p# = n%p®’. Specifically, for the brine liquid
containing freshwater and salt:

s
=40 Lol with LR = > o 6)
dv 5

The corresponding mass fraction is the ratio of the local mass of the
solute to the total local solute mass: w'/ = %. To deal with the
kinematic relations, each phase is provided with its individual motion
functions and their derivatives as shown in Fig. 2. More details on the
kinematics are provided in Appendix A.1.

2.2. Modeling sea ice as a biphasic material with miscible components

To model sea ice as a biphasic material, we apply the extended
Theory of Porous Media (eTPM), leveraging Truesdell’s metaphysical
principles [76]. These principles establish that each constituent, both
immiscible phases and miscible components, obeys balance equations
analogous to those in classical continuum mechanics. The mass balance
for each macroscopic phase ¢“ is described by

(p%), + p™ div, = p%, @)
where p* is the partial density, x/, is the velocity of phase @, and §*
represents the mass transfer rate into or out of the phase. Similarly,
each miscible component ¢’ satisfies

!’ . N
(07),+ ¢ divxy = 37, €)

with analogous meaning for the terms, specific to component f. The
momentum balance for a macroscopic phase is given by

divT® + p% (b —x!) = p*x/, — p%, 9

where T% is the Cauchy stress tensor, b the body force (typically
gravity), and p“ the rate of linear momentum exchange with other con-
stituents. The left-hand side represents internal and external mechani-
cal effects, while the right-hand side includes the contributions from
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mass and momentum exchange. Each miscible component similarly
satisfies its own momentum balance
divT? + pf (b - xg) = Aﬂx;} —p. (10)

The balance of angular momentum enforces the symmetry of the
stress tensor

T = (1%)". an

Energy conservation for a phase is described by the following
equation

ﬁ“(e“);—T"‘~Da—p“r“+divq“=é“—f)“~x'u—ﬁ“<e“—%x:x~x’),

(12)

where €% is the internal energy, D, the symmetric part of the velocity
gradient, r* the heat supply, q* the heat flux, and é* the energy ex-
change with other constituents. The last two terms on the right capture
mechanical work and kinetic energy exchanges. For each component f,
a similar energy equation holds

. ’ . N N N
pﬂ(eﬁ)ﬁ—Tﬁ~Dﬂ—pﬂrﬁ+d1vqﬂ=eﬂ—pﬂ-x’ﬁ—pﬂ(eﬂ— x’ﬁ~x;>A

13

N —

To ensure that the overall mixture conserves mass, momentum, and
energy, the sum of all supply terms across phases must vanish

2,3“:0, Zp“:o, Zé“:o. 14

a o
These constraints, known as Truesdell’s conditions, are critical for
consistency within the eTPM framework and ensure that the mixture
as a whole obeys the classical conservation laws.

2.3. Assumptions and field equations

In the present biphasic sea ice model, isothermal conditions are as-
sumed, implying equal temperature § = 6% in all phases. Consequently,
the inter-phase energy supply vanishes, i.e., é€* = 0. The solid ice matrix
is considered incompressible, yet a dependence of its real density on
temperature is retained, such that p'® = pIR(). For the brine phase,
incompressibility is likewise assumed, while its real density is treated
as a function of salinity S, written as p'R = plR(sbr),

The mass balance for the ice phase and the brine liquid under these
assumptions takes the form
(o) % 0 (%), v g = 7 s
(HL)L pLR 4l (pLR)’Ldiv x| = 5L

The time derivatives in the liquid phase are related to those in the
solid skeleton frame through a transformation that accounts for the
convective contribution from the seepage velocity wy;. Given a scalar
field I', the material derivative transforms as

(D), =Dy +grad I - wyy. (16)
By applying the transformation (16) to the salt density p# and

inserting the result into the salt mass conservation law, the following
expression is obtained

b (P + (b)) oM+ divt pw g+ p div] = 0. a7

Assuming quasi-static conditions, the acceleration terms x!! vanish.
The momentum balances for the ice and brine phases are then given by

divT' + p'b = p'x - p',  divTh + plb = —p'x] +pl. (18)
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Since the total momentum production across all phases must vanish
as per Eq. (14), substitution of Eq. (A.5) into Eq. (18) yields the
combined momentum balance for the mixture

divT + pb = —p'wy, 19

with T = T' + TL and p = p' + p" denoting total stress and mixture
density.

The energy balance for the mixture, written using the Helmholtz
free energy w* = &% — 5%, is expressed as

Y {p“ [(w“); + O +0 (r]“);] _ T -Da} +divg
« (20)
=—pLwr - (v v+ o0t - ),

with total heat flux q = q'+q" and specific entropies defined over space
and time #% = n%(x,t). The relations between the brine phase @' and
its components @' are provided as

T = ZTL/J’ b = ZnLﬂ’ Wb = ZWLﬁ. 1)
B B p

2.3.1. Constitutive relations

Following the derivation of the balance laws, constitutive equations
must be formulated to complete the model. These include expressions
for the partial stresses T! and TL, the seepage velocity wy;, and the
mass exchange rate p!. To ensure consistency with thermodynamic
principles, these relations are derived using the local Clausius-Duhem
inequality, with the specific Helmholtz free energy y* = ¢* — %4* as
the energy potential.

The local form of the entropy inequality incorporates a Lagrange
multiplier 1 to enforce the saturation constraint. This inequality is
written as
Z {—p" [(w“); + (0);;1“] +T* D, — égradﬁ . q"}

a

’ (22)

. 1 N
-p* (w“—zx;x;) —p“~x;+i(1—2n"‘> > 0.

a I
This inequality serves as a basis for deriving constitutive restrictions
consistent with thermodynamic laws.

The Helmholtz free energy of the ice phase is assumed to depend
on the right Cauchy-Green deformation tensor and temperature, while
for each component g of the liquid phase, it is taken as a function of
its density and temperature

v =y, =y 0). (23)

The rate of change of the Helmholtz energy for the ice is given by
the chain rule expansion

oyt oyl
I, 1 I T I
p(w ); =2p FI_@CI F, -Di+p T3 (9);. 24)

This expression reflects how the energy varies due to mechanical
deformation and thermal effects in the solid matrix. Similarly, for each
liquid component, the variation is given by

Ly _ oy'ls
(W )ﬁ_ apLﬂ

oy'?
) + PO (25)

This decomposition separates contributions from changes in mass and
thermal effects for the fluid components. After substituting the energy
derivatives into the entropy inequality and applying standard proce-
dures of continuum thermodynamics, the following expressions are
obtained for the stresses. The energy-conserving parts of the stress
tensors for ice and liquid take the form

(le)/ 9 1
TI:-nI/l( ! I+2pIFI%FIT,

pR Gy (26)

Tl = —nlAL
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The first term in the ice stress represents an isotropic contribution
due to the saturation constraint, while the second accounts for elastic
deformation energy. The stress in the liquid is purely isotropic and
driven by A. The Lagrange multiplier 4, which enforces the saturation
condition, is computed using the constitutive response of the liquid
phase

oylp

1= _pLR v
<; apl‘ﬂ

The specific entropy for each phase follows directly from the free

energy dependence on temperature

00 ° 00

LIS ¥)
+pwu/ > 27)

(28)

The dissipative parts of the constitutive relations describe irre-
versible phenomena. Phase change between ice and liquid is governed
by the following rate law

=6, — b, 29

where the exchange is driven by the chemical potential difference be-
tween phases. The chemical potentials themselves are defined through

1_ 1, 4 L_ L, A
W=y + o, W=yt o (30)
p p
Momentum exchange between fluid components and the solid is
described by

p? = w A gradn® — 5wﬂ,W/}1~ (31)

The term involving gradn“ accounts for the volumetric redistribution
due to saturation. Finally, heat conduction is governed by Fourier’s law
with an effective thermal conductivity

q = —ay,gradf. (32)

2.4. Numerical treatment

After the establishment of all fundamental assumptions, constitu-
tive laws, and governing equations, the corresponding weak formu-
lations must be derived to enable the numerical resolution of the
field variables. The relevant unknowns, which vary both spatially and
temporally, are collectively denoted as follows:

R = R(x,t) = {uy,n!, Spulk LR g} (33)

To facilitate the numerical solution, the standard Galerkin Finite
Element Method (FEM) [12] has been employed. Through this method,
the weak formulations are systematically obtained for each of the
governing balance equations. These include the mass balance for the
ice phase, the mass conservation for the overall mixture, the salinity
transport equation for bulk brine, the momentum balance for the
mixture, and the internal energy conservation for the entire multiphase
system. The individual variational forms are elaborated below.

/ { ()7 o™ 4+t (%) rg = 7' f ol = 0, 34)

By

L
! Qb n by LR/ L gbs bulk
)IST+FST(/) )I+nSftrDl}5S“ dv

Macro

/ { L Sbr
By
i bulk i cbulk
u — _ u .
‘/BI { PR -grad 5SMacro} dv = /0BI {pLR 5SM8CI‘0 n} da,

(35)

International Journal of Mechanical Sciences 309 (2026) 111010

a
/ - {anLI - grad 5pLR} dv +/ tr Dy + 2 n_R (p“R);
By By a pa
af 1 1 )} IR . _ / L LR
= - =) ;opHRdv=- n“wy6p " -njda,
<PLR pR 9By s

(36)

IL IL
/ <ZT“).grad§u[dv—/ <Zp“>bv5uldV:/ {t-6u;} da,
Br \ a Bi \'«a 9By

37)

/{le(nl);}éedv+/ (06" (), } s0av = [ (a- gradsoyav

By Br Br

+/ {f),{:-wu}aedw/ {5 [hL—hI]}&?dv=/ {q56 - n}da.
By By 0By

(38)

The resulting system of equations constitutes a fully coupled frame-
work governing the macroscopic behavior of the sea ice matrix under
thermal, mechanical, and transport processes. This eTPM based ho-
mogenization framework is capable of resolving the evolution of state
variables under external forcing and internal phase transformations.

Nonetheless, it must also be acknowledged that the fundamen-
tal mechanisms responsible for ice formation stem from microscale
thermodynamic and morphological processes, including the phase tran-
sition between brine and ice, brine channel formation, and the emer-
gence of separated pores. These microscale features are not directly
captured within the macroscopic formulation presented above. There-
fore, a more detailed description that incorporates microscale pattern
formation is provided in Section 2.5, where a coupled phase-field model
involving salinity and an order parameter field is introduced to describe
the interfacial dynamics between saline liquid and growing ice.

2.5. Phase field solidification

A phase field solidification model is developed following [67]
to simulate the microscale growth dynamics of sea ice. The phase
field model describes first order phase transitions in the framework
of Landau-Ginzburg theory [77], with dynamical pattern formations
that are consistent with the thermodynamics of freezing processes. A
modified microscopic model will be used in Section 2.6 to derive the
macroscopic sea ice growth rates. Due to the much faster microscopic
processes compared to the macroscopic scale, the microscopic equilib-
rium states of the brine channels can be used for the coupling because
of the Tikhonov theorem [78].

2.5.1. Coupled model for salinity and order parameter evolution

To model seawater thermodynamics, the interaction between salt
and ice is described using the Landau-Ginzburg functional 2;; =
[ @G dL i, Which includes both potential and gradient energy con-
tributions:

_ 1.4 4 1.4 3 11 1 1 2 2
D = Z(anMicm) - z(anMicm) + (Z - 5 (m - 50’)) (anMicro) + 76

@

+ lLQ aanll\/licm ’ (39)
2¢ aLMicro ’
—_— ——

G
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Fig. 3. Conceptual diagram showing 1-D moving interface.

The parameter m = %TTO_T is offset by 1o to account for the freezing

point depression caused by salinity, where T, and T, are the melt-
ing point of pure water and the lowest supercooling temperature,
respectively. The order parameter nllvﬁcm lies between 0 and 1. The
characteristic length L, is the doubled critical radius of a nucleated ice
structure. If the critical radius of a nucleus is known, the length z can
be determined from the dimensionless length ¢ with z = L.{ where
L, is the double critical radius, L. can be determined from classical

nucleation theory

_ 4Ty
© T Pieed(Ty =T
Further details on the derivation of microscale field equations, and
their critical points can be found in Appendix A.2. Substituting typical
values of constants p;,, = 0.917 ﬁ [791, ¢ = 3.33 x 10° % [80], y =
29 £ [80], Ty = 273.15 K, and T, = 236.6 K, we find L, = 2.84nm [81].
For a bath temperature of —1 °C, the freezing velocity ¢ = 10* ? [82]

(40)

gives a characteristic time scale 7, = % = 0.0284 ms.

The model is solved using Exponential Time Differencing of second
order (ETD2) [83] coupled with spectral spatial discretizations in the
Fourier space [84]. By representing the spatial derivatives in Fourier
space, the developed algorithm exploits the efficiency and accuracy of
spectral methods, which are particularly suitable for periodic domains
and smooth solutions. ETD2 in the temporal domain precisely handles
the stiff linear terms in the evolution equations, enabling stable and
accurate integration over large time steps. This coupling is well-suited
for phase field models of solidification, as it preserves sharp inter-
face dynamics and captures complex nonlinear interactions inherent to
Landau-Ginzburg equations. The approach offers the potential of an
effective framework suitable for simulations that involve longer times
and complex morphological evolution in solidification phenomena. A
more detailed discussion of the scaling factors between dimensionless
and dimensional quantities can be found in [85].

2.6. Micro-macro coupling

The macroscale phase transition phenomena occur as a result of a
1D moving interface between ice and water. Fig. 3 represents the idea
of the moving front.

The interfacial mass transfer is defined as a function of heat fluxes
and latent heats of ice and water, and the normal vector of gradient of
temperature

N ((lL —qI) ‘Np

41
) “n

International Journal of Mechanical Sciences 309 (2026) 111010

Ice (solid)

Sea water

(liquid)

Fig. 4. Schematic representation of ice and seawater interface with idealized
pore diameter d,,, area a; and normal direction of gradient of temperature ny
looking inwards to the pore.

Combining Egs. (41) and (A.24), the continuum mass transfer can be
read as

L_ I\,
R el J L (42)

BT

This leads to the coupling in graphical form as shown in Fig. 5. Further
details on the derivation of interfacial mass transfer term can be found
in Appendix A.3.

2.6.1. Pore area and volume fraction

The pore diameter d is assumed to be the part of the 1-D length
on the microscale that is not filled with ice. Since the pore diameter
depends on the distribution of ice and liquid phases, it can be written
with respect to the microscale volume fraction nllvﬁm. As will be shown
in Section 3.1, (cf. Fig. 8), the pore diameter d, can be written as
a sigmoid function of the microscale volume fraction. The physical
interpretation is that when the entire 1-D length is filled with water
with no freezing occurrence, the pore diameter is maximum and equal
to the size of the 1-D length. As water starts freezing, the pores get
smaller, hence, decreasing the pore diameter. The general form of the
sigmoid relation is given as

dr = f (Mgiero) = aa+ (a1 = ag) Xexp (= exp (=ay X (0, = a3))) - (43)

Following [86,87], the interfacial area @, can also be written as a
function of saturation or porosity of the porous medium, or in other
words the volume fraction nIIv[icro

ar = ar(nyg,)- (44)

Assuming circular pore area, the area in Eq. (44) can be easily deter-
mined as
Il'd%,

ar=T. (45)

The idea of circular pores with moving interfaces can be perceived in
Fig. 4.

This yields an offline coupling scheme (cf. Fig. 5) where the in-
formation of temperature and salinity is passed from the macroscale
while pore diameter and energy is transferred back from the microscale
through the pore area. The growth rate of ice ! finds itself appearing
in mass balance of ice (34), mixture (36) and energy balance of the
mixture (38), hence affecting the ice volume fraction n!, pore pressure
p'R and the temperature 6, respectively.
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Fig. 5. Schematic representation of proposed micro-macro linking scheme between macroscale and microscale phase transition with arrows showing information

exchange between the scales.

Table 1

Microscale parameters.
Parameter Value Unit
Freezing temperature T) 273.15 K
Supercooling temperature 7 236.6 K
Ambient temperature T 270 K
q 1 -
7 10 -

%0

3. Results and discussion

In this section, the simulation results generated by the multiscale
framework developed in the preceding section are presented and an-
alyzed. The presentation is structured such that the behavior at each
scale is first isolated before their coupled interaction is demonstrated.
To begin, the outcomes of the standalone microscale phase-field model
are explored in Section 3.1, through which the process of phase separa-
tion, salt rejection into pores, and the establishment of an equilibrium
relationship between temperature and ice volume fraction are illus-
trated. The justification for the sigmoid function used to link pore
diameter to the macroscale is provided by this microscale analysis.
Subsequently in Section 3.2, the results from the fully coupled multi-
scale simulation are presented, showing the temporal evolution of the
ice front, along with vertical profiles of temperature, salinity, and ice
volume fraction within a macroscopic domain. A critical analysis of
how these microscale dynamics directly influence macroscale behavior
is then provided in the discussion, where the role of the evolving
pore area in regulating the ice growth rate is highlighted and the
multiscale model’s performance is compared to scenarios with fixed
pore geometry. Finally, the section ends with a discussion on the skills
of the model and potential future directions of improvement.

3.1. Microscale phase transitions

A 1-d simulation is set up to simulate the temperature and salinity
evolution at the microscale. The simulation parameters and constants
are summarized in Table 1.

The initial conditions for the order parameter are set to be slightly
lower than n,‘vﬁm = 0.5 with minor perturbations across the length
and the salinity is chosen to be ¢ = 0.0606 which corresponds to
the bulk salinity of the ocean 35 ki as shown in the 6 and 6(a).
The temporal evolution of order parameter leads to phase separation
with salt rejection into pores. The pore space can be determined by
regions where nl = 0. The pore space ultimately becomes highly

Micro
concentrated and no salt is present in regions where n{v“cm = 1. Itis also

worth noting in Fig. 6(b) that, even though the initial condition placed
only two ‘seeds’ for dendritic pattern formation, a third ice region
eventually forms before reaching an equilibrium state at = = 1000.

However, on the macroscale, the temperature ranges are large and
hence the dependence of order parameter over temperature is needed
for a wider range before upscaling to the macroscale TPM formulation.
The microscale information is interpreted at the Gauss point level on
the macroscale and therefore and single value instead of a distribution
over length is required. This is done by averaging over the length,
yielding the mean value for a particular temperature

Z ni/licro(re”d)
— N
where N denotes the number of elements on the 1-D microlength. The
range of temperatures is simulated resulting in a distribution of mi-
croscale volume fraction with respect to the temperature. The behavior
is in good agreement with the classical first order phase transition
according to the Landau-Ginzburg theory and is presented in Fig. 7.

Converting the dimensionless quantities to dimensions, for an ambi-
ent temperature of 270 K, the pore diameter is calculated as 119.82 pm,
the total time for pattern formation as 0.022 ms and a maximum salinity
inside concentrated pores to be 79.16 ppt. The results are well in line
with experimental literature on sea ice for brine channel size [88], and
salinity [89].

The calculation of interfacial pore diameter d, over temperature
follows from the distribution of ice and liquid phases over the length.
In case of a completely liquid domain (n{,licro = 0), the pore diameter is
equal to the total length of the 1-D control length and for a completely
ice filled domain (nllvlicro = 1), the pore diameter is zero. The dependence
of pore diameter over volume fraction is shown in Fig. 8.

The sharp jump in the simulated plot is due to the reason that at a
certain threshold temperature, and consequently volume fraction, the
patterns stop forming and the phases exist completely separate. Such
sharp jumps are not seen on the macroscale, and hence, a smooth
sigmoid function is used to fit the simulated curve. Following Eq. (43),
the expression for the pore diameter with coefficient values is given as

ni’licro(e) = (46)

dp = f () = —1.2582+(196.7638 + 1.2582) X
exp (—exp (3.3443 x (nl,. . —0.3925))).
(47)

The curve fit is chosen deliberately to represent the microscale
growth in order to reduce computational effort since the problem is
not of highly dynamic nature and several nodes during the simula-
tion process encounter same/ similar temperature and salinity values.
Solving the microscale equation on these nodes would be (i) very
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Fig. 6. Temporal evolution of order parameter and salinity at 7,, = 270 K for (a) = = 0.001 and (b) = = 1000.
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Fig. 8. Simulated and curve fitted pore diameter d.

time consuming and (ii) redundant, and (iii) reach same values of
resolved pore area. This is due to (i) the microscale simulation always
reach an equilibrium state in the order of microseconds which is much
lower than the time step size on the macroscale (seconds or hours),
and (ii) currently an isotropic growth model is implemented on the
microscale, meaning that the simulation will always reach the same
equilibrium state for given initial conditions. Therefore, it was decided

to re-implement and switch to an offline coupling scheme instead of
online where both scales are resolved simultaneously.

3.2. Macroscale phase transitions

For the macroscale simulations, a cylindrical domain is assumed
considering the typical ice core geometries used for experiments. The
height and diameter of the cylindrical core are h = 1.0 m and d = 0.5 m,
respectively. A dirichlet boundary condition of temperature is pre-
scribed at the nodes on the top surface shown by red dots in Fig. 9,. The
only prescribed boundary condition is that of temperature considering
the physical condition of a warmer ocean with cold atmosphere on top.
The prescribed temperature on the top nodes is 6 = 262.15 K = —11 °C.
The time step size during the simulation was chosen to be 4r = 1 h.
Results are observed along the height of the ice column in the center
as shown in Fig. 9y to analyze verticle evolution of variables.

Initial conditions for domain temperature, volume fraction, and
bulk salinity are 0, = 272.15 K = -1 °C, nj = 0.1[-], and SPK =
35 é, respectively. Although not prescribed directly, but due to its
dependence on temperature, the initial brine salinity SB* in the domain
is SBr = 20.53 ppt and on the top nodes is SB" = 150.82 ppt.

The moving ice front follows the normal direction n of the temper-
ature gradient and evolves initially in both vertical and radial directions
based on Egs. (47), (45), and (42). Once the radial boundaries are
reached, the outward normal of the gradient only points towards the
depth, and hence, the ice- water interface follows further in the vertical
direction. The temporal evolution of ice volume fraction over the
domain can be observed in Fig. 10 (a-f).

Evolution of remaining field quantities like temperature 6, ice n' and
brine n® fractions, and brine S salinity over height are presented in
Fig. 11. The results are in good agreement with observed values in the
sea ice literature, cf. [10,90].

Due to growing ice, pores within the ice matrix start becoming
smaller. The concentration of brine trapped within these pores in-
creases, hence restricting the further growth of ice. Reduction in avail-
able pore space also leads to reduced macroscale ice growth rate 51, as
shown in Fig. 12.

This behavior leads to different types of regions in the domain,
completely ice-filled regions where the freezing process has stopped,
transition regions filled with pores and high freezing rates, and water-
filled regions where the temperature and still for the freezing process to
start (see Fig. 13). The microscale instances of phase transition within
the macroscale can be visualized in Fig. 14. Furthermore, the influence
of pore area on ice growth rate is analyzed. In this case, the microscale
influence is decoupled and fixed a, values are assigned throughout
the domain. These are then compared to the multiscale growth model,
where microscale influence is also evaluated. It is observed that the
reduction in a leads to inhibited ice growth. Over the course of the
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h=1.0m

Fig. 9. Model setup. (a) Domain and boundary conditions. (b) Centerline along the z-direction to analyze vertical profiles.
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Fig. 10. Evolution of homogenized macroscale ice volume fraction over time. Red represents increasing ice fraction in the domain. (a) t = ,. (b) r = 3h. (c)
t=10h. (d) t =20h. () 7 =30h. (f) t =40h.

simulation, it is seen that even for similar initial pore sizes in varying While translating complex high-fidelity small-scale process-based
ar and constant a; = 10 mm, the evolution behavior is different as the models presents a significant computational challenge, our multiscale
simulation evolves. modeling framework incorporates several strategies to enhance
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computational efficiency. A key consideration is the judicious use
of Exponential Time Differencing Schemes (ETD2). Using ETD2 for
temporal and Fourier space for spatial discretization offer a distinct
advantage by allowing for the efficient solution of very fine steps on the
microscale. This not only maintains high accuracy for rapid microscale
dynamics but also significantly reduces the computational burden often
associated with explicit methods that would require impractically small
time steps to ensure stability. The strength of ETD2 lies in its ability
to handle stiff terms exactly, making it particularly well-suited for the
complex, potentially fast-evolving processes at the microscale. Fourier
space discretization makes it possible to resolve finer spatial dynamics
such as sharp ice-brine interface at reduced computational effort.

Furthermore, to avoid redundantly solving numerous initial bound-
ary value problems at the microscale, the micro- and macro- scales
are coupled in an offline manner. This approach involves using a
pre-computed function to represent microscale effects, rather than
requiring a full online solver at each temporal and spatial step. The

10

inherent advantage of offline coupling over a full field online coupling
is obvious. A full online coupling would necessitate running a detailed
microscale simulation at every macroscale grid point and time step.
This would lead to an exorbitant computational cost due to the sheer
number of redundant simulations that would need to be performed, as
many microscale behaviors might be similar across different macroscale
Gauss points or evolve slowly enough that constant re-computation
is unnecessary. Initial tests were performed with an online full field
coupling between scales and the impracticality of the approach even-
tually rendered itself out of the scope and discussion in this paper.
Therefore, an offline coupling strategy effectively bypasses this com-
putational bottleneck by encapsulating the microscale behavior into
a curve fitted function. The function can be queried quickly, thereby
offering substantial savings and making the entire framework feasible
for larger-scale applications. Due to lack of availability of other works,
a comparative analysis of computational efficiency of various models
could not be performed.

Future development of this multiscale framework will focus on two
key areas, namely, rigorous validation and the derivation of physically
based parameterizations for large scale models. The next crucial step is
to validate the predictions of our model against controlled laboratory
experiments, such as those conducted by Zhen et al. [91], which
provide high-fidelity data on ice growth rates and bulk salinity under
precisely defined thermal and salinity conditions. While the experimen-
tal study by Zhen et al. [91] provides crucial macroscale data on ice
growth, our model distinguishes itself by simulating the fundamental
microscale processes, such as pore scale ice-brine phase separation,
that produce these observable outcomes. Successfully replicating these
empirical results through appropriate parameterizations will confirm
the fidelity of our microscale physics. Furthermore, while our model is
computationally intensive for direct use in global climate simulations,
its strength lies in its potential to inform and improve the parameter-
izations used in ocean general circulation models (OGCMs). Current
models revolving around sea ice descriptions differ in objectives and
also one or more of several key variables that affect the sea ice system.
For example, the work of Toyoda et al. [92] attempts at improving
sea ice representation in climate models at large scale by incorporating
variable salinity parameterizations. In contrast to this, the presented
approach does not focus on snow and melt pond dynamics, but ex-
plicitly resolves the coupled phase-field and porous media physics to
derive these behaviors from a more fundamental basis. The framework
can be used to derive more robust, process based inferences that
capture the underlying physics of pore formation and brine entrap-
ment. This approach creates a powerful, vertically integrated research
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pathway, bridging fundamental laboratory observations with detailed
process modeling to ultimately enhance the predictive accuracy of
global climate systems.

Translating such complex high-fidelity small-scale process-based
models is also a challenge computationally. More recent models have
attempted at reducing the computational cost by developing surrogates
through machine learning and dimensionality reduction techniques in
various contexts. Sea ice rheology parameters have been tuned using
machine learning to tune the Bingham-Maxwell rheology (BBM) pa-
rameterization [93]. K-nearest neighbors (KNN) surrogate model was
also used to predict sea ice concentration anomaly unto 90 days in
advance [94]. Image processing has been quite popular recently to
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predict sea ice properties on both small [95] and large scales [96],
including more recently, also internal and interfacial convection [97].
The MOSAIC expedition has also provided data for parametrization of
various sea ice related quantities of interest [98]. Hybrid approaches
that combine high- and low-fidelity models [99], and also machine
learning and data assimilation [100] can prove to be useful for tackling
the various fidelity and accuracy challenges separately.

Modeling and understanding of freezing processes within the ice,
particularly in these transition regions and at multiple scales, is im-
portant since they also affect the marine biogeochemical activity by
acting as habitats for ice algae and diatoms to survive during the harsh
winter months, processes that have also been studied by combining
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Fig. 14. Regions of ice, water and patterns depicted as part of resolved macroscale ice volume fraction.

them with TPM based formulations [61,63,101]. Microbial habitats
also act as stressors by influencing the structure of sea ice through
microbially induced convection [102] and inhibiting ice growth [103].
Such processes have not been included in the present study.

4. Conclusion

This paper presents and validates a multiscale framework to de-
scribe the complex thermodynamic processes governing the formation
of new sea ice. By coupling the extended Theory of Porous Media
(eTPM) at the macroscale with a temperature and salinity dependent
phase-field model at the microscale, this work establishes a direct
link between microstructural pattern formation and macroscopic sea
ice evolution. The scales are effectively connected through an offline
scheme where macroscale conditions of temperature and salinity in-
form the microscale simulations, which in turn provide a physically
grounded function for the evolving pore area that governs phase change
at the macroscale. The simulation results confirm the utility of this
comprehensive modeling approach.

The primary strength of this framework lies in its ability to re-
solve the fundamental physics of ice formation across scales. The
model successfully captures the critical microscale dynamics of phase
separation, where salt is rejected from the growing ice matrix and
becomes concentrated in liquid brine inclusions. A key finding from the

coupled simulations is the crucial role of this evolving pore geometry
in regulating the overall ice growth rate. By demonstrating that a
dynamic pore structure leads to more realistic predictions compared to
models assuming a fixed geometry, this work highlights the necessity
of integrating microscale processes for accurate macroscale simula-
tions. This work provides a insights about advantages of using varying
multiscale pore space properties over more empirically parameterized
approaches.

While the current framework provides a robust foundation, its de-
velopment was guided by necessary simplifications that open clear av-
enues for future research. The present model assumes circular pores and
isotropic crystal growth, whereas natural sea ice exhibits significant
anisotropy. Therefore, the most critical next step is the development of
a multiscale anisotropic model. This will involve modeling anisotropic
crystal growth at the microscale and integrating an anisotropic crystal
orientation tensor at the macroscale to simulate the ice growth char-
acteristic of first-year sea ice. Building upon this improved physical
structure, subsequent work will incorporate other important mecha-
nisms not yet studied, such as convection dominated brine drainage,
the effects of multiple solute species, and freezing point depression due
to antifreeze proteins. These future enhancements will further increase
the model’s capabilities, paving the way for its use in developing more
accurate parameterizations for large-scale climate models.
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Appendix. Supplementary derivations

This section consists of some equations and derivations that might
help the reader to get a deeper insight into the mathematical modeling
aspects of the paper.

A.1. Kinematics in the framework of TPM

Each material point P from the body 5 is characterized by its spatial
position x. The collection of all such points in the current state is @,
while the reference (undeformed) state is denoted £2,.

Due to homogenization, a point x corresponds to material points P!
and P from each phase. Their motion is given by:

XaXo0) 1 {Q) > & : X(P*) > x(P%,1). A1

This mapping is illustrated in Fig. 2. Differentiation with respect to time
gives the phase velocity:

X, - aXa (pa’ t)
@ o’
while the barycentric velocity of the mixture is:

X:lZp"X;,
L

(A.2)

(A.3)
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where p = Y p® is the total density. The brine’s mass-averaged velocity
x; follows as

1 Lol _ L/
xL_pL—RZﬁ:p XLﬂ_zﬁ:W X4

The seepage velocity describing brine advection relative to the ice
matrix is defined by:

(A.4)

WL =X, — X[ (A5)
Finally, the diffusion velocity of a component relative to the ice
can be expressed as the difference between the component and brine

seepage velocities:
dgr, = Wy — Wi (A.6)

A.2. Derivation of microscale field equations

g+1

g+exp (— 171 )
time constant 7; and a parameter ¢ which bounds g, within [§,, %lﬂz]
for g > 0, as illustrated by

The time-dependent diffusion term g, (z) = B, contains the

a+1
q
ba-

ba

lim g, (7)
-0
lim g, =
T—00
Thus, f, denotes the equilibrium limit of ;. The compression factor
a scales the potential ;. Salinity is rendered dimensionless via ¢ =
%SB““‘Macro, with K = —1.853 ':n—l:j (cryoscopic constant) and Van’t
—440
Hoff factor i = 2 for NaCl. Given seawater’s typical salinity SB"*Macro =
0.598 TE—"I or 35 ppt, the resulting freezing point depression is —2.2 K.
For thermodynamic consistency, the equality of mixed second-order
derivatives of w;; must hold. Taking functional derivatives gives the
evolution equations

1 2,1
Micro __ 5wLG _ awL 272 Micro
ar, Fram =-— +a’L; 5
6 Micro g Micro aLMicro
__ a1 3,330 (1 1 21
= —a (nMicro) + Ea (nMicro) - (5 - (m - 50’)) @ M ficro
2.1
272 Micro
+a L] ——
2
aLM[cro
_ 21 201 2, 3 1 1 1
= @y <_a (nMicro) + zanMicm - z +m- §G>
2,1 .
+a Lo A7)
0LMicro
2 sw 2 Jdw
o5 = () =
aLMicro aLMicro
20 Lad 2
= LCF (le (nMicro) +ﬂ10'> (A.9)
Micro
Using the roots nl. (@) = - (3 VI+16m =80 ), Eq. (A7) can
be factorized as
on!
Micro _ 4.1 I 1 Vit 16m-—8c
ary—— = —a Dy ficro <nMicm s (3 - VIi+16m-— 80'))

9*nl
(3+Vi+16m=380))+a2L2 M
oL2 .
icro
1 - L —

The largest root 0o = (3+4/1 + 16m — 8c) corresponds to the
right minimum of the potential w; — %02. Setting ny,.
with ¢,,, =0 leads to a = ;(3+ V/1+ 16m), ensuring 0 <nl. ~<1.

The salinity flux depends on the equilibrium parameter g, =

lim__, ,, B, (7). For steady-state conditions, Eq. (A.9) integrates to

4 15 1
0=—2 (- .
aLMicra 4(1 (ancro

I 1
nMicro - E

(0' = o-min) =1

e +l320) +C. (A.10)
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do

Micro

onl
with C; = 0 when both anMﬂ and

T vanish. A second integration
. Micro
yields

oL

Lo (@l

2 I 2
4 Microdmax ~ (Miero) ) ’ (A1D)

ﬂ2(6 - o'min) =

and with nl

- - I P . .
Micro(@ = Omax) = (Mg, Imin» it i possible to derive Eq. (A.12)

|3

P2(Cmax = Opin) = Za ((nll\/[icro)?nax - (n{\/licro)rznin) . (A12)

From the condition for the steady state

(3= VI+Tom—380,, ).

(A.13)

1 _ A | 11
nMicro(o- - O-max) - (nMicro)mi" - 5 - AG

Opax = —1 4+ 2m — %a(a—3) is obtained. If ni/ﬁcm(”min = 0) =

Jmax = 1 then the equation appears as given in Eq. (A.14) below

Lo (V) 2
T3 (1 (2) ) =
with consideration of Egs. (A.12) and (A.13), it becomes possible to
determine #, as shown in Eq. (A.15)

1

(nMicro

3 5

= Al
T (A.14)

ﬂ 20 max

_ 3a%
—16 4+ 32m — 8a(a - 3)"

b (A.15)

A.3. Interfacial mass transfer approach

Local jumps across singular surfaces are responsible for the mass
exchange between ice and water. Following [104], the mass jump
across a singular surface I' is given as

L+ o+

ptwir onp = (p Wi - pL’wir) -np =0, (A.16)

In Eq. (A.16), + represents the direction of moving front. The nor-
mal vector n in outward-looking (+) direction represents ice and in
inward-looking (-) direction represents water. This allows one to write

+=

n n, and n;.=-n
Lh _ . T (A.17)
prwi=pwy and p WL =p W,
Following Eq. (A.17), the mass jump can be written as
('wip — pPwip) -np = 0. (A.18)

Based on Eq. (A.18), the interfacial mass transfer can then be written
as

" =p'wir-ng and oY= —plwyr -np, (A.19)
with the internal relation
S+t =o0. (A.20)

Constrained by the internal relation (Eq. (A.20)), relation between the
interfacial mass production (Eq. (A.19)) and continuum mass produc-
tion can then be given as

pldv = ¢hda, and ptdv = oLdar, (A.21)

with dv being the unit volume of REV and da representing the area of
the interface, as given in Eq. (A.22)

darp ::/ dar rgv-
AREV

The interfacial area can be written as the ratio of internal phase change
with respect to overall volume

(A.22)

dap

Tv (A.23)

ap =

14
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Therefore, Eq. (A.23) modifies the Eq. (A.21) as

ﬁl = arélf and ﬁL = ar@%

(A.24)

Data availability

Data will be made available on request.
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