Available online at www.sciencedirect.com

g ~ | ScienceDirect DEEP-SEA RESEARCH

Part 11

ELSEVIER Deep-Sea Research I1 55 (2008) 975-987

www.elsevier.com/locate/dsr2

Temporal evolution of decaying summer first-year sea ice in the Western
Weddell Sea, Antarctica

J.-L. Tison®*, A. Worby®, B. Delille®, F. Brabant?, S. Papadimitriou®, D. Thomas¢,
J. de Jong?, D. Lannuzel®, C. Haas®!

DSTE, Université Libre de Bruxelles, Bruxelles, Belgium
YACE CRC, University of Tasmania, Hobart, Australia
“Unité d’'Océanographie Chimique, Université de Liége, Liége, Belgium
dCollege of Natural Sciences, Bangor University, Anglesey, UK
*Alfred Wegener Institute for Polar and Marine Research, Bremerhaven, Germany

Accepted 22 December 2007

Abstract

The evolution of the main physico-chemical properties of the unflooded 90-cm-thick first-year sea-ice cover at the Ice Station
POLarstern (ISPOL) “clean site” is described. ISPOL was an international experiment of the German research icebreaker R.V.
Polarstern. The vessel was anchored to an ice floe for an observation period of 5 weeks, during the early summer melt onset in the
Western Weddell Sea. The ““clean site” was specially designed and accessed so as to prevent any trace metal contamination of the
sampling area. Observations were made at 5-day intervals during December 2004 in the central part of the main floe. Results show
the succession of two contrasting phases in the behavior of the brine network (brine channels, pockets, and tubes). Initially, brine salinity
was higher than that of sea-water, leading to brine migration and a decrease in the mean bulk salinity of the ice cover. This process is
highly favored by the already high bulk porosity (14%), which ensures full connectivity of the brine network. Gravity drainage rather
than convection seems to be the dominant brine transfer process.

Half-way through the observation period, the brine salinity became lower than that of the sea-water throughout the ice column. The
brine network therefore switched to a “stratified” regime in which exchange with sea-water was limited to molecular diffusion, strongly
stabilizing the bulk mean sea-ice salinity. During the transition between the two regimes, and in areas closer to ridges, slush water
(resulting from a mixture of snow meltwater and sea water accumulated at the snow—ice interface) penetrated through the growing
“honeycomb-like structure” and replaced the downward draining brines. This resulted in a slight local replenishment of nutrients
(as indicated by dissolved silicic acid). However, as a whole, the described decaying regime in this globally unflooded location with
limited snow cover should be unfavorable to the development of healthy and active surface and internal microbial communities.

The switch from gravity to diffusion controlled transport mechanisms within the ice column also should affect the efficiency of gas
exchange across the sea-ice cover. The observed late build-up of a continuous, impermeable, superimposed ice layer should further
significantly hamper gas exchange.

Statistical estimates of the evolution of the ice thickness during the observation period and salinity trends of the under-ice water
salinity down to 30 m corroborate model predictions of a moderate bottom melting (5-10 cm) from ocean heat fluxes.
© 2008 Elsevier Ltd. All rights reserved.
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variations in seasonal extent, sea ice influences the global
climate system through a suite of large-scale processes,
including albedo fluctuations, insulation between the ocean
and the atmosphere, production of deep-water, stratifica-
tion of the surface waters during spring melting
and seeding primary production in the marginal ice zone
(e.g., Jacobs and Weiss, 1998; Jeffries, 1998; Lizotte and
Arrigo, 1998; Thomas and Dieckmann, 2003). Further,
recent work (Semiletov et al., 2004; Delille, 2006) has
demonstrated the usual assumption that the sea-ice cover is
a barrier to gas exchange between the upper ocean and the
atmosphere might need to be reconsidered for ice
temperatures greater than —10°C (Gosink et al., 1976).
This impinges on the fluxes of climatically important gases
(CO,, DMS, CHy).

Sea ice hosts a complex web of microorganisms, which
have adapted to its specific physico-chemical constraints.
The resident biological community consumes and produces
biogases, which gives sea ice a controlling role in gas
exchange between the ocean and the atmosphere. The
impact of these potentially important processes is unknown
and has led to an increasing number of studies on the
biogeochemistry of sea ice in the past two decades (Thomas
and Dieckmann, 2003), with initiation of dedicated
interdisciplinary research programs aiming at improving
our understanding of the physical and biogeochemical
properties of growing and decaying sea ice, and their
potential impact on the air-ice—ocean fluxes of climatically
significant gases in the polar seas. A further objective is to
model these processes and scale them up to a global level.

This paper focuses on the time series of the main
physico-chemical properties of an 80-90 cm thick first-year
sea-ice cover section of the ISPOL floe. Understanding
better the processes that govern the decay of Antarctic first-
year sea ice is of primary importance to biogeochemical
studies, because they profoundly affect the environment in
which the spring/summer sea ice and surface sea-water
microbial activity occurs. Sea-ice decay has been best
studied in the Arctic (Untersteiner, 1968; Weeks and
Ackley, 1986; Eicken et al., 2000; Johnston, 2006) but
only described in terms of salinity and stable isotopes
(6'%0) in the Antarctic (e.g. Eicken, 1998). More work is
needed to help develop a conceptual and, ultimately, a
numerical model of meltwater and brine transport through
sea ice (Eicken, 2003). It has been shown that the most
effective desalination process in the Arctic is ‘“‘meltwater
flushing”, a process in which the hydraulic head created by
snow and ice meltwater produced at the top surface flushes
downwards the resident brine. How much of this process is
active in the Antarctic, where summer melting is generally
less extensive than in the Arctic, is not known. Clearly,
surface snow melting is large enough to produce layers of
superimposed ice at intermediate levels in the snow cover,
where the temperature is still below the melting point and
meltwater refreezes (e.g., Haas et al.,, 2001; Kawamura
et al., 2004). A more developed situation occurs when the
amount of melting is large enough for the meltwater to

reach the snow-sea ice interface, where superimposed ice
will then eventually form under a double-diffusion process.
In the latter, snow melt at the temperature of the melting
point will loose heat an order of magnitude faster than it
gains salt from the underlying sea ice brine (also at its
melting point), and therefore freeze at the interface (Morris
and Jeffries, 2001; Haas et al., 2001; Kawamura et al.,
2004). Snow thickness and wetness also will play an
important role in controlling the sea-ice decay process.
Thick snow will favor negative freeboard (snow-sea ice
interface below sea level) and induce sea-water flooding of
the floe surface. Contrary to winter conditions, when the
low temperature of the snow will induce sea-water freezing
and snow-ice formation, the sea-water will remain liquid in
the summer and mix with surface snow at the snow—sea ice
interface to form “slush”. Although tracer studies in the
Arctic have shown that both vertical and lateral transport
of meltwater occur in the sea-ice cover (Eicken et al., 2002),
yet it is not clear which process dominates flooding in
permeable summer Antarctic ice (i.e. lateral flow from
ridged areas or leads nearby vs. vertical transfer of sea
water from below). Reduced snow thickness and/or water
occurrence at the ice surface will reduce the albedo and
favor heat absorption in the upper ice layers. Eventually, as
the season progresses, upper ice temperatures and related
fractional brine volumes (Vyrine/ Voulk ice) Will increase to
reach the connectivity threshold of about 5% (Buckley and
Trodahl, 1987; Golden et al., 1998). In the early stages of
decay, brine salinity should still be above sea-water value,
inducing density instability within the brine network. The
aim of this ISPOL early summer time-series study is to
understand how the density instability will be resolved
(gravity-driven brine drainage and convection with under-
lying sea-water, or, brine flushing under hydraulic head),
how will the brine network then evolve with further
warming as summer proceeds, and what the consequences
should be for the biogeochemical evolution of the sea-ice
cover.

2. Study site, material and methods
2.1. Choice of the site

ISPOL took place in the Western Weddell Sea, at
approximately 68°S and 55°W. During the 5-week ob-
servation period, the floe drifted about 100 km northward
and 20 km to the west. The ISPOL floe was located at the
boundary between a band of second-year ice in the East
and a band of thick first-year ice originating from the
Ronne polynya in the West (Fig. 1, Hellmer et al., 2006).

A major concern for this study was the selection of an
unflooded (positive freeboard), level first-year sea-ice
section, in order to keep processes as simple as possible.
Extensive surveys of ice and snow thickness revealed that
the majority of the ISPOL floe consisted of thick second-
year ice, with ice and snow thicknesses between 1.8 and
2.3m, and 0.6 and 0.9 m, respectively (Haas et al., 2008).
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Fig. 1. Envisat synthetic aperture radar image acquired on 30 November 2005, showing the Ice Station Polarstern (ISPOL) study area in the Western
Weddell Sea (inset, plus cruise track) and the start (27 November 2004, large yellow star) and end points (2 January 2005, small yellow star) of the drift.
The western border coincides with the Larsen-C ice front; the northern boundary is close to the sea ice edge. Black contours show water depth in meters.
Note the north-south extent of a dark appearing band of first-year sea ice at about 56°W (from Hellmer et al., 2006).

Consequently, most ice had negative freeboard and was
partially flooded. However, between areas of second-year
ice, a network of refrozen leads and cracks extended with
ice thicknesses of 0.8-0.9 and 0.1-0.25m of snow, which
resulted in a clear secondary mode in the thickness
distribution.

A 70 x 30m area (‘“clean site” in Fig. 2A and B) was
selected in this first-year ice, with a positive freeboard of a
few centimeters, for the duration of the experiment. Its
perimeter was naturally delimited by ridges. Within the
area, smaller adjacent 5 x 5 m units were chosen for regular
sampling at about 5-day intervals (number and color
scheme in Fig. 3A). On each sampling day, a first half of
the unit was dedicated to ice-core sampling and the other
half to brine sampling from holes drilled in the ice and in-
situ measurements (Fig. 3B). Usually, the hole from the
first ice-core retrieval was used for sea-water sampling.

2.2. Working procedure at the clean site

All operations were conducted wearing clean garments
(Tyvek overalls, overshoes and polyethylene gloves). First,
snow was collected in polyethylene containers using
polypropylene shovels. Then ice cores were retrieved using
a specially designed electropolished stainless-steel corer
that has been shown to allow trace metal clean sampling
(Lannuzel et al., 2006). Cores were immediately wrapped in
PE bags and stored on the sampling site in an insulated box
filled with individual cooling bags, pre-cooled at —30 °C, in
order to limit brine drainage from samples as much as
possible. Holes were drilled into the ice cover at 20 and

60cm depth, to allow gravity-driven brine collection (the
sackholes sampling technique, Thomas and Dieckmann,
2003). Brine from the ice core was collected as well as under
ice sea-water at interface, 1 and 30m depth using a
portable peristaltic pump (Cole-Palmer, Masterflex E/P).

Sampling was carried out on seven occasions, between
29.11.04 and 30.12.04, at regular intervals (usually every
five days). On each sampling day, about 14 ice cores were
retrieved, about 20cm apart from each other, and 24
sackholes drilled. These allowed the measurement of a full
range of physical and biogeochemical variables among
which only temperature, crystal fabric, bulk salinity, and
water stable isotopes will be discussed here.

2.3. Methods

Ice temperature was measured in-situ directly after
extraction of the cores, using a calibrated probe (TESTO
720) inserted in pre-drilled holes (perpendicular to core
sides) at the exact diameter of the probe and with a depth
resolution of 5-10cm. Precision of the measurements was
+0.1°C (not including potential bias from heat transfer on
drilling).

Bulk ice-salinity measurements were done on two
different kinds of samples, to investigate the dependence
of the measured salinity on sample size. On board, melted
ice samples were usually collected from successive 5-cm-
thick slices of a dedicated ice core, with a diameter of
14 cm, and were measured with a portable salinometer with
a precision of +0.1. Bulk ice-salinity measurements also
were performed back in the home laboratory, on “twin”
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Fig. 2. (A) Clean site location on the ISPOL floe and (B) general view from the loading area. Note the prominent ridges surrounding the sampling site.

GPS referenced location map courtesy M. McPhee.

cores from the same sampling day. These were kept below
—25°C at all times during transport and storage, therefore
preventing post-sampling brine drainage. Two datasets
were recovered: one from successive thin vertical samples at
Scm resolution (about 20 ml), and the other from regularly
spaced discontinuous (4cm apart) 1-cm-thick horizontal
slices (about 100 ml). In both cases, salinity was determined
using a Radiometer Titrilab TIM 870 conductimeter and a
calibration curve from diluted aliquots of an IAPSO (10)

salinity standard. Comparison of the ‘“on-board” vs.
“laboratory” salinity measurements provides insights into
the required minimum amount of sample to ensure reliable
bulk salinity values. Fig. 4A shows the ranges of salinity
profiles on 29.11.04, obtained from the three different
sample volumes. Clearly, large amounts such as those
collected in the field, on a dedicated ice core, are necessary
to ensure the reliability of the measurements. Note also
that the vertical cuts show less variability than the



J.-L. Tison et al. | Deep-Sea Research II 55 (2008) 975-987 979

horizontal ones, probably because the first have less
probability to include large, horizontally discrete, porosity
features such as brine channels.

In order to gain accuracy in the measurements, under-ice
sea-water salinity was measured on samples stored in
sealed bottles and brought back to the University of Liége.
Salinity was then determined with a Guildline—Autosal
induction salinometer with an accuracy of +0.003.

Ice thick sections were cut on board the R.V. Polarstern
for ice texture observations such as, banding, brine
channels, holes and bubble density. Thin sections also
were studied in the home cold room laboratory (—30 °C) on
another nearby core, using the standard procedure devel-
oped by Langway (1958).

One-way analysis of variance (ANOVA) was performed
on the ice-core length dataset for testing the equality of the
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Fig. 3. Clean site-sampling strategy: (A) overall sampling strategy and (B)
daily sampling scheme. Numbers and color schemes in (A) refer to the
time series.
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population means at different time. The method of
orthogonal contrast (Dagnelie, 1998) was then used to
look for a possible temporal trend in the mean sea-ice cover
thickness.

Water aliquots (10 ml) were collected from the melted ice
samples dedicated to the bulk salinity measurements to
perform for 6'30 measurements at the Australian Antarctic
CRC. Isotope ratios were measured with a dual-inlet VG
SIRA mass spectrometer using the conventional water—
CO, equilibration method. Accuracy with respect to
VSMOW is +0.12%o.

Major nutrients, including dissolved silica, which is
shown in this paper, were measured on board. Silicic acid
was determined using standard colorimetric methodology
(Grasshoff et al., 1983) as adapted for flow injection
analysis (FIA) on a LACHAT Instruments Quick-Chem
8000 autoanalyzer (Hales et al., 2004) with a precision
better than 5%.

3. Results

Fig. 5 gives an overview of ice texture at the ISPOL clean
site between 29.11.04 and 30.12.04. All cores had a top
6- to 14-cm layer of granular ice underlain by columnar ice
down to the bottom of the ice column. Examination of the
upper 10 cm of the cores from the second half of the period
(Fig. 5B—14.12.04 to 30.12.04) showed the occurrence of
layers of coarser, elongated, bubble-free ice crystals. Large-
scale porosity features are clearly becoming dominant in
the upper 40cm of the sea-ice cover as time goes by.
Freeboard was always positive, although generally small
(+5 to +1cm, red numbers in Fig. 5A). Snow thickness
ranged from 6 to 25cm, and was generally lower than
values observed in other sections of the ISPOL floe
(0.6-0.9m, Haas et al., 2008). There was no clear sign of
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Fig. 4. (A) Bulk ice salinity profiles obtained with increasing sample volume and different sample orientation for ISPOL station 1 (29.11.04-“laboratory
1”” = continuous vertical samples, “laboratory 2 = discontinuous horizontal sampling, ““field”’ = continuous horizontal sampling) and (B) comparison
between laboratory (vertical, 20 ml) and field (continuous horizontal, 575 ml) bulk ice salinity measurements at four illustrative sampling times. See text for

details.
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Fig. 5. Textural properties of the ice-core time series at the ISPOL clean site: (A) overview in vertical thin sections under crossed polarizers (texture core)
and half core description on-board R.V. Polarstern (DMS core), (B) enlargement of the top part of the cores showing the development of superimposed ice
and of the “honeycomb structure”. Upper scale unit = 10 cm, lower scale unit = 2cm. Blue shading shows areas with 6'30 lower than sea-water value,
indicating a snow contribution. Red numbers are freeboard (cm) and blue numbers, snow thickness (cm). Black horizontal line is sea level (see text for
details).
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flooding, although the ice surface appeared occasionally
“wetted”’.

Ice temperature was on the whole quite warm, ranging
from —3.1 to —0.2°C (Fig. 6A). Times series of the
temperature depth profiles showed that the ice cover was
warming up with time, with increasing amplitude of
changes observed closer to the surface. The temperature
trend with depth reverted on 09.12.04, with the occurrence
of a temperature minimum at 55cm depth on that date.

Bulk ‘“‘on-board” salinity at the ISPOL ‘‘clean site”
(Fig. 6B) switched from the typical C-shape to a Z-shape
profile in the course of time, with the strongest decrease in
the upper half of the ice cover. Although great care was
taken to limit brine drainage during sampling (see above),
we cannot rule out brine losses, especially from the very
porous surface layers, at the end of the experiment. Again,
the salinity profile observed on 09.12.04 is somewhat
peculiar, with a steadily increasing salinity with depth and
a saltier 45-80 cm section.

Calculated brine salinity and brine volumes, hypothesiz-
ing thermodynamic equilibrium of the brine (Cox and
Weeks, 1983; Leppédranta and Manninen, 1988; Eicken,
2003), are illustrated in Fig. 6C and D, respectively. Brine
salinity ranged from 48 to 8 for the whole experiment. As
expected from the temperature and salinity trends de-
scribed above, it was regularly decreasing with time, with
the largest changes occurring in the upper half of the sea-
ice cover. The two first sampling days showed brine salinity
higher or equal to the sea-water value (34.20-34.40) while
profiles from the last four sampling days were below it,
with record minimum salinity values of 8 in the surface
layer. The 09.12.04 profile was transitional, with a brine
salinity maximum of 37 at 55 cm depth, similar to the value
observed in the layers above on the previous sampling
event (04.12.04).

Fig. 6C also shows, as open triangles, brine salinity
observed in the sackholes for the 0-20 and 0-60cm
integrated depth ranges.

Calculated brine volumes (Fig. 6D) ranged from 9% to
32%. It is noted that these are likely to be minimal
estimates, since the bulk ice salinity might have been biased
by brine loss on sampling, especially in the top and bottom
sections. The highest values were observed in the upper half
of the ice cover, which also exhibited the highest level of
changes, corroborating the visual observations of gradually
increasing voids in the ice textures. The brine volume was
more stable with time, at 10-15%, in the lower half of the
ice cover, to the expected exception of the very bottom
layer showing much higher values. Another exception is
again sampling day 09.12.04, with no depth trend, and
consistently higher values in the lower 50 cm.

Fig. 6E and F (detail) shows the 0'"*Opux ice depth
profiles. Surface snow had an isotopic composition range
from —13% to —17% while the 0'®0 of slush (with a
salinity of 27), collected on the flanks of a ridge nearby,
was about —7.5%o. Bottom water fluctuates slightly around
—0.5%0 (mean: —0.47%o, sd: +0.06%o). Bulk ice values are

generally consistent between sampling days, increasing
from +0.7 %o at the surface to +1.9 at the bottom, with,
however, two noticeable exceptions. Firstly, more negative
values in the top 15cm of the ice cover and, secondly,
sampling day 09.12.04, which shows significantly more
negative 8% Opui ice Values at all depths, except for the very
bottom.

4. Discussion

Despite the fact that we have paid attention to (a) study
a level ice floe with a homogeneous surface and (b) sample
small contiguous areas, we must acknowledge here that a
time series such as this one may be affected by spatial
variability that could not be assessed. This should therefore
be kept in mind when we discuss the evolutionary processes
of the sea-ice cover. On similar grounds, one might wonder
if, despite the reasonable distances kept between areas
dedicated to consecutive sampling days, previous ice-core
sampling operations could have affected results from the
subsequent sampling days. Although this is difficult to
assess, neither temperature, nor calculated or observed
brine salinities indicated detectable effects of disturbed heat
fluxes or sea-water infiltration processes.

All cores show a typical textural sequence of first-year
pack ice: surface granular ice underlain by dominant
columnar ice. Isotopic 'O composition of the ice (Fig. 6E
and F) shows that part of the granular ice is actually
“snow-ice” resulting from refrozen sea-water infiltration in
snow (blue shading in Fig. 5), with an isotopic signature
below the mean sea-water value (Lange et al., 1990; Eicken
et al., 1994; Jeffries et al., 1994, 1997; Eicken, 1998).
Furthermore, the occurrence of coarser, elongated, bubble-
free ice crystal embedded in the granular ice is typical of
“superimposed ice”” formed by refrozen snow melt (Morris
and Jeffries, 2001; Haas et al., 2001; Kawamura et al.,
2004).

Ice thickness evolution as seen in Fig. 5A does not
indicate a clear trend of basal melting, as would be
expected from heat flux measurements at the ice—ocean
interface at other locations on the floe (McPhee, 2008). The
spatial variability at a given observation time (comparing
the thin sections textural core to the half-core description
of the DMS core on board Polarstern) is indeed apparently
as large as the temporal variability, and in the range of the
calculated thickness reduction from basal melting (9—15cm
for the whole period, McPhee, 2008). However, the
availability of a large number of cores for each of the
sampling days (between 10 and 14) allows us to plot a mean
thickness of the sea-ice cover as a function of time (Fig. 7,
squares) and to use a statistical approach to test for a
significant trend in these values. The result of the ANOVA
test (level of significance o = 0.05) leads to the conclusion
that there is a highly significant difference amongst the
means of the ice-core lengths for the different time steps.
Since the p-value related to the ANOVA (p = 0.003) is
lower than the threshold of 0.01 in the present case, we can
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conclude the existence of a highly significant difference for
one or more means. The method of orthogonal contrast
was then applied to investigate a possible temporal trend in
the means. The p-value related to the test (p<0.001) for a
linear decreasing trend of the mean sea-ice cover thickness
with time reveals that the ice-core lengths data fit in a very
highly significant way to the linear decreasing model.
Finally, 1o error bars on ice thickness are clearly increasing
with time, supporting the idea that basal melting increases
the ice—water interface roughness.

Melting does not only affect the ice—ocean interface.
Both thin sections and thick sections show a clear
degradation of the cores structure in their upper half
(040 cm), with an increasing proportion of large pores and
holes in the ice texture over the course of the survey.

The temperature profile at the start of the experiment
(Fig. 6A, 29.11.04) was inherited from typical winter
conditions, with lower temperatures in the upper parts of
the ice column, but all temperatures were already well
above the reference temperature of —5°C, that would
indicate restored connectivity (5% relative brine volume)
for bulk ice salinity above 5 (the so-called “law of fives”,
Buckley and Trodahl, 1987; Golden et al., 1998). As
indicated above, relative brine volume (Fig. 6D) was
always above 9% and reached more than 30% within the
surface layers.

The temperature and salinity trends observed at our
ISPOL ‘“‘clean site” were very similar to those recently
described for first-year ice in the Arctic during the first
months of decay (May—June, Johnston, 2006). Meltwater
flushing during ice warming and decay and resultant
drastic changes in the temperature and salinity profiles
over the entire ice column are a common feature in Arctic
sea ice. However Eicken (1992) reported that this process is
not important in Antarctic sea ice from the Weddell Sea,
and usually restricted to second-year and multi-year ice,
but nevertheless depending on the time of the year and on
the distance from the ice edge. Our observations show that

Antarctic first-year sea ice can be affected by important
changes in temperature and salinity profiles during its
decay process. It is also interesting to note that, as shown
in Fig. 4B, where profiles from 20- and 575-ml samples are
compared for the various time slices, the bias from reduced
salinity sample volume decreases as the ice decays. This is
in accordance with experimental observations in tank ice
(Interice experiment 1) from Cottier et al. (1999) who have
demonstrated the decoupling between zones of high salinity
and brine location as impurities relocate in warming sea
ice, smoothing out the initial heterogeneity.

The mean ice-core salinity is plotted in Fig. 7 (open
circles). It shows a clear decrease during the first half of the
experiment and a stable value at about 4 for the last three
sampling days.

Calculated brine salinity (Fig. 6C) decreased with time to
values below sea-water salinity about halfway through the
experiment, suggesting a transition from unstable to stable
density profiles in the brine network. Since calculated brine
volumes were all well above the threshold value of 5% for
impermeable ice (Buckley and Trodahl, 1987; Golden et al.,
1998) from the very beginning of the survey, connectivity is
ensured within the brine network and helps explaining the
trend of the mean ice salinity in Fig. 7. Brine drainage
under the unstable density profile leads to desalination in
the first half of the observation period while density
stratification limits further brine loss in the second half of
the study period.

It is also worth comparing the calculated brine salinities
to those observed in the sackholes for the 0-20 and 0-60 cm
depth ranges (triangles in Fig. 6C). There is a good
agreement between the two values for the first two
sampling days, in the shallower holes. Discrepancies tend
to increase during the observation period, suggesting either
a potential limitation of the accuracy of the ice temperature
measurements (used in the calculation) in a porous ice
medium or that the system is not in thermodynamic
equilibrium. The values of the lower sackholes are clearly
not representative, most likely because these holes are
integrating brines drained from the upper layers.

The lower 6'%0 values in the upper 15cm of ice column
indicate variable contribution of snow ice or superimposed
ice, as also seen in the textures in Fig. 5.

Since the ice cover is in a general state of decay and since
there is no fractionation on pure-ice melting (Jouzel and
Souchez, 1982; Souchez and Jouzel, 1984), the peculiar
isotopic profile at sampling day 09.12.04 can only be
related to changes in the isotopic composition of brine in
an open system (brine migration or brine loss). A first order
estimate of the differences in brine isotopic composition
(AS"®Opyine) between sampling day 09.12.04 and the other
sampling occasions/locations can be deduced from the
differences in 0" Opuk ices considering that the 51801,ure ice
did not change in the course of time and neither did the
relative brine volume. The latter assertion is clearly not
true, but since the relative change in relative brine volume
is reasonably small, especially in the early stages of the
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experiment, we can use it for a first estimate of the
A8"®Opyine, €.2., by comparing profiles of 04.12.04 and
09.12.04. The result is shown in Fig. 6E as open circles
(using mean brine volume for the 04.12.04—09.12.04 period
at a given depth) and crosses (using either of relative brine
volumes on 04.12.04 and 09.12.04). This gives a Ad'*Opine
profile ranging between —9%o. and +0.5%., with a clear
decrease of its absolute value with depth. Such a lowering
of the isotopic composition of brine can only result from
infiltration of water contaminated by snow or snow ice
meltwater. Three potential candidates can be pointed at:
(a) internal melting of the snow ice layer (—3.5%0<d'*0
<—0.5%0), which is present at the site location (Figs. 5
and 6E), (b) snow melt from the surface (—17%o<d'*O
< —13%o), and (c) lateral infiltration of the slush that forms
in the areas closer to the ridges (6" 0gush = —7.5%o). It also
should be noted that, although within the range of two
error bars, the interface sea-water value is the lowest on
09.12.04 (Fig. 6F).

Note that the calculated differences in brine isotopic
values clearly imply much lower 8"804,ine values than those
observed in the sackholes brines (triangles in Fig. 6E and
F). This could be explained by the fact that the sackhole
sampling procedure biases 6'®Opyine toward less negative
values because of surface melting and increased contribu-
tion from the crystal melt. The 09.12.04 sackhole brine
6'%0 is, however, the lowest in the range.

Finally, comparing the initial (29.11.04, black line) and
final (30.12.04, red line) 0'"* Opui ice profiles above 60cm
depth, it is interesting to note that the final bulk ice
signature is always higher than the initial. Following the
same rationale as above, i.e. that these changes can only be
related to changes in the isotopic composition of the brine,
suggests that, in areas not influenced by surface slush
infiltration, the initially lighter brine (resulting from
interface isotopic fractionation on freezing that enriches
the solid phase in the heavier isotope and the interface
liquid in the lighter one (e.g., Souchez and Jouzel, 1984;
Tison and Haren, 1989; Souchez et al., 1989; Eicken, 1998))

Snow.
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is progressively replaced by pure-ice melt, with a heavier
signature.

4.1. A model for the temporal evolution of the sea-ice cover

We are now able to describe the temporal evolution of
the first-year sea-ice cover at the ISPOL ‘‘clean site™, using
the dataset described above, as sketched in Fig. 8. At the
beginning of the observation period, the brine network is
unstable in terms of density and already largely inter-
connected. This should favor downward brine migration,
either through convection (where downward brine move-
ment in some areas is counterbalanced by upward sea-
water movement in others) or brine drainage (where
downward brine movement is compensated by melting/
infiltration in the upper layers), and results in the observed
regular mean ice salinity drop for the three first sampling
days. The isotopic record at sampling day 09.12.04 does
not support a convective process. Indeed, because of the
isotopic fractionation occurring on ice growth (Jouzel and
Souchez, 1982; Souchez and Jouzel, 1984; Tison and
Haren, 1989; Souchez et al., 1989; Eicken, 1998), the brine
isotopic signal will always be more negative than (or equal
to) the mean sea-water signature (—0.5%o). Therefore,
replacing part of the initial brine with sea-water would
inevitably shift the bulk ice d'*0 towards less negative
values. This is the reverse of the observed trend from
04.12.04 to 09.12.04. As surface brine travels downward, it
is progressively replaced by either sea water/snow slush
from the flooded ridges flanks nearby (sampling day
09.12.04 is the closest to the ridges bordering the ‘“‘clean
site”” patch—Figs. 2B and 3A, and show the thickest snow
layer, inherited from previous snow fall and wind drift
accumulation—Fig. 5) or by in-situ melting as the
temperature increases, particularly in the upper layers.
Direct snow-melt contribution to brine channel infiltration,
away from the ridges, is probably a very limited source
since below-zero temperatures at the snow—ice interface

i
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Fig. 8. A simple model for the degradation of the first-year level sea-ice cover at the ISPOL clean site.
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were the rule, as shown by the superimposed ice formation
at the end of the period (Fig. 5B) and by extensive direct
temperature measurements at other locations on the ice
floe. The already large porosity of about 14% greatly
favors brine transfer, not only vertically, but also
potentially laterally from the ridges nearby, through the
building “honeycomb-like” structure. Indeed, the snow
cover at sampling day 09.12.04 (with its clear infiltration
signature) did not show any sign of slush build up at the
snow—ice interface. Note that, in that case, the profile at
sampling day 09.12.04 would typically illustrate interfer-
ence of spatial variability within a time-series study. As
discussed above, we cannot preclude, however, that the
more negative 6'*O value observed in the brine is a
contribution from in situ melting of the upper part of the
snow—ice layer. Considering a mean brine volume of 15%
on the 09.12.04, 13 cm snow ice melt would be required to
fully ““refill”” the existing brine network. Observed snow—ice
thicknesses are compatible with this value, though rather
on the high side. However, since reduction in snow-ice
thickness has not been observed prior to 09.12.04, snow—ice
melt is probably not the only contributor. Finally, one
could argue that snow ice is also present at sampling days
4-7 (Fig. 5) and that no sign of infiltration of brines with
lower 0'®0 is seen there (Fig. 6E and F). As we have seen,
brine dynamics has undergone major changes halfway
through the experiment and the initiation of brine stratifica-
tion would have hampered downwards infiltration of snow
ice-melt, making sampling day 09.12.04 a singular case.

Of particular importance, from a biogeochemical per-
spective, is the actual process of brine migration. Brine
convection or sea-water/snow-slush invasion from the
surface layer (a first step towards flooding) will favor
nutrient replenishment and potentially boost the develop-
ment of the surface and/or internal microbial community.
Internal melting of channel walls will, on the contrary,
dilute nutrients and eventually destroy algae anchoring
sites. Nutrients records, as illustrated for dissolved silica in
Fig. 9, did not indicate replenishment during the first half
of the observation period (29.11.04, black symbols;
04.12.04, dark blue symbols). Apart from those in the
skeletal layer (samples shown with crosses in Fig. 9A), all
data points were below the conservative sea-water dilution
curve (Fig. 9A), with a clear trend of decreasing
concentrations between 29.11.04 and 04.12.04 (Fig. 9B).
Only at sampling day 09.12.04 was the concentration
slightly higher in the upper half of the ice cover, probably
reflecting the surface slush infiltration, without, however,
recovering the sea-water dilution curve silica concentration
within the brine. This example, and the behavior of a suite
of other variables (including other nutrients) that will be
described elsewhere, suggest that brine drainage (as
opposed to brine convection with sea-water upwards
movement within the sea-ice cover) was the dominant
process of desalination in the early stages of decay. Since
no obvious flooding occurred on site (before and apart
from the local event on 09.12.04) and the freeboard was
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Fig. 9. Evolution of the dissolved silica concentration in all ice cores for
the ISPOL time series: (A) samples position vs. conservative dilution
curves of sea-water, (B) depth profiles in ice and underlying water. Each
dilution curve describes the theoretical evolution of the Si concentration in
sea-water when it is progressively diluted by melting pure ice. To draw the
dilution lines, the mean Si value of the underlying water has been used at
each sampling occurrence. If Si behaves conservatively, bulk ice samples
should lie on the dilution curve. Any consumption process (such as
biological uptake of nutrients) would bring the bulk ice samples below the
dilution curve and vice versa. Note the dominant pattern of substantial
undersaturation, apart for the ice-water interface samples (crosses).

positive (+5 to +3cm in the first half of the period), one
has to attribute the brine drainage process to the slight
hydraulic head that must have resulted from increased
melting in the surface layers above the freeboard.

As brine salinity dropped below the sea-water value,
stratification of the brine network occurred, and solute
exchange should now be mainly controlled by molecular
diffusion along concentration gradients, especially as the
freeboard level was getting close to zero. Fig. 10 shows a
clear trend of decreasing salinity in the surface sea-waters,
and, if this is attributable to exchange with the regional
decaying sea ice drifting north, the dilution must have
resulted from basal or lateral melting of the sea-ice cover
(eventually increased in areas of brash and floe/lead
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edges—see, €.g., 25.12.04 at interface and 1 m depth), since
no further desalination is observed in the mean ice-core
salinity record. This melting process resulted in the
observed diminishing trend of the sea-ice thickness
(Fig. 7). Finally, textural observations (Fig. 5B) indicate
that superimposed ice formation started in the second half
of the study period, as melting surface snow infiltrated and
refroze at the top of the more saline and colder granular
ice. This process is also of interest from a biogeochemical
perspective, because it will impede gas exchange with the
atmosphere, by giving rise to an impermeable layer of
superimposed ice. A pause in the downward flux of CO,
into the ice was observed on the site for the last two
sampling days whereas breaking the existing superimposed
ice crust immediately re-established the flux (Delille and
Tison, unpubl. data).

5. Conclusions

Regular five-day sampling of the main physico-chemical
properties of an unflooded 90-cm-thick first-year sea-ice
cover at ISPOL during spring/early summer 2004 has
provided insights into the changing character of sea ice
during the summer decay season, and the processes
involved. Progressive melting occurs both in the top layers
and at the ice—ocean interface. In the first case, internal
melting largely dominates resulting in a strong increase of
the ice porosity, while interface melting dominates in the
latter.

In the early stages of decay, brine salinity in the upper
layers is higher than sea-water resulting in density
instability. This favors downward brine migration, as
attested by the steady decrease of the mean bulk-ice
salinity. Bulk-ice salinity depth profiles and brine salinity
measurements during the first three sampling days
clearly showed downward salt transfer, with replacement
by fresher brine in the upper layers. The driver of the brine

migration was likely brine drainage under the hydraulic
head resulting from increased melting in the upper sea-ice
layers, as well as enhanced horizontal and vertical brine
transfer favored by the large porosity. Closer to the ridged
areas, local events of downward slush infiltration were
detected, although there were no signs of flooding at the
surface, suggesting sub-surface transfer occurs through the
building up of a “honeycomb-like” structure (Haas et al.,
2001). Convection processes involving the underlying sea-
water were less likely, as indicated by the 6'%0 values of the
brine and because nutrient replenishment of the internal
layers was not observed.

Further surface and internal melting leads to brine
salinity that is lower than sea-water throughout the sea-ice
cover, which stratifies the brine medium and ends the
drainage process, limiting the exchange of solutes via
molecular diffusion. As a result, and since the freeboard is
close to zero (and therefore strongly limiting the potential
for an efficient hydraulic head), the bulk ice salinity and the
salinity profiles stabilized. The contribution of sea-ice
melting to the underlying sea-water is then mainly limited
to the ice—ocean interface.

In a way, this second phase of internal sea-ice cover
decay is a preliminary stage of the more extensive case of
melt ponds conditions in the Arctic.

This overall process of decay, in the (near) absence of
flooding, is of utmost importance for the ice biogeochem-
ical evolution since it would limit nutrient replenishment
and compromise brine channel wall stability, therefore
impeding the development of surface and internal algal
communities. The situation is likely to be very different in
areas where a thicker snow cover would favor flooding
by depressing the freeboard to below sea-water level
(i.e. negative freeboard). The observation of an infiltration
event at sampling day 09.12.04 suggests that, if flooding
occurred during this early summer stage in the evolution of
the sea ice, it would mainly result from lateral sources,
rather than bottom-up water transfer. The latter case
would indeed be restricted to the cases where ice
submergence from snow fall events or bottom melting
would induce upward brine/water movement by the
amount of submergence.

The switch from a brine drainage to a diffusion
controlled transfer of solutes within the ice column,
together with the late build-up of a continuous super-
imposed ice layer, should also considerably affect gas
exchange in this generally highly porous medium, but this
is outside the scope of the present paper.

Although the thickness of the snow cover and local
meteorological conditions will undoubtedly control the
timing of the decay process and the potential for flooding,
we believe that the processes described here should apply to
a large number of other locations around Antarctica since
more than 80% of the Antarctic sea ice cover is made of
level first-year pack ice. It is, however, clear that future
work should focus on both the effects of flooding and the
evolution of multiyear floes. Increased surface and internal
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melting as summer progresses should further reduce brine
and bulk ice salinity profiles. Should the ice survive the
summer, the resulting second-year ice would display low
salinity “I”’-shaped profiles, as documented by FEicken
(1992) in the Weddell Sea or Remy et al. (in press) in
McMurdo Sound during the B-15 iceberg stranding event.
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