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Zusammenfassung

Ein  wesentliches  Merkmal  von  Permafrostlandschaften  ist  die  Oberflächenstrukturierung  durch 

Frostbodenformen,  wie z.B. Polygone, Kreise, Streifen oder Thermokarstseen. Die Bildung dieser 

Formen wird in erster Linie durch das Klima bestimmt, das eine Vielzahl kryopedogener Prozesse 

zur Folge hat. Weitere Faktoren sind Bodeneigenschaften, die Verfügbarkeit von Wasser, Zeit und 

Topografie.  Die  Ziele  dieser  Arbeit  sind  (i)  die  Prozesse  in  den  Strukturen  und zwischen den 

Strukturen  und  der  Atmosphäre  zu  bestimmen  und  (ii)  ihren  Einfluss  auf  unterschiedlichen 

(räumlichen  und  zeitlichen)  Skalen  von  Zentimetern  bis  Kilometern  zu  bestimmen. 

Hochauflösende,  mehrjährige  Datensätze  von  drei  unterschiedlichen  arktischen  von Permafrost 

geprägten  Standorten  werden  detailliert  untersucht:  Sibirien  (Lena  Delta),  Spitzbergen  (Ny-

Ålesund)  und  Alaska  (North  Slope).  Diese  drei  Standorte  unterscheiden  sich  in  ihrer 

Vereisungsgeschichte, ihrem vergangenen und zur Zeit herrschenden Klima, ihrer Topografie, und 

ihren Eigenschaften  an  der Oberfläche  und  im Untergrund.  Permafroststrukturen  mit 

unterschiedlichen  Größen  liegen  an  allen  drei  Standorten  vor:  nicht  sortierte  Feinerdekreise 

(Spitsbergen),  Polygone  und  Thermokarstseen  (Sibirien)  und  „water  tracks“  (Alaska).  Die 

hydrologischen,  thermischen  und geochemischen Transportprozesse  werden mit  experimentellen 

Daten untersucht und weiterhin mit ein- und zwei-dimensionalen Modellen simuliert. Während des 

Sommers  sind die Unterschiede zwischen den Standorten in den Energiebilanzen (sensibler und 

latenter Wärmestrom, Bodenwärmefluss) klein. Die Wasserbilanz dagegen variiert stark zwischen 

den Standorten und wird in erster Linie durch die Menge und zeitliche Abfolge des Niederschlags 

(Schnee und Regen) bestimmt.  An allen Standorten beeinflussen die Strukturen maßgeblich die 

Wasser- und Energieflüsse. An dem Spitsbergen-Standort führen kleinräumige Unterschiede in der 

Oberfläche und in  den Bodeneigenschaften  zur Bildung und Erhaltung von Unterschieden,  z.B. 

einer  tieferen  Auftautiefe  im  Zentrum  des  Feinerdekreises.  In  größeren  Strukturen,  z.B.  den 

polygonalen Tümpeln in Sibirien, erfolgt durch die frei werdende Wärme während des winterlichen 

Rückfrierens  eine  Änderung  der  Oberflächentemperatur.  In  den  kleinen,  hydrologischen 

Einzugsgebieten in Alaska und Sibirien wird der Wasserspeicher und Abfluss weitgehend durch 

Topografie und Strukturen, „water tracks“ und Polygone beeinflusst. Um Änderungen des Energie- 

und  Wasserhaushaltes  arktischer  Landschaften  vorherzusagen, sind  daher  Landschaftsmodelle 

notwendig,  die Schlüsselprozesse,  hauptsächlich Tauen und Transport  („Routing“) des Wassers, 

korrekt wiedergeben.





Summary

A specific characteristic of permafrost landscapes is the occurrence of patterned ground, such as 

polygons, circles, stripes, and thermokarst lakes. The formation of these patterns through periglacial 

processes  is  primarily  determined  by  the  climate  as  one  factor,  but  soil  characteristics  and 

availability of water,  time (duration of formation)  and topography are others.  The goals of this 

project are to (i) to determine which processes in and across the ground-atmosphere surfaces are 

significant and (ii) investigate their relative importance on scales from centimetres to hundreds of 

kilometres.  Three contrasting arctic  permafrost  sites are  studied in  detail:  Siberia (Lena Delta), 

Spitsbergen (Ny-Ålesund) and Alaska (North Slope). These sites differ in their history (glaciation 

record),  past  and  current  climate,  topography,  surface  and subsurface  characteristics.  Patterned 

ground is dominant at all three sites at varying scales from meters to kilometres: non sorted circles 

(Spitsbergen), polygons and thermokarst lakes (Siberia) and water tracks (Alaska). The hydrologic, 

thermal and solute dynamic processes are analysed using experimental data of these fluxes as well 

as one and two dimensional modelling.  It is found that, differences between the sites in radiative, 

atmospheric fluxes and ground heat fluxes are relatively small  during the summer. The summer 

water  budget,  however,  varies  significantly  between  the  sites  and  depends  largely  on  the 

precipitation (snow/rain) input and timing. At all sites, patterned ground exerts a major influence on 

the heat and water budget. At the Spitsbergen site, small scale differences in surface and subsurface 

heat budget induce and maintain small scale differences such as greater thaw depths underneath the 

centre of a mud boil. On a larger unit, such as polygonal pond in Siberia, the heat release during fall 

freeze-back affects  the surface  temperature.  At  the watershed scale  (Alaska,  Siberia)  the water 

storage and runoff depends on topography and patterned ground features, such as water tracks and 

polygonal ponds and lakes. Thus, predicting changes in surface energy and water budget requires 

landscapes  models  where  key  processes,  mainly  thawing  and  routing  of  water,  are  accurately 

predicted.
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1.1 Introducing the research- state of the art on 

permafrost

Significance of permafrost and patterned ground as indicators of past and current conditions

Permafrost is defined as ground that remains below 0°C for at least two consecutive years (Brown 

et al., 1997). Permafrost may be comprised of bedrock, sediment, soils, or organic materials, and 

may or may not contain liquid water and ground ice. Its distribution, temperature and extent depend 

on  past  (for  example  glaciation  periods)  and  current  environmental  conditions  (surface  and 

subsurface energy balance). For example, the deepest permafrost with depths of about 1600 m in 

Central Yakutia is the result of past and present cold climates with no indication of glaciation.  

A typical feature of permafrost landscapes is that they are heterogeneously structured, with both 

large-scale elements,  such as thermokarst  lakes,  as well  as small-scale elements  such as circles 

(Figure 1).  Patterned ground features  result  from the interplay between a  variety  of periglacial 

processes,  dominated  mainly  by  climate,  and  operating  in  polar,  subpolar  and  alpine  areas. 

Periglacial processes include freezing/thawing, frost heave and sorting, physical volume changes, 

migration of water as a result of gradients (matric potential, temperature, vapour pressure, solutes 

concentrations) and mechanical mixing through cryoturbation and cracking. These processes are 

highly complex  and patterned  ground is  usually  the combination  of  many individual  processes 

(Washburn, 1979a). 

For example, cryoturbation mobilizes soil carbon up and downward. Tarnocai et al. (2009) and Ping 

et al.  (2008) show that non-sorted circles in permafrost soils are the main mechanism of carbon 

sequestration in the Alaskan tundra. In Finnish wetlands, peat circles are the landform-feature that 

emits the highest N2O fluxes to the atmosphere (Repo  et al., 2009). In Siberia, the highest CH4 

fluxes are measured in the Yedoma thermokarst lakes (Walter et al., 2006). Ice wedge polygon and 

thermokarst lakes increase surface storage in watersheds with low topographic gradients and thus 

affect carbon discharge (Kane  et al., 2003) and vertical  fluxes (Rouse  et al., 2005; Krinner and 

Boike, 2010). Nonetheless, our understanding of how patterned ground features are formed in time 

and space and, in turn, what their role has been and is, in regulating lateral and horizontal fluxes, is 

still evolving. 

10



Figure 1: Examples of permafrost patterned ground photographed at various sites. The 
     size of the patterns is increasing from meters (top row) to several hundreds of 
     meters (bottom row). A: circles (Galbraith Lake, North Slope, Alaska); B, C: 
     circles and polygons (Brøgger peninsula, Spitsbergen); D: circles and      
     polygons (Howe Island, Alaska); E: circles and polygons; F: thermokarst 
     lake; G: pingo (all Seward Peninsula, Alaska); H: polygons and ground ice, 
     exposed from erosion (Lena Delta, Siberia).
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It is clear that patterned ground activity varies over glacial cycle time scales and has the potential to 

provide feedback to climate cycles. While patterned ground features are a result of both past and 

current  environmental  conditions,  observations  of  their  phenomenology  will  also  be  direct 

indicators of changes over times scales from seasons to millennia (Figure 2).

Since  these  features  are  a  function  of  current  environmental  conditions,  the  analysis  of  their 

phenomenology and the dynamic processes that form them can be used to deduce clues of past and 

future climate and environmental conditions (Romanovskii, 1996; Washburn, 1979b). For example, 

during cold climate periods in the past  two million years,  ice wedge networks formed at  lower 

altitudes on most continents (Black, 1976). Today these are still visible as relic troughs and ridges 

from  these  thawed  ice  bodies.  In  landscapes  underlain  by  permafrost,  where  the  topographic 

gradient is low (approximately 5-10 % of the Earth’s land surface) these landforms play a dominant 

role in determining surface morphology, drainage and patterns of vegetation (French, 1996). 

Figure 2: Example of drastic landscape changes caused by thaw of permafrost (thermokarst) 
     on Alaska’s North Slope during August 2004. A: helicopter aerial picture (courtesy 
     by L. Hinzman), B.-E. ground based pictures. It is not clear what caused the thaw 
     and subsequent collapse of the surface, which was followed by retrogressive  
     erosion of the stream. On a short term, the sediment and solute transport was   
     significantly enhanced into nearby Toolik lake (~ 10 km north) affecting fish   
     habitat (Bowden et al., 2008). On a long term, the landscape surface and drainage 
     characteristics changed.
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About  25 % of  the  land surface  area  of  the northern  hemisphere  is  covered  by permafrost.  In 

agreement with currently observed climate warming, measurements and modelling show a general 

warming trend for the upper permafrost layers in many arctic regions. The decrease in thickness and 

reduction in the areal extent of permafrost in response to natural and anthropogenic variability will 

ultimately modify the character and function of arctic landscapes. Rowland  et al. (2010) suggest 

that arctic landscapes are particularly sensitive to perturbations and respond rapidly. Examples of 

landscape  responses  include  land  subsidence  due  to  thaw of  frozen  ground  (Liu  et  al.,  2010; 

Overduin and Kane, 2006), increased coastal and river bank erosion at some sites in Alaska (Jones 

et al., 2009), but not at others in Canada and Siberia (Lantuit and Pollard, 2008), shrinking and 

expansion of freshwater bodies and channel networks (Smith  et al., 2005a; Toniolo  et al., 2009), 

increased hillslope soil erosion and landslides (eg., Gooseff  et al., 2009) as well as thermokarst 

processes (Jorgenson et al., 2006).  

Permafrost physical characteristics and linkage to the carbon cycle

In  the  past,  large-scale  modelling  studies  greatly  overestimated  the  extent  of  near-surface 

permafrost reduction expected in 2100, revealing a broad misconception. For example, Lawrence 

and  Slater  (2005)  overestimate  the  geographic  extent  by  60  to  90  %.  These  modelling  results 

initiated a still ongoing discussion of the correct parameterization of permafrost in small and larger 

scale models (i.e. Lawrence et al., 2008; Langer et al., 2010a).  

Spatially distributed modelling with more spatial detail by Romanovsky et al. (2008) predict that 

current  warm permafrost  (where  warm  is  defined  as  having  mean  annual  ground  temperature 

(MAGT) currently between 0 and -2.5°C) will be thawing by 2100. If true, thawing will affect the 

extent of almost half of the current permafrost in the Northern Hemisphere. The ongoing discussion 

on the degradation of permafrost has now reached a wide scientific, public and political audience 

since consequences are expected locally (i.e. infrastructure) and regionally (i.e. water supply), and 

also globally due to green house gas (GHG) emissions. Trenberth (2010) highlights the need to 

include feedback mechanisms, such as GHG-emissions from reduced permafrost areas, in climate 

models for the next Intergovernmental Panel on Climate Change (IPCC) assessment. Changes in 

carbon cycling (for example mobilization of old, formerly protected soil carbon pools) or changes 

in surface energy partitioning (Chapin et al., 2005) are expected to be nonlinear. According to this 

school of thought, when thresholds in a system are reached, subsequent, incremental changes can 

produce  extreme  effects.  However,  in  these  so  called  ‘tipping  elements’  in  the  earth’s  climate 

system,  where a small  change in the control parameters  can have large consequences  for some 
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system variable(s), permafrost is not yet included (Lenton et al., 2008). This is due to limitations in 

existing  models  (e.g.,  Lawrence  and  Slater,  2005)  and  process  understanding  (carbon  stocks, 

cycling and feedbacks) which makes it highly uncertain if the permafrost’s behaviour is non linear. 

Doomsday scenarios such as winter CH4 emission (Mastepanov et al., 2008), extensive thawing of 

permafrost carbon stocks accelerated by soil microbial processes (Khvorostyanov et al., 2008) and 

bubbling  of  lakes  (Walter  et  al.,  2006)  have  been  popular  in  the  media  and clearly,  scientific 

investigations are required to put these findings in perspective (Kerr, 2010). 

Publications have emphasized the role of permafrost as a crucial factor affecting carbon availability 

within the global carbon budget. Thawing of permafrost has the potential to release large carbon 

reservoirs (e.g., Schuur et al., 2008). However, the sensitivity of the carbon cycle of the Arctic of 

the 21st century is highly uncertain (McGuire et al., 2009). This is due to our limited knowledge of 

the large Arctic area in general, as well as small scale variability, and the complexity of processes. 

Furthermore, non-standardised field methods and non-standardised upscaling methods (for example 

using using 1 or 3 m soil depth for carbon storage estimates) compromise comparability of field 

results  between sites  and among researchers studying the same sites.  For example,  two studies 

conducted in the same area, the Thule peninsula in Greenland, reported soil organic content that 

varied widely between 4.3 Tg (Burnham and Sletten, 2010) and 18.4 Tg (Tarnocai et al., 2009). For 

the North American Arctic, Ping et al., 2008 estimate the carbon storage to be 98.2 Pg. Burnham 

and Sletten (2010) calculate 12 Pg for the high Arctic. The results are limited datasets and wide 

discrepancies  in  estimated  parameters.  Still,  the  contributions  from arctic  permafrost  areas  are 

considerable when compared with global carbon estimates for the upper 1 meter of soil of 1,462 to 

2,344 Pg (Batjes, 1996; Denman et al., 2007). The estimates of the total permafrost carbon pool are 

variable due to sampling location and interpolation method: 495 Pg (only top meter of soil), 1024 

Pg (upper three meters) and an additional 648 Pg for deeper carbon stored in Yedoma (Pleistocene 

formed, carbon-rich sediments) and alluvial deposits (Tarnocai et al., 2009).

Ideally, feedback mechanisms could be incorporated into future computer models used to estimate 

climate change. However, this would require i) accurate estimates of state variables  such as soil 

organic carbon, thermal and hydraulic conductivities and ii) upscaled data on these state variables 

both vertically and horizontally (Ciais, 2010), as well as iii) an understanding of the key physical 

processes  in  permafrost  and  iv)  an  understanding  of  the  interaction  and feedback  mechanisms 

between permafrost and climate. As Wania et al. (2009a,b) state, a major uncertainty in models is 

the prediction  of  regional  and local  hydrological  processes as  a result  of  permafrost  thaw.  For 
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example,  degradation  of  permafrost  with  subsequent  formation  of  ponds  and lakes  (wetting  of 

surface) may result in enhanced CH4 production. On the other hand, the presence of an efficient 

drainage network may result in drier conditions and thus increased CO2 fluxes as a consequence of 

permafrost decomposition (Wania et al., 2009b). 

Predicting the sensitivity of permafrost to climate warming is furthermore complicated by changes 

in complex interactions between the hydrology, soil thermal regimes, and vegetation, which can 

lead to both positive and negative feedbacks to permafrost. For example, the growth of shrubs on 

tundra can work to “preserve” permafrost by reducing the mean annual permafrost temperature by 

several  degrees (i.e.  Blok  et al.,  2010). In a warming climate,  enhanced shrub growth,  such as 

observed in Alaska (Sturm et al., 2001; Tape et al., 2006) may counteract the effect of warming. 

Overall, changes in land cover such as vegetation type and distribution, or the areal extent of water 

bodies and drainage systems, will affect  the vertical  and horizontal  fluxes of water, energy and 

matter. The hydrologic and thermal regimes are dynamically coupled and interact to such an extent 

that  neither  can  be  fully  understood  without  considering  the  other.  Clearly,  simultaneous 

measurements  of the surface energy balance are required (Chapin  et al.,  2005; Hinzman  et al., 

1996). 

Implementing  a  potential  feed-back mechanism by GHG-emission  from warming permafrost  in 

regional and global models requires a correct parameterization of a sufficient and critical  set of 

thermal and hydrologic processes and parameters, such as snow and soil thermal properties. The 

surface  wetness  is  determined by the  hydrologic  budget  which  depends on parameters  such as 

precipitation  (snow  and  rainfall),  snowmelt,  damming  of  snowmelt  runoff  by  the  snowpack, 

infiltration  and  storage  in  the  substrate,  evaporation,  transpiration,  and  runoff  (Woo,  1986). 

Furthermore, knowledge of the permafrost geomorphic landforms and their function in terms of 

water storage and pathways is required. Although these processes act on a local scale, they have 

effects on the regional surface energy and water balance, such as infilling of new thermokarst lakes 

observed in Central Yakutia (Boike et al., 2010).

1.1.1. Introduction to the habilitation thesis

This thesis represents a summary of selected research results obtained during the period from 1998 

to 2010. Field data was collected by me or I supervised the data collection during months of field 
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expeditions in Siberia and Spitsbergen. Additionally, I was a guest scientist in Alaska between 2000 

and 2003, which permitted research at Alaskan sites and access to existing data. Since 2006, and the 

start  of  my association  with  the  Helmholtz  University  Junior  Research  Group,  I  have  had  the 

opportunity to investigate research ideas that were originally born when the field sites were first 

instrumented. 

The focus of this habilitation is on heat and water transport processes that take place  at various 

scales  and  sites  across  the  Arctic.  The  thesis  includes  field  and  modelling  studies  from three 

permafrost sites to study energy and water fluxes between (i) small-scale spatial features and their 

short-term (diurnal, seasonal, annual, wet/dry) variability and ii) features and processes at the larger 

scale, both spatially and temporally (Figure 3). 

The organization of the chapters in this thesis mimics the theme of scale; small-scale processes, and 

processes that occur under short timeframes and locally, up to a watershed scale, are considered in 

Chapters 2 and 3. Thereafter, Chapters 4 and 5 consider methods and models of studying processes 

at large scales – regional areas and timeframes of decades or longer.

Specifically the following aspects are addressed:

1. Development  of  a  quantitative  process  understanding  by identification  of  key  processes 

determining seasonal and annual energy and water balances and the factors that affect these 

processes at the three study sites. This includes:

• winter energy balance, importance of snow cover formation and ablation (Chapter 2.1), 

annual surface energy budget (2.2); Spitsbergen

• climatology, summer energy and water budget between dry and wet year (Chapter 2.3) 

and annually (Chapters 2.4 & 2.5); Siberia

• climatology, measuring and spatial distributed modelling of water budget components 

(Chapter 2.6); Alaska

• comparison of snow ablation processes at all three sites (Chapter 2.7)

2. Elucidation of the relationships between thermal and hydrologic processes and patterned  

ground. This includes processes that are affected by, or occur in patterned ground):

• spatial,  thermal,  hydrologic  and  solute  characteristics  of  a  mud  boil  (Chapter  3.1); 

Spitsbergen
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• quantifying ground thermal processes in a mud boil (Chapter 3.2); Spitsbergen

• importance of ice wedge polygonal network for hydrologic processes subsurface flow 

(Chapter 2.3.) and atmospheric heat fluxes (Chapter 2.4); Siberia

• influence of water tracks upon discharge (Chapter 2.6); Alaska

3. Development  of  tools  and techniques  for  mapping  and quantifying  permafrost  patterns  

using remote sensing:

• application  of  kite  aerial  photography  for  surface  classification  (Chapter  3.1)  and 

balloon/helicopter aerial photography for digital elevation model construction (Chapter 

3.2) 

• geometrical functions for quantification of permafrost patterned ground (Chapter 3.3)

4. Elucidation of how patterned ground affects transport processes of heat and water on a very 

large scale:

• modelling  the effect  of disappearance of high latitude  surface waters during the 21st 

century (Chapter 4.1)

Figure 3: The range of temporal and spatial scales addressed in this thesis; the first   
     publication (Boike et al., 2003; Chapter 2.1) covers diurnal to seasonal time scales, 
     and spatial scales of meters to tens of meters, whereas the last publication (Krinner 
     and Boike, 2010, Chapter 5.1) considers time scales of decades to centuries and 
     spatial scales of hundreds of meters to kilometres or larger.
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Through this “step ladder approach” and checking if the model replicates the key processes charac-

teristics at each scale, larger spatial and temporal domains are explored. The outcome from (1) to 

(4) is synthesized in the conclusion section with the overall goal for a unified view of key processes 

and parameters that needs to be considered for future earth system observation and modelling.
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1.2. Synopsis 

1.2.1. Description of the study sites (Siberia, Alaska and Spitsbergen)

Climate conditions and surface characteristics

All three sites are located in zones of continuous permafrost (Figure 4), but they span very different 

ecosystems across the pan Arctic. The Siberian site has the most continental climate (coldest winter 

air temperature and least precipitation), coldest and deepest permafrost,  while Spitsbergen has a 

mild, maritime winter climate (due to the influence of the Atlantic current) and warmest and most 

shallow permafrost. The winter at the Alaskan site is colder than at the Spitsbergen site, but not as 

cold  as  in  central  Siberia.  According  to  the  CAVM Team classification  (2003),  three  different 

bioclimatic  and vegetation  zones  are  covered:  (i)  sedge,  moss,  dwarf-shrub dominated  wetland 

(Siberia), (ii) dry, patchy prostrate-shrub tundra (Spitsbergen) and (iii) moist graminoid, tussock-

sedge, dwarf-shrub tundra. These sites represent  in-situ laboratories for studying current and past 

processes  over  a  range  of  typical  arctic  regions  with  different  (thermal)  histories  and  varying 

climate  conditions. The  similarities  and  differences  in  parameters  such  as  climate,  topography, 

parent material, geology and history) provide a unique opportunity to investigate the significance of 

these parameters on a range of spatial and temporal scales. 

The Siberia site

The  Lena  Delta,  located  in  Northern  Yakutia,  is  one  of  the  largest  arctic  deltas  and  Eurasian 

watersheds (2.430.000 km2):  about 30 km3 of  discharge drain every year  into the arctic  Ocean. 

Observations  of  substantial  increases  in  the  Lena  River  discharge  have  inspired  a  number  of 

publications with controversial statements explaining the cause of the increases. These include, for 

example permafrost  thaw (McClelland  et al.,  2004), and positive anomalies in late winter snow 

equivalent (Rawlins et al., 2009a,b). While others (Shiklomanov et al., 2007) have postulated that 

there is no agreement between cold season precipitation and maximum discharge.
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The Siberian study site is located at Samoylov, one of the 1500 islands composing the Lena Delta 

and has been instrumented since 1998. The island is located in one of the main river channels in the 

southern part of the delta (72°22'N, 126°28'E).  Siberia was not glaciated during the Pleistocene. 

Continuous permafrost underlies the area to about 400 to 600 m below surface. This area has some 

of the most extreme climate conditions, displaying very cold air temperature and low precipitation 

records  (Table  1).  On the  island,  strong winds  redistribute  snow, resulting  in  bare  surfaces  on 

polygonal apices and snow-filled polygonal centers with up to 43 cm of snow. Strong winds lead to 

aeolian sedimentation of sands. Permafrost temperature is coldest in comparison to the other sites 

(mean annual top of permafrost temperature is about -9°C), with a large annual amplitude (Figure 

5).  The  surface  is  characterized  by  low-centered  polygonal  patterned  ground  on  peatish  sand 

deposits of an ancient delta flood plain. The dominant types of patterned ground are (low-centered) 

ice wedge polygonal networks and thermokarst lakes (Figure 6). 

Figure 4: Circum-polar permafrost distribution and classification in   
     continuous, discontinuous, sporadic and isolated     
     permafrost from Brown et al. (1997). The three arctic field sites 
     in Siberia, Spitsbergen and Alaska are highlighted. 
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The sandy material at the Siberian site is prone to deep infiltration, and the observed large thermal 

gradient promotes ice wedge growth though the refreeze of snow melt water. The micro-topography 

of  the  ice  wedge formation  leads  to  its  further  development  by water  transport  from the  apex 

towards the site of wedge growth. 

The Spitsbergen site

In  Europe,  arctic  permafrost  exists  in  northern  Scandinavia  and  in  the  non-glaciated  areas  of 

Greenland and Svalbard.  The island of Svalbard was glaciated several  times during Quaternary 

Period and is currently largely covered by ice sheets and glaciers. Since 1960, a significant warming 

of  air  temperatures  has  been  detected,  which  is  generally  attributed  to  changes  in  circulation 

patterns  (Hanssen-Bauer  and  Førland,  1998).  Warmer  air  temperatures  are  also  reflected  in 

enhanced warming of permafrost as measured in boreholes (Isaksen et al., 2001, 2007). Continuous 

permafrost in this region underlies coastal areas to depths of about 100 m and mountainous areas to 

depths  greater  than  500  m.  The  North  Atlantic  Current  warms  this  area  to  an  average  air 

temperatures of about –13 and 5°C in January and July, respectively, and provides about 400 mm of 

precipitation  annually,  falling  mostly  as  snow  between  September  and  May.  Permafrost 

temperatures are warmest compared to the other two  sites with a mean annual top of permafrost 

Figure 5: Mean, maximum, minimum permafrost temperatures recorded in boreholes at the 
     Spitsbergen (A), Siberia (B) and Alaska (C) sites. The same depth and temperature 
     scales are used to demonstrate the differences in warm (Spitsbergen) and cold 
     (Siberia) permafrost. Different penetration depths are due to different thermal 
     properties (diffusivity) and total water content. Analysis based on August 2009- 
     August 2010 (Spitsbergen), August 2007- August 2008 (Siberia) and February 
     2006 - February 2007 (Alaska). Data for the Alaska site courtesy of L. Hinzman     
     (Hinzman et al., 2008).
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temperature of about -2°C (Figure 5).

The Spitsbergen site is located on the Brøgger peninsula, in the Bayelva catchment, about 2 km 

from the village of Ny-Ålesund (78°55'N, 11°50'E). The site was chosen, because there is very little 

disturbance of the natural environment by the village. For example, the onset of snow melt in the 

village is about 2 weeks prior to snowmelt observed at the study site. The research site is bordered 

by inland glaciers (Brøggerbreen) and mountains and is about 1 km from the arctic Ocean (Figure 

6). Sparse vegetation alternates with exposed soil and rock fields, and permafrost features, such as 

mud boils and sorted circles, are found in many parts of the study area. 

The study site is located at about 25 m above mean sea level, on top of a small hill. The dominant 

patterned ground at the study site is non-sorted circles (Figure 6) which were formed after the last 

glacial  period.  The  bare  soil  circle  centres  are  about  1  m  in  diameter  and  are  surrounded  by 

vegetated borders consisting of a mixture of low vascular plants, mosses and lichens. The silty clay 

soil has a high mineral content, while the organic content is low, with volumetric organic fractions 

below 10 % (Chapter 3.1). Instrumentation started in 1998 and included automated weather and soil 

stations. Instrumentation has been augmented with micrometeorological stations (eddy covariance) 

and spatially distributed temperature sensors in soil and deeper permafrost. 

The Alaska site

Imnavait Creek (68°37'N, 149°19'W) and Ivotuk (68°29'N, 155°44'W) are both located north of the 

Brooks Range on the North Slope of Alaska. The Imnavait Creek watershed is a small watershed at 

the headwaters of the Kuparuk River Basin (KRB), which flows northward into the arctic Ocean. 

The area was glaciated during the Pleistocene and is underlain by continuous permafrost, about 250 

- 300 m deep (Osterkamp and Payne, 1981). Near-surface air temperatures have warmed by about 

2°C over the past 20 years (Chapman and Walsh, 1993; Serreze et al., 2000). In response to this and 

to recent increases in snow depth, significant increases in permafrost temperatures in the area have 

been reported: up to 1.5°C at a 20 m depth over a period of 15 years (Osterkamp, 2007; Stieglitz et  

al., 2003; Hinzman  et al., 2005). Current mean annual air temperatures are about -7.4°C, with a 

range from -17°C in January to 9.4°C in July.

The mineral soils are wet, poorly-drained silt loams with a high organic content, containing many 

glacial erratic of various sizes. The soils are covered by a peaty layer. The vegetation is  mostly 

tussock sedges and mosses, but there are also lichens and shrubs such as willows, alder and dwarf 

birch. “Water tracks”, shrubby corridors with a width of ~2 m and spacing between ~10-20 m, are a 

dominant  patterned  ground feature  effectively  routing  surface  water  down slope  (Figure  6).  A 
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continuous record of meteorological, hydrological, and soil data from the Imnavait watershed site 

since 1985 is available online (http://ine.uaf.edu/werc/projects/NorthSlope/imnavait/imnavait.html). 

Imnavait Creek is a so- called beaded stream, meaning that the channel connects numerous small 

interspersed ponds. The ponds formed when massive ground ice melted due to some past thermal 

disturbance. These ponds are about 2 m deep and a few meters in length and width.
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Figure 6: Pictures of the study sites demonstrating the scale from the watershed scale (top 
     pictures) to the soil plot (bottom pictures). Imnavait catchment: A: aerial   
     mosaic with water tracks (white areas are mineral surfaces and road  
     construction areas). B: beaded stream, C: beaded stream pond, D: water track; 
     Bayelva catchment: A: view from Schetelig mountain towards Ny- Ålesund, B: 
     aerial view of fenced measuring site, C: fenced measuring plot, D: installed   
     circle; Samoylov Island: A: aerial mosaic, B: network of low centred polygons, 
     C: measurement site, D: installed soil profile in polygon. All nadir aerial   
     images are obtained using balloon or drone aerial photography.
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Overview of methods at the sites 

Data has been collected since 1998 at the Siberia and Spitsbergen sites and since 1985 in Alaska 

using automated weather and soil stations. During the months of April to September, expeditions 

with durations of weeks up to several months were conducted to maintain equipment, install new 

instruments and perform additional field experiments, such as sampling of soil, snow and water, 

mapping and surveying of landcover and measuring hydrologic budget components. A summary of 

field and analytical methods is provided in Table 2. 

Region Spitsbergen Alaska Siberia

Study site name Bayelva Imnavait Samoylov

Latitude 78°55'N 68°30'N 72°22'N

Longitude 11°50'E 149°15'W 126°28'E

Elevation [m] 25 900 10

Glacial history Repeated glaciations 
during Quaternary

Glaciated during 
Pleistocene

Not glaciated

Permafrost thickness [m] 100 300 500

Total precipitation [mm] 400 340 250

% rainfall of total precip. ~25 ~75 ~75

Mean annual air temp. [°C] -5.5 -7.4 -14.8

Mean January air temp. [°C] -13 -17 -33.9

Mean July air temp. [°C] 5 9.4 11.2

Average summer thaw depth 
[cm]

110 52 ** 49#

Mean annual top of 
permafrost temp. [°C]

-2.8 -3.4 -9.0

Microrelief/Patterned ground Non sorted circles Water tracks (tussocks, 
hummocks)

Ice wedge low-centered 
polygons

Vegetation classification
(CAVM Team, 2003)

Prostrate-shrub tundras
tundra with patchy 
vegetation: Prostrate 
shrubs < 5 cm tall (such as 
Dryas and Salix arctica), 
with graminoids forbs, 
lichens; dry

Graminoid tundra:
Tussock-sedge, dwarf-
shrub, moss tundra; 
dominated by tussock 
cottongrass, dwarf shrubs 
<40 cm; mosses are 
abundant; moist

Sedge, moss, dwarf-
shrub wetland
dominated by sedges, 
grasses, and mosses, but 
including dwarf shrubs 
< 40 cm tall; wetland

Soil type Not determined Histic Pergelic 
Cryaquepts

Typic Historthes, 
(center), Typic 
Aquiturbels (rim)

Soil material Silty clay, interspersed 
stones

Silt loams, high organic 
content, covered by peaty 
layer; glacial erratics

Sandy loams and sands 
with interspersed sand 
layers, peat

Snow covered season October-June September-May September-May

Range of end of winter snow 83-150 1-100 0-43
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depth [cm]

Pre melt bulk snow density 
[kg m-3]

350 239 250 (excluding ice 
layers)

Bulk melt density [kg m-3] 450 318 290

Snow characteristics Basal ice layer and several 
internal ice layers; depth 
hoar 

Depth hoar with several 
layers of blown snow 
over top

Several relict wind 
crusts with large amount 
of aeolian sediment, 2/3 
of snow are depth hoar 
(grain size > 3 mm), 
recent snow on top

** Source: http://www.udel.edu/Geography/calm/data/north.html
# 150 point grid across on polygonal tundra (18 x 27.5 m) measured since 2002

Table 1: Climate, history and surface characteristics of the three arctic study sites. In the text,    
   only the region names are used (Alaska, Spitsbergen, Siberia).

Automated  ground  stations  refer  to  temperature  and  volumetric  water  content  sensors  (Time 

Domain  Reflectometry;  TDR)  installed  at  a  point  in  the  ground,  snow  or  water  body.  These 

instruments are employed for quantifying fluxes at a small scale (centimetres). In contrast to TDR-

probes and temperature sensors in soil, atmospheric micrometeorological instruments average over 

a much larger area, depending on the choice of method and height of instruments. For example, 

stationary and mobile eddy covariance towers, installed at heights of 2-3 m integrate fluxes over a 

fetch  area  of  about  200-300  m.  The  micrometeorological  methods,  including  eddy  covariance 

towers are presented and discussed in Chapter 2.

To estimate the thickness and thermal state of the seasonally freezing and thawing active layer, of 

snow and of the deeper permafrost, numerical methods including heat conduction methods (Chapter 

2.2), and volume energy balance calculations (Chapter 2.1 and 2.3) are performed. The fluxes are 

balanced  as  atmospheric  budgets  together  with  measured  radiation  budgets  and ground flux  in 

various materials (snow, water, permafrost). In addition, hydrologic budget components including 

precipitation  (rain),  discharge  and  storage  changes  in  lakes  and  ponds  are  measured  directly 

(Chapter 2.3).
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Subject units Field 
instrumentation

Method Site Chapter Field data 
collection

Energy 
balance:
Qnet -Qh -Qe 

-Qg -Qm=  C

[W m-2] SP
SP
SIB
SIB

2.1
2.2
2.3
2.4, 2.5

1998-2001
2008-2009
1999, 2003
2007-2008

Qnet [W m-2] Radiation budget 
sensors

Radiation budget SIB
SP
SP
AK

2.3,2.4, 2.5
2.1
2.2
2.6

1998-2008
1998-2001
2008-2009
2001-2003

Qe [W m-2] Weather stations
Eddy covariance 
stations

Priestley Taylor
Eddy covariance
Priestley Taylor

SIB
SIB
AK

2.3
2.4, 2.5
2.7

1998-2001
2007-2008
2001-2003

Qh [W m-2] Weather stations
Eddy covariance 
stations

Remainder of energy 
balance
Aerodynamic profile
Eddy covariance

SIB

SP
SP

2.3

2.1
2.2

1999, 2003

1998-2001
2008-2009

Qg (snow, 
permafrost, 
water bodies)

[W m-2] Temperature and 
water content 
profiles

Calorimetric/volumetric
Calorimetric/volumetric
Calorimetric/volumetric
Conductive method
Conductive method

SIB
SIB
SP
SP
AK

2.3
2.4, 2.5
2.1
2.2
2.7

1999,2003
2007-2008
1998-2001
2008-2009
2001-2003

Qm [W m-2] Snow depth and 
density 

Change in field SWE/ 
snow heat flux (melt, 
refreeze)

Temp. index model

AK
AK
SIB
SP
AK

2.6
2.7
2.7
2.7
2.6

2001-2003
2000
1999
1999
2001-2003

Water 
balance:
P-ET-R= 
∆Storage

[mm] Direct water 
budget 
measurements; 
Field surveys

Spatial distributed 
hydrologic modelling

AK 2.6 2001-2003

2004, 2005
ET (= Qe) [mm] Weather stations Priestley Taylor AK 2.6 2001-2003

P [mm] Rain gauge;
Snow depth and 
density 

Precipitation (rain)
SWE (snow)

AK 2.6 2001-2003

R [mm] Discharge/stage Discharge AK 2.6 2001-2003

∆Storage [mm] Soil moisture 
profiles; 
Water level

Total soil water storage 
changes; residual of 
water balance
Spatial distributed 
hydrologic modelling

AK 2.6 2001-2003

∆Storage [mm] Water level
Dye tracer test

Storage 
Darcy’s law

SIB 2.3 1999, 2003

Soil thermal 
processes

[-] Temperature and 
water content 
profiles

Projection of temp. data 
using heat diffusion 
equation

SP 3.2

3.2

1998-2000

Soil thermal 
and 
geochemical 
processes

[-] Temperature, 
water content and 
bulk soil electrical 
conductivity 
profiles (TDR);
Soil water extracts

Soil water electrical 
conductivity modelling; 
Thermodynamic 
equilibrium modelling

SP 3.2 1999-2000

Snow thermal [-] Temperature and Snow volume energy SP 2.1, 2.7 1998-2001
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processes Water content 
profiles; snow 
physical profiles

Balance model AK
SIB

2.7
2.7

2000
1999

Land cover [-] Aerial 
photography 
(balloon, kite)

Supervised classification
Geometric analysis

AK
SIB
SP

4.1
2.4
4.3

2001
2006-2008
2008

Digital 
elevation 
model

[-] Aerial 
photography
(balloon, drone)

Photogrammetric
analysis

SIB
SP 

4.2
2.2

2007
2008

Table 2: Summary of field and analysis methods applied in this thesis. AK: Alaska, SIB:    
   Siberia, SP: Spitsbergen. Note: The notation for energy and water balance       
   components varies between individual chapters 2-5. Evapotranspiration in energy    
   budget calculations is termed Qe and in water budget models ET. Acronyms are    
   defined in section 1.4.
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1.2.2. Energy and water balance characteristics  of the study sites  (Siberia,   

Alaska and Spitsbergen)

A quantitative understanding of the processes underlying the thermal and hydraulic dynamics of 

permafrost soils is paramount to improving the parameterization of the soil-atmosphere interaction 

in climate models and especially if we wish to anticipate consequences of a changing atmospheric 

forces. In this section, the seasonal and annual energy and water balances of small-scale spatial 

features and their short-term (seasonal, annual, wet/dry) variability are analysed quantitatively.

1-dimensional thermal and hydrologic dynamics of a mud boil

Thermal dynamic of a mud boil is investigated using temperature and TDR probes installed in the 

centre and rim of a single mud boil at the Spitsbergen site (Figure 6 and Table 2). Detailed data 

profiles from the middle thermistor string are obtained from this instrumentation and are used for 

the analysis of the 1-dimensional thermal dynamics during the period September 1998 to October 

2000. It is found that four periods could be distinguished, based on the  analysis of temperature data 

(Chapter 3.2, Plate 2). During the cold period (i), the snow cover regulates the thermal and vapour 

exchange between soil and atmosphere. If the snow cover is thick, cooling of the soil is reduced. 

Excess  water,  produced  by  cooling  of  the  soil,  evaporates  at  intermediate  depths  and  vapour 

diffuses upwards towards colder layers of soil and possibly snow. When soil-surface temperatures 

increase at the end of winter, the soil’s liquid water and vapour content increase, consuming heat. 

The soil warms as a result of vapour migration to deeper, slightly colder layers and heat release via 

condensation and freezing. The warming period (ii) includes the warming, ripening and melting of 

the snow pack. This temperature increase causes a downward flux of vapour into colder soil layers. 

Furthermore, episodic infiltration of water from snowmelt and subsequent refreezing causes rapid 

warming of the soil. The  thaw period (iii)  comprises the progression of a thaw front where large 

amounts of heat are consumed. In the thawed soil, heat is produced below ~ 0.4 m by condensing 

water originating from warmer layers above. The highest water contents are found at the base of the 

thawed soil. With the onset of autumn, and decreasing air temperatures, the soil cools to 0°C and 

freezing starts, initiating an  isothermal period or plateau (iv). During this last period, a frozen layer 

at  the  surface  inhibits  propagation  of  temperature  fluctuations  from  the  surface.  As  a  result, 

temperatures stay close to 0°C and conductive heat fluxes are negligible. 

Excellent agreement is observed between expected and measured temperatures for the cold period 

at the Spitsbergen site.  This agreement confirms that (i) simple heat conduction is the dominating 

29



heat transport  process and (ii) the characteristic  soil  freezing characteristic (SFC) curve plays  a 

crucial role in freezing/thawing processes and thus modelling of water and heat transport. 

The soil freezing characteristic curve describes the relationship between the soil’s temperature and 

(liquid) water content in freezing and frozen soils. In frozen soils water can remain unfrozen at 

temperatures well below the freezing point due to soil matric forces. The decrease of liquid water 

content with decreasing temperature is mainly explained by the phase change of water to ice. Two 

examples of experimentally determined SFC are shown for the Spitsbergen site (Chapter 3.2, Figure 

1) and for the Siberia site (Chapter 2.5, Figure 3). At - 10°C, about 6 % remains unfrozen in the 

loamy  clay  at  the  Spitsbergen  site  in  contrast  to  only  1  %  sandy  soils  at  the  Siberia  site 

demonstrating the effect of the soil matric forces. 

Movement  of  water  and  vapour  phase  is  expected  to  be  small  with  decreasing  temperatures. 

Although the total amount of water transferred via these more complicated processes is generally 

small, they may become important over longer timeframes. Soil heave, secondary ice lens growth 

and large scale phenomena, such as pingos, are at least in part due to migration of water and vapour 

in freezing and frozen soils and subsequent accumulation of the ice phase.

2-dimensional thermal and hydrologic dynamics of a mud boil

The same mud boil is studied using instruments installed in the centre and the rim of the mud boil 

underneath vegetation. The soil material at the Spitsbergen site generally consists of silty clay with 

interspersed stones. The silt content decreases from the top of the profile to the bottom, concomitant 

with an increase of clay content (Chapter 3.1, Figure 3). Only very small horizontal differences 

between liquid water content due to texture differences is observed. 

With  the  onset  of  snowmelt  in  spring,  warmer  temperatures  rapidly penetrate  downwards,  and 

liquid water content increases. The bare circle centre starts to thaw first, while the vegetated border 

remains frozen; this process continues resulting in a non-uniform thaw depth. In the autumn, the 

freezing front propagates from surface to depth, with progressive conversion of water into ice until 

the soil column is completely frozen in December. 

In  summary,  the energy exchange at  the surface  and the soil  physical  properties  create  a non-

uniform thermal  dynamic  system.  The  mud  boil  centre  thaws  to  greater  depths,  freezes  more 

quickly and is subject to larger amplitude cycles than the surrounding vegetated border. Thus, the 

silty clay of the centre is most prone to ice-lensing and heave resulting in the typical elevated circle 

30



structure (Chapter 3.1,  Figure 3).  While  no modelling  or measurements  of the mechanics  were 

conducted, some general explanation is possible. Differential frost heave occurs due to the non-

uniform  penetration  of  the  freezing  front  from  the  surface,  and  upward  from  the  frost  table. 

Moisture and vapour migration (Chapter 3.1) favour ice lens growth in surface layers and towards 

the  permafrost  table;  the overall  measured  heave at  this  site  is  between 2-4 cm per  year.  The 

freezing-induced stress may displace the soil upward, either in fluid, plastic or frozen conditions. 

This would lead to a theoretical cycling period of the mud boil of 50…100 years (2 * 100 cm thaw 

depth /2…4 cm heave) thus potentially mixing the material.

Solute concentrations are measured to investigate whether chemical gradients could be the cause of 

the non-uniform freezing front. Vertical solute concentration gradients are found to be much larger 

than horizontal gradients with highest concentrations at the bottom of the profile. The depression of 

the freezing point due to solute exclusion is insignificant. Thus, variation in soil freezing points due 

to solute  concentrations is not large enough to induce irregularities  in the permafrost  table  that 

result in a bowl-shaped depression. The differences in surface cover and soil physical properties 

between the centre and rim affect the subsurface thermal regime in such a way that the non-sorted 

circle structure is maintained through differential frost heave.

2-dimensional water budget characteristics (watershed scale)

Low topographic environment-polygonal network (Siberia)

The water budget at the low polygonal tundra site in Siberia is investigated using measured energy 

and water budget components from 1999, 2003, 2007-2008 (Chapters 2.3-2.5; Table 2). At this site, 

vertical water fluxes dominate during the summer (>50 %) due to the low topographical gradient 

and the water availability in the polygonal ponds and lakes. About 20 % of the snow sublimates and 

evaporates in 2008 (12 mm), supplying 45 mm to the water budget. Thus only 20 % of the total 

annual  precipitation  input  is  supplied  by  snow,  highlighting  the  importance  of  rainfall  for  the 

hydrologic budget.  

Spatially distributed measurements of evapotranspiration (Chapter 2.4, Figure 1) suggest distinctly 

different surface energy balances over scales of ten meters due to the pattern of dry and wet areas of 

the  tundra  polygons.  However,  these  differences  only  exist  during  conditions  of  high  radiative 

energy input (Qnet >200 W m-2), which only occur occasionally at this site due to frequently cloudy 

conditions (Chapter 2.4, Figure 3.7).  Only during very contrasting years, such as during a very dry 

year  (1999: 88 mm) or a  very wet year  (2003: 208 mm),  do seasonal  differences in the surface 
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energy balance become pronounced (Chapter 2.3). During a drier year, with less surface moisture in 

lakes  and  vegetation,  the  atmospheric  fluxes  are,  in  general,  evenly  portioned  between 

evapotranspiration,  sensible  heat  flux  and  ground  heat  flux.  During  a  normal  year,  which  is 

dependent  on  a  minimum  of  precipitation  (mean  summer  rainfalls:  ~137  mm),  the 

evapotranspiration amounts to at least 50 % of the net radiation, reducing the sensible heat transfer 

into the atmosphere and the ground heat flux. The latent heat flux is a factor of two higher than the 

sensible heat flux. The observed precipitation in 2007/2008 balances with the evapotranspiration. 

This  indicates  a  regionally  closed water  cycle  between the atmosphere  and the  tundra  surface. 

However, at the Siberian site, the underestimation of the water budget calculated from P-ET alone 

and  tracer experiments (Chapter 2.3; Figures 8 and 9)  suggests that the study pond is connected 

with  neighbouring  ponds  via  subsurface  flow  through  sandy  soil  layers  with  high  hydraulic 

conductivity. In addition, after heavy rainfall events, water is drained and conveyed to streams via 

the existing polygonal ice wedge drainage network and newly formed thermo-erosional channels 

(Chapter 2.3, Figure 11). As a result, the water table returns to its original position within about 4 

weeks,  even  after  high  precipitation  events,  such  as  observed in  2003 (Chapter  2.4,  Figure 7). 

However,  vertical fluxes are still dominant in the overall water budget. This fact is supported by 

direct measurements of the full water balance in 2008 where lateral runoff only accounts for about 

10 % of the total budget, mostly fed by rain water (Abnizova et al., 2010).

Hillslope dominated water track watershed (Alaska)

A 2-dimensional water budget for the hillslope-dominated watershed in Alaska, determined based 

on measured and modelled water balance components (Chapter 2.6), is quite different from that of 

the Siberian site. At the Alaskan site, the  water balance is  dominated by lateral fluxes (>50 %). 

During the years 2001-2003 runoff accounts for 54 %, 60 %, 67 %, and evapotranspiration for 48 

%, 42 %, and 28 % of the water budget.  For each year, the winter snow pack is a major source of 

water to the system. For the years of this study it accounts to 33–41 % of the total amount of water 

added. The modelled subsurface storage term is more or less balanced: only during a year with high 

summer precipitation input it is “enlarged”. The major processes of the water balance (precipitation, 

snowmelt,  evapotranspiration,  groundwater  flow,  and  overland/channel  flow)  as  well  as  some 

storage processes (snow accumulation and infiltration/percolation) are simulated using a spatially 

distributed, process-based hydrological model (TopoFlow). Climatic conditions vary greatly during 

the course of the year and between the three years and overall are well reproduced by the model. A 

digital  elevation  model  (DEM) with  a  pixel  size of  25 x 25 m is  used;  the simulated  channel 

network (Chapter 2.6, Figure 2) reproduces the channel structure of water tracks that is visible in 
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aerial  pictures.  Including  water  tracks  improves  the  simulation  result  when  compared  to  the 

measured hydrograph (Chapter 2.6, Figure 11). The simulation indicates that the existence of water 

tracks  accelerates  runoff  and  leads  to  higher  amplitudes  in  the  hydrograph  than  without  water 

tracks. 

Annual energy and water fluxes

Results of the annual energy and water fluxes from the low polygonal tundra site are discussed for 

Siberia (Chapters 2.4 and 2.5) for the years 2007-2008 and for the Spitsbergen site from 1998-2001 

(Chapter  2.1)  and  2008-2009  (Chapter  2.2).  The  applied  field  and  modelling  methods  are 

furthermore summarized in Table 2. A summary of the typical summer and winter energy balance 

for Spitsbergen and Siberia is given in Figure 7. 

As measurements  of the energy balance components  are  based on different  methods  which are 

subject  to  errors  a  residual  in  the energy balance  (closure term:  C) remains.  Due to  the larger 

magnitude of fluxes during the summer,  C is larger as well.  The accuracy and precision of the 

employed field instruments is described in detail in Chapters 2.2, 2.4, 2.5. 

At both locations,  the surface energy budget is determined largely by radiation:  net  short-wave 

radiation  during summer  (energy source) and net longwave radiation during the winter  (energy 

sink). The net radiation essentially depends on the seasonality of the short-wave radiation budget, 

the presence or absence of the snow cover and the cloudiness. The first two factors mainly influence 

the radiation budget, reflecting the largest fraction of the incoming short-wave radiation in spring, 

and by increasing the incoming long-wave radiation. 

Turbulent heat fluxes have their largest impact on the surface energy budget during summer, when 

they balance about 70 % of the net radiation. The latent heat flux is a factor of two higher than the 

sensible heat flux at the Siberia site, while at the Spitsbergen site, the sensible and latent heat flux 

are nearly equal (Figure 7). About 15 % of the net radiation is consumed by the seasonal thawing of 

the active layer in July and August at the Spitsbergen site, and up to 20 % (60 % for thaw of ice rich 

ground, 40 % for warming) at the Siberia site. 

During the winter period the radiative energy fluxes are negative and all fluxes are significantly 

smaller,  compared  with those  measured  during  summer  except  for  the  ground heat  flux  at  the 

Siberian site. The latent heat fluxes used for sublimation are the smallest term in the energy balance 
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(Figure 7).  The sensible  heat  flux is  the second largest  flux term,  providing heat  input  for the 

surface,  thus,  together  with  the  ground  heat  flux,  balancing  the  large  radiation  sink  at  the 

Spitsbergen site (Figure 7). In contrast, the winter ground heat flux is about 3 times as large at the 

Siberian site. Here, the ground heat flux is a significant component in the surface energy balance, 

with relative contributions of up to 60 % during the winter. The high contribution of the ground 

heat  flux  to  the  surface  energy  balance  at  the  Siberian  site  is  due  to  the  cold  permafrost 

temperatures, the high ice content and large annual surface temperature amplitude, which is related 

to the climate conditions. The heat flux is increased by a factor of two in the refreezing thermokarst 

pond (Chapter 2.4, Figure 1; “Lake station”) thus demonstrating the overall importance of water 

bodies  in the surface energy budget  of the polygonal  landscape.  Inter-annual  differences  in  the 

surface energy balance are related to differences in onset of snow accumulation and snow thickness. 

The annual surface energy budget is more sensitive to processes in winter, due to (i) the long winter 

period and (ii) high variability of snow and cloud cover. The later one is manifest, for example, in 

refreezing of soil and water bodies, which varies significantly in duration between years. Thus, the 

winter  snow  cover  plays  a  dominant  role  controlling  the  thermal  regime  of  the  subsurface 

permafrost. 
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Snow ablation, internal processes and melt

The physical properties of the snow cover,  when it is established, its duration and its thickness, 

control  the  thermal  regime  of  the  subsurface  permafrost.  Thus,  special  emphasis  is  given  to 

understanding the build up and ablation of the snow cover and its affect on the energy balance. 

A volume energy balance  model  is  applied  for  three  sites  (Samoylov,  Siberia;  Ivotuk,  Alaska, 

Bayelva, Spitsbergen) for the duration of the spring snow ablation period to investigate larger scale 

differences due to climate (Chapter 2.7). It is noteworthy that  almost 50 % of available energy, 

mostly provided by net radiation is consumed by sublimation and evaporation from melt  water 

ponds in Siberia (Chapter 2.7, Figure 7). The loss of heat into the ground is the smallest component 

Figure 7: Comparison of typical mean summer (upper two figures) and winter (lower two 
     figures) fluxes (W m-2) for the Spitsbergen and Siberia sites. Fluxes are scaled to 
     each other. ΔS net shortwave radiation, ΔL: net longwave radiation, Qh: sensible 
     heat flux; Qe: latent heat flux; Qg: ground heat flux; C: closure term (see Chapter 
     2.2, 2.4, 2.5 for methods). 
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in the balance, with a maximum (18 %) at the Siberian site and minimum (6 %) at the Alaska site. 

At the Spitsbergen site, the loss of heat into the ground ranges between 10 to 30 %: infiltration and 

refreeze of water is a source of up to 10 % of the energy.  The differences in duration of snow 

ablation  (several  days  at  the  Siberian,  several  weeks  at  the  Alaska  and  several  months  at  the 

Spitsbergen site) are related to differences in total snow water equivalent and energy source.  The 

dominant energy source for snow melt at the Spitsbergen and Siberia sites is net radiation, while 

sensible heat and net radiation are the dominant sources at the Alaska site. At this site, dry and 

warm air descending from the Brooks mountain range provides sensible heat used for snow melt. 

Classification of snow profiles in  the field  provides precious  information about  the past  winter 

climate conditions during which the snow cover is formed. The snow profile on Spitsbergen shows 

several internal ice layers and a basal ice layer overlying the frozen soil, indicating winter melt and 

freeze conditions. In contrast, no melt takes place at the very cold site in Siberia.  The snow here 

consists  of  very loose,  large  grained  depth  hoar  in  addition  to  hardened,  sediment  rich  layers, 

suggestions a large thermal gradient and high winds with transport of aeolian material (Chapter 2.7, 

Figure 5). 

Among the three sites, wintertime rainfall and warming events are unique for the Spitsbergen site. 

At this site, the snow-free period is only about 3 months, thus the snow cover and the timing of 

snow melt  in spring essentially control the amount  of short-wave radiation that is available  for 

energy  partitioning.  The thick  layer  of  snow  greatly  reduces  the  heat  exchange  between  the 

permafrost soil and the atmosphere. Soil cooling is observed to be about twice as effective during a 

winter when the snow cover was half as thick. Also, year-to-year variation in thickness and duration 

of the snow cover can be large (for example, the number of snow-free days at the Spitsbergen site in 

2000 is about half compared to 1999). This affects the total amount of energy transferred towards 

the surface and thus the permafrost’s thermal regime. 

The evolution, ablation of snow cover and its internal processes are studied in detail over  several 

years (1998-2001). The applied volume energy balance model (Chapter 2.1) includes net radiation 

and turbulent heat fluxes (sensible and latent), heat flux supplied by rain and sensible and latent 

heat fluxes of the ground and snow. The calculation of the ground and snow’s sensible and latent 

heat  content  is  based on  in  situ measurements  of  temperature  and volumetric  moisture  content 

(Chapter  2.1).  Snow accumulation  begins  in  October,  but  is  interrupted  by winter  melt  events, 

creating internal  ice  lenses and/or basal ice  which can be widespread.  Internal processes in the 
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snow, such as  the formation  of an internal  ice  lens  or  a basal  ice  layer  (overlying  the  soil)  is 

quantified using the volume energy model: infiltrating water in a cold snow pack creates internal ice 

lenses, while infiltration in warmer snow permits through-flow and refreezing at the surface of the 

cold soil, creating a basal ice layer which releases heat that warms the permafrost (Chapter 2.1, 

Figure  6).  Furthermore,  the  energy balance  model  permits  two separate  ablation  periods  to  be 

distinguished  from one  another:  stage  I,  where  the  snow pack  is  homogenized  and  its  height 

becomes reduced due to internal processes occurring in the snow. During stage II, the snow water 

equivalent (SWE) is reduced and meltwater is produced. Overall, the heat provided by winter rain 

on snow events’ is of great importance for correct estimation of the ground’s thermal budget (Boike 

et al., 2010; Westermann, 2010). Furthermore, since these events can create widespread basal ice 

layers, they also have been discussed as important for ungulate survival (Putkonen and Roe, 2003).

In summary, differences between the sites in radiative, atmospheric fluxes and ground heat fluxes 

are relatively small during the summer. Evapotranspiration ranges between 1-2 mm d-1 for all the 

three  studied  sites  during  the  snow  free  period.  The  summer  water  budget,  however,  varies 

significantly between the sites and depends largely on the precipitation input and timing. At all 

sites, patterned ground exerts a major influence on the heat and water budget. At the Spitsbergen 

site, small-scale differences in surface and subsurface heat budget induce and maintain small-scale 

differences  such  as  greater  thaw  depths  underneath  mudboils.  With  a  larger  feature,  such  as 

polygonal pond in Siberia, the heat release during fall freeze back affects the surface temperature. 

At the watershed scale (Alaska, Siberia) the water storage and runoff is affected by topography and 

patterned ground features, such as water tracks and polygonal ponds and lakes. Understanding their 

dynamic as well as their phenomenological appearance on larger spatial and temporal scales is thus 

required.
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1.2.3. Quantifying the patterns from air and space?

The small-scale processes investigated in previous chapters, such as water and vapour movement in 

permafrost  soils,  can  take  place  over  time  scales  of  seasons  up  to  millennia  and  form  the 

characteristic patterned ground landscape. These patterns, as well as biophysical characteristics of 

the  water/vegetation/snow  surface  (e.g.  roughness,  spectral  characteristics)  define  the  fluxes  of 

energy and water horizontally and vertically,  into the atmosphere and into the subsurface. Thus, 

mapping and classifying the structure and properties of the surface, which can vary greatly over 

scale, is of great importance for upscaling from local sites. 

The use of kites, balloons, blimps, drones for aerial photography

Smaller-scale patterns on the order of meters to tens of meters are usually not recognizable  on 

commercially available satellite images. Furthermore, identifying patterns from the ground (that are 

larger than what the eye can distinguish) is also difficult. For example, ice wedge patterns (Chapter 

4.1, Figure 2) have a size of >30 m and thus are hard to identify on the ground. The use of airplanes 

and helicopters is expensive and often they are not fitted with the equipment required for taking 

pictures facing downward (nadir) which requires a camera hatch or a camera suspension system. 

Chapter 4.1 discusses a method for obtaining images using conventional digital cameras. Cameras 

can either be triggered by an internal interval function (for example Nikon D200) or through an 

additional  programmable data back (Olympus C2020). The cameras can be suspended from the 

aerial vehicle using a simple T-shaped pendulum suspension (made from a camera tripod; Chapter 

4.1, Figure 1), or a more sophisticated apparatus (such as a self levelling platform,” Picavet”) or a 

universal joint suspension that allows rotation about the vertical and horizontal axes. The choice of 

aerial vehicle (kite, balloon, blimp or drone) depends on the weather conditions, and the size of area 

that needs to be covered. In no- or low-wind conditions (<3 m sec-1), balloons and blimps work 

well. A remote-controlled drone can be used at wind speeds up to 8 m sec-1. Various kites can be 

used  in  higher  wind conditions,  between 6-12  m sec-1.  The  ground resolution  of  the  image  is 

calculated from reference marks on the ground (ground control points; GCPs). Aerial images are 

used for quantifying (i)  vegetation (Chapter 4.1, Figure 5) (ii) geometry of small  scale patterns 

(Chapter  4.3)  and  (ii)  identifying  wet  and  dry  areas  for  micro-meteorological  flux  footprint 

calculations (Chapters 2.2 and 2.5) and (iv) for classification of surface characteristics for thermal 

infrared  remote  sensing  (Langer  et  al.,  2010b)  and  barren  ground  surfaces  on  Spitsbergen 
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(Westermann  et al., 2010). An example of the application of high resolution classified images is 

shown in Figure 8 for the Siberia study site. Differences between wet and dry areas are quantified 

for the four eddy covariance foot print areas, showing a range between 52 to 79 % of dry area. The 

second eddy foot print has 71 % of dry surfaces compared to 60 % of the stationary reference site 

(Figure  8).  Accordingly,  the  spatial  differences  are  reflected  in  differences  in  turbulent  fluxes. 

Simultaneous eddy covariance measurements at both locations indicate differences in sensible and 

latent heat fluxes in the order of 20 W m-2 (10-20 %) under conditions of high radiative forcing 

(Chapter 2.4, Figure 3.7). Mapping of land cover characteristics thus offers a potential for upscaling 

of energy and water fluxes at larger scales. 

Figure 8: Aerial mosaic obtained from balloon aerial images in 2007 at the Siberian site 
     (Island Samoylov). The quantification of areas is based on supervised classification 
     and field mapping; water bodies are extracted via threshold (density slice) in the 
     near infrared band and masked; the remaining areas are classified using a    
     supervised maximum likelihood classifier. The stationary eddy covariance, climate 
     and lake station remained at these locations, while a second eddy covariance station 
     (mobile eddy) is moved across the transect (Chapter 2.4).

39



Application: construction of digital elevation models (DEM)

In areas with low topographic gradients it is difficult to obtain small scale digital elevation models 

that are required input for hydrologic modelling. For the Siberia site (the island Samoylov) the best 

available DEM is a topographic map (1:200 000) with a ground resolution between 0.5 to 1 km. The 

method presented here is suitable for obtaining higher resolution DEMs at remote sites. It requires 

distribution of GCPs that are clearly visible in images and knowledge of the coordinates (x, y, z). 

For this site,  20 GCPs with a spacing of about 500 m are laid out over an area of about 5 km² 

(Chapter  4.4,  Figure  3)  and  their  position  is  surveyed  in  the  local  coordinate  system  using  a 

tachymeter.  Using  overlapping  aerial  photographs  of  a  flying  height  between  600  and  800 m, 

position,  orientation  and  intersection  of  the  images  are  determined  and  combined  in  “bundle 

adjustment procedures”, where the image orientation parameters and the ground coordinates of tie 

points  are  simultaneously  calculated  (Chapter  4.2).  As  a  result,  a  DEM  with  a  final  ground 

resolution on the order of 10 m and a horizontal and vertical accuracy better than 1.0 m is created 

(Chapter 4.4, Figure 8). This DEM can be used as input for creation of stream network as input for 

hydrologic  modelling  (Chapter  2.6)  or  terrain  georeferencing  of  thermal  images  for  obtaining 

surface temperatures (Westermann et al., 2010).

Application: Quantification of permafrost patterns

Permafrost  patterns  are  useful  indicators  for  identifying  geomorphological  and  environmental 

conditions and their changes over time. Enhanced satellite observation programs (for example the 

commencement of Raid Eye, with a resolution of up to 5 m), provide frequently updated images. 

These images function as a comparative data base to detect and identify landscape changes.

The  method  introduced  in  this  section  is  based  on  Minkowski  numbers.  It  uses  quantitative 

geometric  descriptions  to  reduce  complex  spatial  information  to  a  limited  number  of  relevant 

quantities that are easily comparable. This concept of geometric description was applied by Mecke 

(2000) in the field of statistical physics to quantify diverse structures such as porous media and 

patterns of dissipative systems. Using this approach (Chapter 4.3), patterned ground surfaces are 

quantitatively  described  using  geometrical  properties,  specifically  size,  spatial  distribution  and 

topology of the 2-dimensional patterns. 

The method is used to compare two kite aerial images obtained on an island off the Alaskan Coast, 

Howe Island (70°18'N, 147°59'W). The patterned ground observed in the first picture, H1, (Chapter 

4.3,  Figure 5) is  multi-structured,  i.e.  it  shows patterned ground on different  scales,  ice wedge 

polygons with sizes of tens of meters, non-sorted circles with sizes of meters and even smaller-scale 

non-sorted polygons (centimetre scale). The second aerial image, H2 is largely dominated by non-
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sorted circles (Chapter 4.3, Figure 5). The differences of the patterns are quantitatively described as 

differences  in  surface  areas,  length  of  interfaces  of  patterns  and topology  (connectivity  of  the 

pattern) using Minkowski numbers. 

Thus, quantifying patterns through numbers and relating them to, for example, physical parameters 

(for example surface water fluxes) could be a subject for future investigation, as well as a method 

for quantifying changes.

1.2.4. Predictions on larger spatial and temporal scales

Wetlands, lakes and ponds are a typical feature of northern ecosystems and play an important role 

in the local and regional climate and hydrology by governing the heat and water fluxes as well as 

the  carbon cycle.  Even larger,  global  effects  are  reported.  For  example,  the  formation  of  ther-

mokarst lakes and their methane emission is currently discussed as the main factor for high methane 

levels at about 12 kyr BP in ice cores from Greenland and Antarctica (Walter et al., 2007; Petrenko 

et al., 2008).

Lakes absorb and store heat in the spring and summer, and release heat during autumn and winter, 

thus playing a significant role in surface energy budgets. As discussed in Chapter 2.5, even a small 

pond with a volume of about 70 m3 continuously supplies heat during refreezing,  increases the 

surface  temperature  and consequently  turbulent  heat  fluxes.  Furthermore,  larger-scale  lake  area 

fluctuations alter surface albedo and energy partitioning in the expanding and contracting lake area. 

General circulation model and arctic water bodies

There are various scenarios regarding the extent of inland water surface (IWS) in the future. To 

assess the effect of a potential reduction of IWS on the energy and water cycles, a climate model 

sensitivity test for the end of the 20th and 21st century is carried out in Chapter 5.1 The sensitivity 

test  considered  all  IWS on  the  ice-free  continental  areas  between  the  arctic  coastline  and  the 

southern  limit  of  the  taiga.  The  simulations  are  based  on  the  SRES (IPCC  Special  report  on 

emission scenarios),  the A1B greenhouse gas concentration scenario using a  general  circulation 

model with 144x108x19 (longitude x latitude x vertical) grid points. At this resolution, lakes will 

not  be represented  explicitly,  but  the  large-scale  model  parametrization  is  analysed  by running 
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different sensitivity tests. The dependency of the simulated future boreal climate change to future 

IWS changes is evaluated by the following simulations: (i) a total disappearance of all IWS (ii) a 50 

% reduction of future IWS extent and (iii) a fractional reduction of high latitude IWS as a function 

of the simulated reduction of the area of annual-mean subsurface temperatures.  Scenario (iii)  is 

based on the hypothesis and figures set forth by Smith et al. (2005a, 2007), and prescribes a 40 % 

IWS reduction in regions where the permafrost would eventually disappear under a climate of the 

end of the 21st century, together with a 10 % increase in the remaining permafrost areas.

Overall, this sensitivity test suggests that the direct climatic impact of expected future IWS changes 

will be moderate on large spatial  scales, with fairly weak precipitation and circulation changes. 

Near-surface temperature appears to be more sensitive. The future mean annual warming in the con-

tinental regions of the high northern latitudes may be reduced by about 10 % by the effect of the 

warming  based on the  future extent  of  IWS. Seasonal  characteristics  of  the  future temperature 

changes may be more strongly affected, for example, an increase in the summer surface temperat-

ure. In the most likely simulation (iii) the future near-surface warming is reduced by up to 30 % re-

gionally and seasonally. However, in summer, the future warming might be intensified due to the 

reduced cooling induced by the decreased IWS extent. The impact of these IWS changes on the 

simulated surface water balance (precipitation minus evapotranspiration; P-ET) do not contradict 

the expected changes of IWS: in the most northerly regions, where the scenario would suggest an 

increase of IWS, the simulated annual mean P-ET increases. Further south, there are no systematic 

changes of P-ET. 

Overall, these estimates are still very crude, since it is not clear how and when permafrost degrada-

tion and lake drainages would occur. This would require landscape modelling, including thermal in-

formation from lakes as well as permafrost information (for example, the thermal state, thickness 

and ice content). Furthermore, discrepancy between these large-scale data sets and high resolution 

data sets on distribution and coverage of lakes shows an underestimation by a factor two to seven 

(Grosse et al., 2008). 

Since there is a large  gap,  in both spatial  and temporal  scale between these general  circulation 

simulation results (Chapter 5.1) and results from the experimental field sites (Chapters 2.3-2.6), in 

the following another method for modelling past and potential  future changes on the water and 

energy balance on an intermediate scale is introduced.
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Introducing an intermediate scale between global and local scales- an example from Siberia

The following example from the Siberia site utilized the concept of scale to resolve uncertainties in 

a large-scale dataset. Good knowledge of site processes is available from measurements made at a 

centimeter  scale  (soil  profile)  and  at  a  small  watershed  scale  (~7  km2).  These  are  used  as 

background information to interpret data for a grid cell of at least 2.5° latitude-longitude. This grid 

cell describes the (max) spatial resolution of long term reanalysis data such as ERA-40 or ERA 

Interim,  a  data  set  based  on  a  combination  of  weather  observations  from land-  and  sea-based 

stations,  including  wind,  temperature  and  humidity  profiles  from  radio  soundings,  satellite 

observations of atmospheric water vapour and wind fields (Uppala et al., 2006). 

Figure 9 shows the modelled long term water budget (total precipitation minus evapotranspiration) 

since  1958  for  the  Siberian  site  using  reanalysis  data.  Evapotranspiration  is  calculated  using 

Thornthwaite (1948) which is tested and calibrated for several years using site eddy covariance data 

(Kattenstroth, 2009). The total amounts of water are generally small, the long term water budget is 

roughly balanced, tending towards slightly positive values (P > ET). Agreement exists between the 

water balance determined on aerial images, visualized qualitatively as “filling” status of the ponds 

and lakes, and modelled P-ET water balance. The years 1964 and 2007 represent normal (positive; 

P > ET) years, whereas the dry year (P < ET) in 1968 is atypical (Figure 9 B). The CORONA 

satellite image from 1968 indicates a dry tundra landscape as ponds disappear and thermokarst lakes 

shrink. This concurs with the modelled negative water balance, a consequence of reduced summer 

precipitation. These results demonstrate the need for an integrated field and model approach: the 

importance of a one summer drying event is put into perspective within longer time scales; higher 

than average precipitation rates only increase the water level of the tundra on a short time scale 

since  the  microtopography  and  drainage  network  of  polygonal  ground channels  water  into  the 

stream network.

Seasonal  CH4 emission  rates  are  determined  by  the  wetness  status  of  the  tundra,  (polygons, 

thermokarst lakes on a larger scale (Sachs et al., 2010) and thus are mostly driven by precipitation 

and hydrologic channel networks which are site specific. Thus, observing hydrologic processes is 

one important key process necessary for future predictions of CH4 emissions. 
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1.2.5. Conclusions- the big picture

Climate change models must consider greenhouse gas emissions from arctic soils if they are to 

provide reasonable simulation results. Physical processes occurring in permafrost such as freeze and 

thaw, the resulting carbon fluxes and feedback mechanisms have a huge effect on climate and,  in 

Figure 9: A. Annual long term water budget calculations (precipitation- evapotranspiration) 
     from 1958 to 2009. Air temperature (2 m height) and total precipitation data are 
     obtained from ERA-40 and ERA-interim data sets using 6 hourly data sets. The 
     ERA–40 data are available on a Gaussian grid with spatial resolution of   
     2.5°×2.5°, while the resolution with 1.5°×1.5° is marginally better for ERA–   
     interim. The data are interpolated between the four closest-lying grid cells for the 
     Siberian site. Evapotranspiration is calculated using the Thornthwaite (1948)    
     approach calibrated for this site using eddy covariance data (Kattenstroth, 2009). 
     The years where high resolution CORONA data are available are marked with 
     yellow arrows. B. CORONA high resolution images of the Siberian site   
     (CORONA images from August 17, 1964 and September 29, 1968; aerial mosaic 
     from balloon aerial photography August 2007). 1968 is the only recorded year on 
     available satellite images where drying of ponds and shrinkage of lakes is   
     observed (for example inside the yellow ring). ERA data provided by ECMWF 
     (http://data-portal.ecmwf.int/data/).
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particular, the emission of CH4, which is a very efficient greenhouse gas. Thus, it is not possible to 

model climate change without considering permafrost. Yet only few climate models consider freeze 

thaw processes, and none of the models so far do not include physical processes occurring in per-

mafrost on a subgrid scale (thermokarst) or carbon storage and fluxes.

In the Coupled Carbon-Climate Change Model Intercomparison Project (C4MIP)2, most terrestrial 

biosphere models predict an enhanced carbon sink due to warming at high latitudes (i.e. Friedling-

stein  et al., 2006). According to these models, longer growing seasons and enhanced productivity 

offset the heterotrophic respiration caused by the warming. However, these models do not include 

permafrost. Without a realistic reproduction of the current physical state of permafrost, and repro-

duction of surface energy, water and carbon balances, then large-scale climate assessments of green 

house gas emissions remain uncertain. 

How does this habilitation thesis add to the big picture?

The following key aspects are synthesized from the results of this thesis:

1. The study of permafrost patterned ground is scientifically relevant because of the following: 

(i) patterned ground regulates the partitioning of atmospheric and ground fluxes on all stud-

ied scales- from small circles to large-scale wetlands and lakes dotting the arctic permafrost 

landscape,  (ii)  their  phenomenology  indirectly  indicates  their  hydrologic  characteristics 

(wetness status, dominance of vertical or horizontal fluxes), (iii) distinct changes in the land-

scape are caused by “extreme” precipitation events, for example “empty” ponds and poly-

gons (dry), refilled thermokarst lakes in Central Yakutia, new drainage system following 

thermo erosion processes after intense summer rainfalls. Thus, observation of the permafrost 

patterned landscape and its changes in surface morphology have potential as indirect meth-

ods to detect wetness status, hydrologic characteristics and climate changes. 

2. The water and energy balance of permafrost areas is most strongly affected by changes in 

the radiation and precipitation (rain and snow) budget. While the impacts are difficult to es-

timate on a global basis due to the complex interplay between local and larger-scale climate 

factors, local and regional observations and process understanding are mandatory for upscal-

ing. 

3. The subsurface heat flow in permafrost is associated with temperature change, as well as 

phase change of soil water. The temperature change in the frozen and unfrozen soil can be 

largely described by conductive heat transport, whereas the phase change of soil water can 
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be seen as a discrete heat sources or sinks at the thawing or freezing front. The magnitude of 

the seasonal heat exchange is strongly affected by site-specific subsurface properties, such 

as the thermal conductivity of the soil. The key factors affecting the ground heat flux are es-

pecially influenced by the amount of water in form of (i) ground ice and soil water, (ii) sur-

face water bodies and (iii) snow water equivalent. Especially the high heat storage of water 

bodies plays an important role, influencing the local and regional climate.

Recommendation for a future research strategy

The primary goal, to understand permafrost and its role in the earth’s climate system, including feed 

back mechanisms, requires new model developments and upscaling strategies.

One successful  upscaling  approach using a  combination  of  climate  reanalysis  data  and process 

understanding  is  presented  in  1.2.5.  Another  approach  has  recently  been  applied  to  surface 

temperature monitoring using a thermal  imaging camera and MODIS data (1 km2)  in Siberia and 

Spitsbergen (Langer et al., 2010b; Westermann et al., 2010). Hence, 

i) field studies should be run at representative sites to systematically long term monitor key 

parameters and processes, thereby improving our understanding of permafrost dynamics at a 

range of scales

ii) development and incorporation of conceptual and numerical permafrost landscape models, 

including suitable upscaling methods from local to global scales

iii) utilisation of remote sensing products to test, validate and monitor i) and ii).

It is important to note that all strategies require field-based knowledge of the surface characteristics, 

key processes and monitoring data  for a few key parameters.  Obtaining funds for this  is  often 

impeded by political and technical limitations. Funds are often cut from budgets, since the merit of 

field studies is often first apparent after a longer time frame (Nisbet, 2007). However, the vision of 

a  pan  Arctic  state-of-the-art  network  of  "Arctic  Observatories"  in  support  of  modeling  efforts 

should  be  developed.  By providing  reliable  data  sets  on the  impact  of  climate  change,  such a 

showcase  of  international  science  collaboration  could  provide  guidance  for  policy  makers  and 

international agencies in search for sustainable strategies for the Arctic. 

I hope that this work is a further motivation for creating a pan Arctic network, brought forward by 

the scientific community. 
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1.4. List of acronyms

AK Alaska

C Energy balance closure term

CAVM Circumpolar Arctic Vegetation Map

DEM Digital elevation model

ECMWF European Centre for Medium-Range Weather Forecasts

ET Evapotranspiration

GCP Ground control point

GHG Green house gas

IPCC Intergovernmental Panel on Climate Change

IWS Inland water surface

KRB Kuparuk River Basin

m Meter

MAGT Mean annual ground temperature

P Precipitation

Pg Peta gram [1*1015 g]

Qe Latent heat flux/Evapotranspiration

Qh  Sensible heat flux

Qg Ground heat flux

Qm Snow (melt) heat flux

Qnet Net radiation

R Runoff

sec Seconds

SFC Soil freezing characteristic

SIB Siberia

SP Spitsbergen

SWE Snow water equivalent

TDR Time domain reflectometry

W Watt

ΔS Net shortwave radiation

ΔL Net longwave radiation
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[1] We apply an energy balance model to the snow cover for snowpack accumulation
and ablation at a continuous permafrost site on Spitsbergen for the snow-covered
periods from fall 1998 to winter 2000. The model includes net radiative, turbulent,
ground, snow, and rain heat flux. The balance yields two distinct types of snow ablation:
winter and spring ablation. Energy transferred by sensible heat and rain input reduces
the snow cover during the winter, creating internal ice lenses and basal ice. The
snowpack ablates during spring in two stages in both years. During the first stage,
surface melt and subsequent internal freezing compact and reduce the snow cover, but
no runoff is produced. This phase lasts more than twice as long as the second stage.
During the second stage, which takes 14 days in both years, melt rates from the
snowpack are represented well using the energy balance model. Ground heat fluxes are
comparable during spring in both years, but the long persistence of the snow cover in
2000 delays the thawing of the ground. Due to the duration of the snow cover
during spring snow melt of both years, the total energy supplied to the ground is
significant, between 30 and 50% of the total energy supplied by net radiation. INDEX

TERMS: 1823 Hydrology: Frozen ground; 1863 Hydrology: Snow and ice (1827); 1878 Hydrology:

Water/energy interactions; 3307 Meteorology and Atmospheric Dynamics: Boundary layer processes;

KEYWORDS: snow cover, snow melt, frozen ground, energy balance, Spitsbergen

Citation: Boike, J., K. Roth, and O. Ippisch, Seasonal snow cover on frozen ground: Energy balance calculations of a permafrost site

near Ny-Ålesund, Spitsbergen, J. Geophys. Res., 108(D2), 8163, doi:10.1029/2001JD000939, 2003.

1. Introduction

[2] The formation (accumulation) and melting of a snow-
pack is an important feature in Arctic landscapes. The snow
cover exercises considerable influence on the surface energy
balance, since variations in snow cover change the surface
albedo. Long-term measurements at Ny-Ålesund, Spitsber-
gen, show that the albedo remains above 80% until late
May. After that, a rapid decrease in albedo occurs and snow
usually disappears within two to four weeks [Winther et al.,
1999].
[3] According to Dingman [1994], the snow melt can be

divided into a warming, ripening and output phase. During
the first phase, the temperature of the snowpack is raised to
isothermal conditions at the melting point. Additional
energy input creates surface melt; water is retained in the
snow up to the point where the liquid holding capacity is
exceeded (ripening phase). This initiates the output phase,
in which water flows out of the snowpack and the energy

input is proportional to the produced meltwater. Most snow
melt models with varying degrees of complexity are written
to predict runoff during the last phase. The simplest model
for the calculation of snow melt runoff is the temperature
index model, in which a simple linear relation is obtained
between air temperature and snow melt intensity. Many
field studies have been undertaken in the Arctic to inves-
tigate snow melt processes on point or watershed scales
using surface energy balance models [Woo et al., 1983;
Young et al., 1997]. Some surface energy balance models
neglect the snow and ground heat flux [Harstveit, 1984],
while other models estimate the snow and soil heat content
[e.g., Kane et al., 1997; Zhang et al., 1997]. Internal
snowpack processes, such as meltwater percolating and
refreezing and snow settling are included in numerical
models such as CROCUS [Brun et al., 1989] and
SNTHERM [Jordan, 1991].
[4] The snow cover’s physical properties, thickness,

establishment and duration control the ground thermal
regime. Roth and Boike [2001] found that a thicker layer
of snow greatly reduced the heat exchange of the permafrost
soil with the atmosphere. Soil cooling was about twice as
pronounced during the winter of 2000 where the snow cover
was about half as thick (about 0.4 m). Zhang et al. [1996]
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showed that an increase of depth hoar, typically present at
the base of the snowpack, can significantly increase ground
temperatures and delay freeze back. Sturm et al. [2001]
found recently that winter soil temperatures are substantially
higher in Arctic shrubs where the snow cover is thicker due
to trapping of snow. These areas also produced the highest
CO2 winter fluxes.
[5] The winter snow cover on Spitsbergen is unique for a

high Arctic site since it contains internal ice lenses and basal
ice. Our goal is to explore processes that govern the winter
formation and ablation of the snow cover for the entire snow
covered periods during the years 1999 and 2000. The
melting of the snow cover and possible infiltration of snow
meltwater and/or temperature induced vapor flux towards
colder layers warmed the permafrost soil at this site down to
depths of 0.9 m [Roth and Boike, 2001]. Thus our energy
balance includes the ground heat flux. Energy balance
components are quantitatively examined during the snow-
covered period using highly resolved atmospheric and soil
temperature and moisture data.

2. Site Description and Measured Data

[6] The Bayelva catchment is located about 3 km west
from Ny-Ålesund, Spitsbergen at (78�550N 11�500E;
Figure 1). Continuous permafrost in this region underlies
coastal areas to depths of about 100 m and mountainous
areas to depths greater than 500 m [Liestøl, 1977]. The
North Atlantic Current warms this area to average air
temperatures around 5 and �13�C in July and January,
respectively, and provides about 400 mm annual precipita-

tion falling mostly as snow between September and May
[Førland et al., 1997].
[7] Our study site is located some 30 m above mean sea

level, on top of a small hill covered with unsorted circles.
The bare soil circle centers range about 1 m in diameter
and are surrounded by vegetated borders consisting of a
mixture of low vascular plants, mosses and lichens. We
instrumented one of these circles in August 1998 to
automatically monitor hourly temperature and liquid water
content [Roth and Boike, 2001]. A weather station meas-
ures hourly solar radiation, net radiation, air temperature,
humidity, snow depth and rainfall within 5 m of the
instrumented soil site. Net radiation, Qn, was first measured
using a Campbell Scientific Q 7 net radiometer, which was
exchanged on 18 April 2000 (day 839) for an NR Lite net
radiometer. All data are checked against the radiation
balance measurements of the Koldewey research station,
where instruments are maintained daily. Their field accu-
racy ranges between 10% (Q 7) and 20% (NR Lite).
Further hourly data used from the Koldewey and Norsk
Polar weather station include: atmospheric pressure, rela-
tive humidity (for days 257–839), wind speed (for days
686 to 839), rainfall (for days 257 to 578). Hourly rainfall
data obtained from the Norwegian Meteorological Insti-
tute’s automatic precipitation gauge were cross-checked
with daily precipitation measurements collected from a
manual gauge.
[8] Snow water content is measured using a vertically

installed time domain reflectometry (TDR) probe. When the
snow cover is less than the length of the snow TDR probe,
l0, the measured dielectric constant �m is corrected for the

Figure 1. Geographical map showing the location of the study site in the high Arctic. The arrow
indicates the area of the study site on west Spitsbergen.
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length of the probe exposed to air, la, to calculate the snow
dielectric constant �s:

�s ¼
l0

ffiffi
�

p
m � la

ls

� �2

; ð1Þ

where ls is the snow depth. The length of the TDR probe is
0.5 m.
[9] The snow liquid water content qs is calculated follow-

ing Lundberg [1997], applying an average snow density of
350 kg m�3. Changing the snow density by 100 kg m�3

results in a absolute change in snow liquid water content of
about 1%. Two temperature sensors are installed above the
ground at 0.35 and 0.48 m height to record snow temper-
atures; between days 851 and 1035 the sensor at 0.35 m
malfunctioned and after day 751 the sensor at 0.48 m failed
completely. For these days, the air temperature is used as an
approximation for snow temperature. Computed ground and
snow heat flux data are smoothed using a cubic spline to
eliminate high frequency changes in amplitude. Other snow
physical characteristics (density, temperature, stratigraphy)
were measured in snow pits during May and June of 1999
and 2000 (K. Sand, unpublished data, 2001) and on 20
April 2000 using standard methods.
[10] Hourly data collection started in September 1998.

The data spans more than two years, from 14 September
1998 to 24 January 2001 (day 1120).

3. Model Description

[11] A simple volume energy balance of a snowpack may
be formulated as:

Qn þ Qh þ Qe þ Qr ¼ 4Hg þ4Hl þ4Hs þ Qm ; ð2Þ

where Qn is the net radiation balance, Qh and Qe are
turbulent fluxes of sensible and latent heat and Qr is the heat

flux supplied by rain (Figure 2). The terms on the right side
of the equation describe the soil and snow’s change in
thermal energy. The rate of heat flow into soil and snow is
calculated as change of the sensible and latent heat per unit
time (hourly time steps).
[12] The thermal energy stored as sensible heat at time t

in soil to a depth of 1.13 m, Hg(t), and in the snowpack,
Hs(t), is estimated by the summation over the phases ice i
and fluid w and soil matrix sm along the vertical axis of soil
and snow z [Boike et al., 1998]:

Hg;s ¼
X

a2i;w;sm
cara

Z
qa z; tð ÞT z; tð Þdz ; ð3Þ

where ca is specific heat capacity, ra mass density, qa
volumetric content of phase a and T temperature. For
calculation of snow heat content, the ice thermal capacity
and density are set to Cs = 2.11 
 103 J kg�1 K �1 and 350
kg m�3, respectively.
[13] The term Hl is the latent heat of ground and is

calculated as:

Hl ¼ �Lf ri

Z
qiðzg; tÞdz ; ð4Þ

where qi is the ice content estimated from TDR measure-
ments of unfrozen water content and from soil water content
before freeze-back. This implicitly assumes that no
significant moisture redistribution takes place during winter.
Lf = 0.333 
 106 J kg�1 is the latent heat of fusion. Since our
instruments extend below the depth of seasonally thawing
and freezing ground, ground heat fluxes below 1.13 m are
negligible within the context of this paper. The reference
state for the energy storage calculations is liquid water at
0�C. The latent heat flux of the snowpack, Qm, is the
remainder in the balance. For Qm > 0, melting is expected

Figure 2. Schematic diagram of the volume energy balance model.
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while for Qm < 0, freezing and recrystallization are
expected. The estimated potential error in Qm lies between
±15 and 25%.
[14] Atmospheric fluxes (defined here as Qn, Qh, Qe and

Qr) towards the snowpack are defined as positive (energy
gain), away from it as negative (energy loss). In contrast to
simple surface energy balance equations applied for snow
melt modeling at a point, this approach considers the
changes of sensible and latent heat of ground and snow.
Since the rain heat flux is generally small, this term is often
ignored in snow melt studies [Zhang et al., 1997], but we
include it here since winter rain events are common at this
site on Spitsbergen.
[15] Since accurate measurements of snow surface tem-

perature, Ts at unsupervised, remote, Arctic sites are
extremely difficult to obtain, they are often estimated using
the air temperature Ta. Here Ts is estimated with the formula
of Woo et al. [1999] using the average Ta of the past (ti� 1)
and present (ti) time step (hourly measurements):

Ts tð Þ ¼
Ta ti�1ð Þ þ Ta tið Þ

2
; ð5Þ

for Ta(ti) < 0. For Ta(ti) � 0�C, Ts = 0�C.
[16] Turbulent heat fluxes Qh and Qe are governed by the

complex exchange processes in the lower atmosphere. A
common parameterization in snow melt models is the bulk
aerodynamic formulae by Price and Dunne [1976]:

Qh ¼ raCaDh n;s;uð Þ Ta � Tsð Þ ; ð6Þ

Qe ¼ raL v;sð ÞDe n;s;uð Þ 0:622=pð Þ ea � esð Þ ; ð7Þ

where ra and Ca are the density and specific heat of air, Dh

and De are heat and vapor transfer coefficients for neutral
(n), stable (s), unstable (u) conditions, Ta is the temperature
at 2 m height, L(v,s) is the latent heat of vaporization or
sublimation (2.48 
 106 J kg�1 and 2.83 
 106 J kg�1,
respectively), p is atmospheric pressure, ea is vapor pressure
at 2 m height and es is ice saturated vapor pressure over a
cold snowpack (Ts < 0�C) or water saturated vapor pressure
over a melting snowpack (Ts = 0�C).
[17] The direction of Qe and the surface temperature

determine whether vapor condensates, sublimates or resu-
blimates (phase change from vapor to ice). If Qe is positive,
i.e., directed towards the surface, and Ts = 0, the surface
experiences condensation and Lv is applied; if Ts < 0�C,
resublimation occurs and Ls is used. For negative heat
fluxes, snow always sublimates independent of Ts and Ls
is applied.
[18] The heat and vapor transfer coefficients Dh and De

are assumed to equal that for momentum Dm. For neutral
conditions they can be estimated as:

Dh nð Þ ¼ De nð Þ ¼ Dm nð Þ ¼
uzi k

2

ln zi=z0ð Þð Þ2
; ð8Þ

where k is the von Kármán constant (=0.41), uzi is wind
speed at instrument height zi and z0 is the roughness length,
assumed to be constant at 0.16 mm over the measurement
period.

[19] Following Price and Dunne [1976], the bulk Richard-
son number, Ri, is used to adjust for atmospheric conditions
other than neutral:

Ri ¼
g�zi Ta � Tsð Þ

u2ziTa

� � ; ð9Þ

where the term �zi is the distance between instrument
height and snow surface, T is absolute temperature (K) and g
is the gravitational constant.
[20] If conditions are stable (Ri > 0), the stable transfer

coefficient is:

Dh sð Þ ¼ Dh nð Þ= 1þ 10Rið Þ ; ð10Þ

and for unstable conditions:

Dh uð Þ ¼ Dh nð Þ 1� 10Rið Þ : ð11Þ

The bulk transfer equations and stability adjustment have
successfully been applied in various settings in the Arctic
[e.g., Woo et al., 1999; Hinzman et al., 1991; Kane et al.,
1997]. Tarboton et al. [1995] reported unreasonable
correction factors during times of large temperature
differences and low wind speeds and thus used neutral
transfer coefficients only. At higher wind speeds, common
at our site, a high temperature difference results only in
small variations in the correction factor [Braithwaite, 1995].
[21] Assuming that the rain has the same temperature as

the air, the heat flux supplied by rain is computed using
rainfall rate and air temperature.
[22] The following assumptions were made for the snow

melt computations: (1) When energy balance is positive,
surplus energy is consumed by snow melt; (2) a snow cover
with homogeneous density and thermal capacity is assumed
at the onset of the snow melt computation; (3) heat transfer
is assumed to be instantaneous.
[23] The rate of surface snow melt, M, is expressed as

snow water equivalent (SWE) and is calculated from the
energy balance equation as:

M ¼ Qm= rwLf
� 	

; ð12Þ

where rw is the density of water and from

M ¼ rs
rw

dzs

dt
; ð13Þ

where zs is the thickness of the snowpack, t is time and rs is
the density of snow. Snow densities were measured daily in
snow pits at a site nearby during premelt and melt period
(K. Sand, unpublished data, 2001). Since density variations
between sites are large, a range of snow densities is used for
the calculation of surface melt in equation (13). The average
vertical snow density between 19 May and 13 June 1999
ranged between 377 and 487 kg m�3 (average 455 kg m�3)
and from 9 May to 27 July 2000 between 350 and 478 kg
m�3 (average 423 kg m�3). Based on the average density
field data, a snow density range between 350 and 500 kg
m�3 is used for the calculation of surface melt from
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equation (13). The calculated surface melt rates in equations
(12) and (13) do not necessarily predict melt flowing out of
the snowpack. As discussed earlier, the energy input and
meltwater production are linearly related during the output
phase only.

4. Results

4.1. Climate and Snow Cover

[24] The meteorological record from September 1998 to
January 2001 is shown in Figure 3. Solar radiation turns
positive around days 410 and 775 (14 February 1999 and
2000) and stays positive for about 260 days until about
November 1st. Solar radiation input peaks during the snow
melt season. Air temperatures typical of a mild, maritime
winter show the influence of the Atlantic current in this high
Arctic setting. Often, air temperatures above 0�C occur in
combination with rainfall and higher wind speeds. Wind
speed is highest during the winter periods, reaching aver-
aged maximum values of 18 m s�1. Relative humidity is
lowest during the cold winter period, but reaches values
between 90 and 100% during the snow melt period and

during the summer. Rain falls regularly during the snow free
periods. Furthermore, rain falls frequently on snow during
the cold snow period (which interrupts the accumulation of
snow) and during snow melt. Overall, the predominance of
snow cover is obvious: From a total of 864 days, only 154
days are snow free. The snow cover is highly variable over
time as a result of fresh snowfall, compaction and rain
events. The first snow period lasts about 250 days and is
shorter than the second snow period (about 290 days).
Although the duration of the second snow period is longer,
the thinner, 0.3 m snow cover persists longer compared to
the first snow period. The third build up of snow starts
around day 975 (2 September 2000) and its accumulation is
very irregular. The greatest snow depth of more than 1 m is
recorded on day 1108 (12 January 2001).

4.2. Energy Balance Components

[25] Throughout the winter Qn remains negative when
solar radiation input is zero (Figure 4). Even though solar
radiation becomes positive in early spring, Qn stays negative
due to the high albedo of the snow cover. Following

Figure 3. Measured meteorological variables (air temperature, solar radiation, wind speed, relative
humidity, rainfall, snow depth).
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ablation and change of snowpack physical properties during
spring (day 490 and day 840), Qn values increase towards
positive values.
[26] Sensible heat fluxes, Qh, away from the snow surface

are generally small during the winter period. Positive Qh

fluxes are a significant heat input when the air temperature
during the winter rises above 0�C. These events occur with
rain events of low intensity throughout the snow-covered
period. These rain events supply small amounts of Qr, with
maximum fluxes of about 35 W m�2. Qe fluxes are
generally small and negative throughout the winter snow-
covered period. Positive Qe fluxes, such as those detected
toward the end of the snow melt period, indicate condensa-
tion at the snow surface. This process is a potentially
important energy source for melt, since the release of Lv
is about 7.5 times larger than Lf. For this site, however, the
contribution of Qn and Qh dominate the energy balance.
Generally, Qe fluxes compare well with those calculated
during snow melt period by the aerodynamic profile method
and bulk methods from snow models CROCUS and

SNTHERM (A. Semadeni-Davies et al., manuscript in
preparation, 2002).
[27] The heat flux of the ground (�Hg and �Hl) is a

small term in the energy balance, ranging between ±40 W
m�2. More than half of the total ground heat flux is �Hl,
thus an important energy term for the ground. During freeze
back, �Hl is negative since energy is released from the
ground into the snowpack due to the release of latent heat
and vice versa, is consumed during spring warming. Total
ground heat flux during freeze back is more negative during
the second period (days 650–720) compared to the first
snow-covered period (days 250–320) due to the thinner
snow cover. The ground receives energy during the second
snow-covered period (days 800–900; March to June 2000),
while snow accumulates and with the start of positive net
radiation. The latent heat of the refreezing snow cover is a
possible source of energy, as is suggested by the drop in
snow liquid water content (Figure 5). The larger fluctuations
of �Hg during the onset of the third snow-covered period
are connected to large energy inputs by Qh, Qe and Qr ,

Figure 4. Measured net radiation (Qn), estimated values of atmospheric sensible (Qh) and latent (Qe)
and rain (Qr) heat flux. The ground heat flux is partitioned into sensible (�Hg) and latent heat (�Hl) flux.
Snow depth is shown again to visualize the snow covered periods from 1998 to 2000. No data are shown
during snow free periods; data around day 350 are missing due to instrument failure.
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hence to repeated interruption of cooling and freezing of the
ground.

4.3. Snow Internal Processes During Winter 1999/2000

[28] During the period of no solar radiation input, Qm is
supplied predominantly by Qh and to a smaller extent by Qr.
In combination with a thinner snow cover, a positive Qm

causes a drastic decrease in snow cover (i.e., days 300, 330,
650, 680–700; Figure 5).
[29] Further insight into the relationship between snow

cover physical characteristics and energy balance compo-
nents may be gained from Figure 5. The snow sensible heat
content, expressed in MJ m�2, is quite variable due to
fluctuations in temperature and snow thickness; with
increasing snow depth or decreasing temperature, the neg-
ative heat content increases.
[30] Differences between positive melt events can be

demonstrated by examining the Qm events around days
301 (supplied by Qh) and around 450 (supplied by Qn).
During the first event, sensible heat transfer is 95 W m�2,

yielding positive melt energy of about 70 W m�2. In the
second event, similar amounts of energy are supplied,
ranging between 50 and 100 W m�2 over seven days.
During the first event, the snow sensible heat content is
high. Meltwater percolates through the snowpack (‘‘through
flow’’) and infiltrates into the soil. This interpretation is
supported by the measured increase of soil volumetric water
content [Roth and Boike, 2001]. Refreezing of meltwater
within or on top of the soil releases latent heat, warming the
soil down to 0.5 m depth. Depending on the temperature
regime and infiltration capacity of the ground, this process
can create a basal ice layer.
[31] During the second event, energy is supplied to a

cold, stratified snowpack. The snow is warmed rapidly (the
probe at 0.48 cm height warms from about �17� to �5�C)
and the temperature gradient reverses. The snow heat
content increases, but it is still very low so that meltwater
generated on the snow surface percolates and refreezes in
the upper snowpack. The snow liquid water content does
not show an increase in the lower 0.50 m of the snowpack,

Figure 5. Melt energy Qm, calculated from the energy balance equation (2), and snow physical
properties: snow heat content (Hs), snow temperature, snow volumetric liquid water content (qs) and snow
depth. The high snow liquid water content during the end of the 1999 snow melt (30%) is the result of
slush snow and/or standing water conditions.
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suggesting a limited percolation and the creation of ice
within the snowpack.
[32] Both of these snow stratigraphic characteristics,

basal ice on the ground surface and snowpack ice structures,
are identified in snow pits close to the site (Figure 6) and are
characteristic for this area [Gerland et al., 1999]. In both
cases, percolating water and subsequent freezing act as an
energy source.
[33] The snow temperature profile is further discussed

using days 360 to 500 (December 1998 to May 1999), i.e.,
when probes are completely covered with snow. Snow
temperature and air temperature differ by up to 20�C
between days 460 and 500, a time when the snow cover
depth increases to about 0.8 m. Freshly fallen snow effec-
tively insulates the snowpack during this large air temper-
ature change. The snow temperature at 0.35 m is dampened
from the surface signal, and differs by up to 8�C from the air
temperature.

4.4. Snow Melt in 1999 and 2000

[34] The start of surface snow melt computation in 1999
is determined as the point in time when snow depth begins a
continuous decrease in spring. Air temperatures are below
0�C at the onset of snowpack ablation and remain close to
0�C during further progress of melt, probably stabilized by
the snow cover. A warming event (supplied by Qr and Qh)
in the beginning of May in 1999 (day 490), causes the snow
temperature gradient to reverse (i.e., temperature at the
upper probe became warmer than at the lower probe) and
to become isothermal at 0�C. The snow liquid water content
rises from 1 to 7.5% (Figure 5), i.e., meltwater percolates
within the snowpack. As a result of the physical change of
the snow (increase in effective snow grain size and hence
decreased albedo), the optical properties of the snow cover
change and Qn increases. Cold air temperatures on the
following days interrupt this process, and the meltwater
refreezes again, as suggested by the drop in snow liquid
water content. The observation that snow cover internal
processes (involving percolating and refreezing meltwater)
are responsible for reducing the snow height, but not the
SWE, until day 523 (7 June 1999) is supported by: (1) the
sensible heat content of snow turns zero after day 523
(Figure 5) (2) the snow liquid water content continuously
increases after day 523 (Figure 5) (3) cumulative Qm is
negative up to day 523, i.e., refreezing is predicted (Qm

becomes positive on day 523; Figure 7a) (4) runoff is
observed visually starting on day 523. Two stages of
snowpack ablation can be defined (Figures 7b and 7c):
when the snow heat content is still varying (diurnal varia-
tions), snow internal processes such as refreezing, physical
changes (densification/settling) are at work. These processes
result in a decreasing snow cover, not in SWE, and thus no
runoff from the snowpack is produced. During the first stage
of ablation, measured and modeled ablation rates do not
agree since the cumulative sum of Qm remains negative.
When only positive Qm values are used in the calculation
(i.e., both the overnight refreezing of snow and internal
processes are ignored), as in simple surface energy balance
models, a closer fit between modeled and measured ablation
data is obtained (Figure 7b). As discussed above, this does
not reflect the physical processes of the snow cover. When
the model is started on day 523, once the conditions for melt

from the snowpack are met, the modeled and measured
ablation rates agree reasonably well, assuming a snow
density in the range of 350 kg m�3 to 500 kg m�3. Slight
changes in snow density and snowpack heterogeneity are
expected to affect the SWE estimated from measured snow
depths.
[35] The cumulative sum of energy balance components

during snow ablation in 1999 is shown in Figure 7a. The
dominant source of energy for melt is provided by Qn

(radiative melting). Qh contributes about 30% of Qn over
the entire period, but 2/3 are generated during the first stage.
Thus Qh plays a minor role in the energy budget of the melt
stage. Qr and �Hs are the smallest terms and do not play an
important role in the energy balance. Evaporation and
sublimation use about 30% of Qn, but since the latent heat
involved is large, the ablation rate is low. This agrees with
values from A. Semadeni-Davies et al. (manuscript in
preparation, 2002), who found that 20 to 30% of Qn was
lost to evaporation during this period.
[36] The snow ablation calculations in 2000 are started on

day 840 (19 April 2000). At this time, the snowpack is
thermally stratified (�13.6�C on surface, �15.5�C at 0.10
m, decreasing to �9.6�C at 0.8 m depth), four major
stratigraphic units are identified and densities range between
350 and 400 kg m�3. Measured snow densities increase to

Figure 6. Snow pit dug close to the instrumented site in
June 1998 showing internal ice lenses and basal ice. Snow
was manually removed between the ice layers to underline
the stratigraphy. Total snow depth was 0.55 m.
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an average value of about 445 kg m�3 toward the end of
snow melt. Snow ablation in 2000 resembles that of 1999 in
that two significant stages (premelt and melt) can be
identified (Figures 8b and 8c). During the first stage, the
cumulative sum of Qm remains negative and snow internal
processes compact the snow cover. Output of melt starts on
day 903, again supported by field measurements of the
snow liquid water content, which show a rapid and con-
tinuous increase after this day. As in 1999, Qn increases
concomitant with an increase of snow liquid water content;
after fresh snow fall on day 890 (8 June 2000), Qn drops.
The model is started when Qm values become and remain
positive and a excellent fit of measured and modeled
ablation rates is obtained (Figure 8c). Similar to 1999,
ablation is driven by Qn, Qh increases during the second
stage of ablation and Qr and �Hs are the smallest terms.

4.5. Difference Between Snow Melt Processes of the
Two Years

[37] A comparison of snow melt processes and energy
balance components shows distinct differences between the

two years. The ablation of snow starts later in 1999 (5 May)
compared to 2000 (19 April) and takes half of the time to
melt, about 47 days in 1999 and 78 days in 2000. The rate
of snow melt during the second stage of ablation is higher in
2000, about 0.036 m/d compared to 0.028 m/d in 1999, with
comparable melt energy inputs (using snow depth data).
During both years ablation is initiated by Qn, which remains
the dominant energy source. The snow cover persists for a
long time during the premelt stage of warming and ripening,
33 days in 1999 and 63 days in 2000, respectively. This is
followed by a short melt stage (14 days in both years), in
which meltwater is produced from the pack.

4.6. Snow Cover and Ground Heat Flux

[38] The thicker snow cover during the first winter
reduces the heat exchange with the atmosphere [Roth and
Boike, 2001]. Thus the ground heat content immediately
before snow melt in 1999 (day 490) is �82 MJ m�2

whereas a thinner snow cover during the second winter
results in a ground heat content just before snow melt (day
840) of �113 MJ m�2.

Figure 7. Cumulative energy balance components (a), melt rates expressed as cumulative snow water
equivalents (b and c) and snow depth (d) for the premelt and melt period from 5 May to 21 June 1999
(days 504 to 537). Modeled melt rates, calculated using Qm from the energy balance, are compared to
melt rates obtained from snow depth measurements and a range (gray zone) of snow densities between
350 and 500 kg m�3. Modeled ablation rates ignoring refreeze are calculated using positive Qm values
only.
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[39] Due to the prolonged snow melt period in 2000, the
total heat supplied to the ground is larger in 2000 than in
1999. The total amount of energy supplied to the ground
during snow melt in 2000 (days 840 to 917) is about 44 MJ
m�2 and in 1999 (days 490 to 537) 30 MJ m�2. The average
heat fluxes supplied during ablation are quite similar, about
6.3 W m�2 in 2000 and 7.5 W m�2 in 1999. During both
years, the heat supplied to the ground during snow melt is a
significant energy sink, using up to 50% of the total energy
supplied by Qn.

5. Conclusion

[40] The maritime climate of this high Arctic permafrost
site makes it unique. Warm weather events during the winter
interrupt the build up of the snow cover. Depending on the
heat content of the snowpack, either internal ice lenses or
basal ice are created. At other high Arctic settings (e.g.,
Canadian high Arctic), internal ice and basal ice layers are
usually formed during spring melt [Marsh and Woo, 1984],
and are thus not a biological barrier during the winter.

[41] Depending on the snow’s physical properties, winter
thaw events warm the soil through convective heat transfer,
a process ignored when the soil thermal regime is modeled
using conduction only. This supports the observation by
Putkonen [1997], who found warming of the soil as a result
of winter rain events in 1985/86. Furthermore, a snow cover
of longer duration or increased thickness has a warming
impact on the ground thermal regime, as the comparison
between 1999 and 2000 shows. On the other hand, the long
duration of the spring melt period results in a significant
loss of heat to the ground.
[42] The energy balance model depicts two distinctly

different stages of spring melt. During the first stage, sur-
face melt infiltrates the snow which has a negative heat
content. The snowpack’s height is reduced by snow internal
processes, such as water percolation, settling and compac-
tion. During the second stage, the SWE decreases and
meltwater production is modeled well using the energy
balance model. Thus changes in snow height or simple
temperature index models are not applicable for the pre-
diction of runoff amounts and timing. At this site, melt

Figure 8. Cumulative energy balance components (a), melt rates expressed as cumulative snow water
equivalents (b and c) and snow depth (d) for the premelt and melt period from 19 May to 6 July 2000
(days 870 to 918). Modeled melt rates, calculated using Qm from the energy balance, are compared to
melt rates obtained from snow depth measurements and a range (gray zone) of snow densities between
350 and 500 kg m�3. Modeled ablation rates ignoring refreeze are calculated using positive Qm values
only.
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energies are predominantly supplied by radiation, which
was also observed by Harding and Lloyd [1998] for the
years 1995 and 1996.
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Abstract. Independent measurements of radiation, sensible
and latent heat fluxes and the ground heat flux are used to
describe the annual cycle of the surface energy budget at a
high-arctic permafrost site on Svalbard. During summer, the
net short-wave radiation is the dominant energy source, while
well developed turbulent processes and the heat flux in the
ground lead to a cooling of the surface. About 15% of the net
radiation is consumed by the seasonal thawing of the active
layer in July and August. The Bowen ratio is found to vary
between 0.25 and 2, depending on water content of the upper-
most soil layer. During the polar night in winter, the net long-
wave radiation is the dominant energy loss channel for the
surface, which is mainly compensated by the sensible heat
flux and, to a lesser extent, by the ground heat flux, which
originates from the refreezing of the active layer. The av-
erage annual sensible heat flux of−6.9 Wm−2 is composed
of strong positive fluxes in July and August, while negative
fluxes dominate during the rest of the year. With 6.8 Wm−2,
the latent heat flux more or less compensates the sensible heat
flux in the annual average. Strong evaporation occurs dur-
ing the snow melt period and particularly during the snow-
free period in summer and fall. When the ground is covered
by snow, latent heat fluxes through sublimation of snow are
recorded, but are insignificant for the average surface energy
budget. The near-surface atmospheric stratification is found
to be predominantly unstable to neutral, when the ground is
snow-free, and stable to neutral for snow-covered ground.
Due to long-lasting near-surface inversions in winter, an av-
erage temperature difference of approximately 3 K exists be-
tween the air temperature at 10 m height and the surface tem-
perature of the snow.

Correspondence to:S. Westermann
(sebastian.westermann@awi.de)

As such comprehensive data sets are sparse for the Arctic,
they are of great value to improve process understanding and
support modeling efforts on the present-day and future arctic
climate and permafrost conditions.

1 Introduction

In permafrost regions,the partitioning of energy at the sur-
face is a crucial process, which strongly influences the heat
flux into the ground and thus ultimately the thermal con-
ditions of the permafrost. This surface energy budget de-
pends on a number of factors, such as the available radiation,
synoptic weather conditions, surface characteristics and soil
moisture. Ground-based measurements, satellite data and re-
sults of climate modeling have revealed an ongoing warm-
ing trend in the Arctic (e.g. Serreze et al., 2000; Hansen
et al., 2001; Comiso and Parkinson, 2004; Comiso et al.,
2008; Overland et al., 2008). On Svalbard, a significant
warming of air temperatures since 1960 has been detected,
which is mainly attributed to changes in circulation patterns
(Hanssen-Bauer and Førland, 1998). This is also reflected in
permafrost temperatures, which display a significant warm-
ing (Isaksen et al., 2001, 2007). Climate models predict an
accelerated future warming trend, with the largest warming
occurring during winter (Førland and Hanssen-Bauer, 2003).

Such large-scale changes will be modulated by the locally
determined conditions of the surface energy budget, which
may result in an amplification as well as in a damping of
the large-scale signal on the local scale. Moreover, a modi-
fication of the surface energy budget over large areas within
the Arctic, e.g. triggered by a change in the vegetation, can
even induce a feedback on the climate system (Chapin et al.,
2005). Hereby, land-atmosphere exchange processes, i.e.
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turbulent fluxes of sensible and latent heat, play a domi-
nant role, as they vary considerably depending on the surface
cover (Chapin et al., 2000; Eugster et al., 2000).

The redistribution of energy at the surface is one of the
driving forces for the global climate system. The basic con-
tributions of the surface energy budget are the short- and
long-wave radiation, the sensible and latent heat fluxes and
the ground heat flux. The adequate representation of this sur-
face forcing is one of the challenges in atmospheric circu-
lation models, on which predictions on climate change are
based. The models make use of mostly semi-empirical pa-
rameterizations of the different fluxes of the surface energy
budget, which have usually been developed and validated for
non-arctic regions (e.g. Viterbo and Beljaars, 1995). In the
Arctic, the perennial snow cover and the annual snowmelt,
which greatly modify the surface processes for a large part
of the year, constitute additional challenges for modeling
which have not yet been fully resolved (Douville et al., 1995;
Slater et al., 1998). Another unresolved problem is the pa-
rameterization of the sensible and latent heat fluxes during
stable atmospheric stratification conditions which frequently
occur in the arctic winter (Zilitinkevich et al., 2002; Lüers
and Bareiss, 2009a). The same problems occur in process-
orientated permafrost models (Hoelzle et al., 2001), which in
principle use the same parameterizations of the surface en-
ergy budget to evaluate the ground heat flux and the thermal
conditions of the subjacent permafrost (Hinzman et al., 1995;
Ling and Zhang, 2004).

Direct measurements of the surface energy budget in arc-
tic regions are therefore indispensable to evaluate the per-
formance of the employed flux parameterizations and sur-
face parameter sets, especially if the study can provide the
entire annual cycle and thus a complete picture including
snow-associated processes. Great efforts have been initiated
to study the annual cycle of the surface energy budget over
arctic sea ice (Persson et al., 2002; Uttal et al., 2002), while
comprehensive long-term studies are still missing for arctic
land areas.

Under arctic conditions, particularly the quantification of
sensible and latent heat fluxes still remains a challenging task
(Lynch et al., 1999). The eddy covariance method has proven
to be most suitable to directly measure sensible and latent
heat fluxes (Foken, 2008b) and its potential has been demon-
strated in a number of studies in the Arctic (McFadden et al.,
1998; Oechel et al., 1998; Vourlitis and Oechel, 1999; Mc-
Fadden et al., 2003). However, due to the difficult logis-
tics and the extreme environmental conditions, few long-term
eddy covariance studies of land-atmosphere exchange pro-
cesses exist in arctic regions (Grachev et al., 2007; Stöckli
et al., 2008). On Svalbard, they have been limited to short
study periods during spring (Georgiadis et al., 2000), during
the snow melt period (Harding and Lloyd, 1998; Lüers and
Bareiss, 2009a) and during summer (Lloyd et al., 2001). In
addition, the surface energy budget during the snow melt pe-
riod has been investigated with techniques other than eddy

covariance (Takeuchi et al., 1995; Nakabayashi et al., 1996;
Boike et al., 2003a,b).

This study presents eddy covariance measurements of the
sensible and latent heat flux at a high-arctic permafrost site
on Svalbard, which were conducted over a full seasonal cy-
cle from March 2008 to March 2009. The eddy covariance
measurements are complemented by measurements of the ra-
diative parts of the energy budget and the ground heat flux,
so that a complete set of independent measurements of all
contributions of the surface energy budget is accessible at a
temporal resolution of one hour for an entire year. In this
study, we focus on the annual and diurnal cycles of the sur-
face energy budget. This not only allows to identify the driv-
ing parameters of the coupled permafrost-snow-atmosphere
system, but also provides a basis for further investigations
and modeling efforts, e.g. on the impact of small-scale varia-
tions of the surface cover on the local energy budget and the
thermal conditions of the subjacent permafrost.

While the current study extends the sparse data set on the
surface energy budget in the Arctic, we hope to encourage
similar studies at other circumarctic locations, which would
greatly improve the understanding of the climate of high-
latitude ecosystems and its susceptibility to climate change.

2 Study site

2.1 Climatological conditions

Ny-Ålesund is situated at the Kongsfjorden in NW Svalbard
(Fig. 1a). It has long been in the focus of a wide range
of measurement campaigns and long-term monitoring pro-
grams, which have created an outstanding data basis, par-
ticularly with respect to climatological and atmospheric vari-
ables (e.g. Yamanouchi and Ørbaek, 1995; Beine et al., 2001;
Winther et al., 2002). The area is strongly influenced by the
North Atlantic Current, leading to a maritime climate with
cool summer and comparatively mild winter temperatures.
The average air temperature is around +5◦C in July and
−13◦C in January, with an annual precipitation of around
400 mm (Førland et al., 1997). The short-wave radiation bud-
get naturally follows the rhythm of polar night and day, but is
strongly modulated by albedo changes due to the seasonality
of the snow cover. The snow-free period can vary from 50
to 150 days, but the typical duration is around three months
(Winther et al., 2002).

During summer, the west coast of Svalbard is predomi-
nantly influenced by moist atlantic air masses, which leads
to a high percentage of cloudy days. In winter, it is under
the influence of both moist atlantic and dry polar air masses,
which are typically associated with comparatively warm air
temperatures with overcast skies and cold air temperatures
with clear skies, respectively (e.g. Førland et al., 1997). As
a result of the exchange of the air masses during winter, the
incoming long-wave radiation is found to vary over a wide

The Cryosphere, 3, 245–263, 2009 www.the-cryosphere.net/3/245/2009/

72



S.Westermann et al.:Surface energy budget of permafrost on Svalbard 247
4 Westermann et al.: Surface energy budget of permafrost on Svalbard

a) b)

KongsfjordenN

10

50

40

30

20

study site

500 m

Bayelva

airport

Ny- lesundÅ

BSRN station

c)

Fig. 1. a) Map of the Arctic. b) Location of the study site and the BSRN site; thick blacklines: roads; contour lines in meters above sea
level. c) Orthorectified aerial photo with all installations (E: eddy covariance system; B: Bayelva climate station; G: gradient tower; P1, P2,
P3: temperature profile measurements). The average footprint of theeddy covariance system from 1 July to 30 September 2008 is shown,
with the percentages of the total flux originating within the respective contours.

timing of the snow melt between both sites. However, the in-
coming long-wave radiation Lin is used in this study, since it
is mainly determined by the cloud cover and the atmospheric
temperature and water vapor profile, which do not vary con-
siderably between the two sites. Furthermore, the BSRN data
are used as a reference to assess the quality of and, if neces-
sary, to fill gaps in the Bayelva radiation data. In addition,the

average surface albedo is inferred from measurements at the
BSRN site to calculate Sout, except for the snow melt period.
When the ground is covered by snow, systematic differences
in the albedo of the undisturbed snow surfaces at the study
and the BSRN site are not to be expected. When the ground
is snow-free, the albedo at the two sites may be slightly dif-
ferent, though. In August 2008, the surface albedo was es-

Fig. 1. (a)Map of theArctic. (b) Location of the study site and the BSRN site; thick black lines: roads; contour lines in meters above sea
level. (c) Orthorectified aerial photo with all installations (E: eddy covariance system; B: Bayelva climate station; G: gradient tower; P1, P2,
P3: temperature profile measurements). The average footprint of the eddy covariance system from 1 July to 30 September 2008 is shown,
with the percentages of the total flux originating within the respective contours.

range, while its range is much smaller during summer (Ya-
manouchi and Ørbaek, 1995).

Compared to the reference period 1961 to 1990, about
10% more precipitation was recorded during the study pe-
riod, while the observed air temperature was on average
1.5 K warmer (eklima, 2009). Therefore, the study period in-
tegrates well in the warming trend found for the last decade
(Førland and Hanssen-Bauer, 2003), and does not represent
exceptionally warm conditions, which have been recorded
previously (e.g. Isaksen et al., 2007). With less than half
of the precipitation of the long-term average, the first half of
the study period from March to August 2008 was drier, while
considerably more precipitation was measured from Septem-
ber 2008 to March 2009. With almost 100 mm of precipi-
tation each, the months of September and December 2008
stood out with more than twice of the long-term average.
However, similar precipitation rates have been observed at a
number of occasions in fall and early winter since 2000 (ek-
lima, 2009), so that the second half of the study period must
be considered “wet conditions” rather than an extreme excep-

tion. The Kongsfjorden, located 2 km NE of the study area
(Fig. 1b), was free or almost free of sea ice during the entire
study period, which has been the case since 2006 (Gerland
and Renner, 2007; Cottier et al., 2007, own observations).

2.2 Site description

The measurements were performed in the Bayelva catchment
on the NW slope of Leirhaugen hill at 78◦55′ N, 11◦50′ E
(Fig. 1b), located approximately 2 km SW of the village of
Ny-Ålesund. The observation site is situated in hilly tun-
dra at the foot of two major glaciers at elevations of 15 m
to 25 m above sea level and is characterized by sparse vege-
tation alternating with exposed soil and rock fields. On the
top of Leirhaugen hill, the surface is covered with mud boils,
a form of non-sorted circles. The soil at the study site fea-
tures a high mineral content, while the organic content is low,
with volumetric fractions below 10%. The soil texture ranges
from clay to silty loam (Boike et al., 2008). The Bayelva cli-
mate and soil monitoring station has provided a long-term
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record of climatological parameters and permafrost temper-
atures since 1998. At present, the permafrost at Leirhau-
gen hill is relatively warm, with a mean annual temperature
around−2◦C at 1.5 m depth. The maximum active layer
depth in 2008 was on the order of 1.5 m. Since the instal-
lation of the station, the average soil temperatures have in-
creased significantly at the observation site (compare to Roth
and Boike, 2001). The eddy covariance system is located
at a slightly inclined slope (<5◦). The flow paths in the
main wind directions are unobstructed by man-made artifi-
cial structures, so that we can assume an undisturbed foot-
print area. An aerial picture with all installations is shown in
Fig. 1c.

3 Measurements

3.1 Definitions and constants

Sin: incoming short-wave radiation
Sout: outgoing short-wave radiation
1S: net short-wave radiation
Lin: incoming long-wave radiation
Lout: outgoing long-wave radiation
1L: net long-wave radiation
Qh: sensible heat flux
Qe: latent heat flux
Qg: ground or snow heat flux
Qmelt: energy flux consumed by melt of snow
C: residual of the energy balance
1S+1L+Qh+Qe+Qg+Qmelt+C=0
u∗: friction velocity
z0: aerodynamic roughness length
ξ =z/L: stability parameter (z: measurement height, L:
Obukhov length)
Tair: air temperature
Tsurf: surface temperature
ε: Kirchhoff emissivity
σ : Stefan-Boltzmann constant
cp: specific heat capacity of air at constant pressure
ρair: density of air
dh: thermal diffusivity
Kh: thermal conductivity
ch: volumetric heat capacity
ch,water=4.2 MJm−3K−1

ch,ice=1.9 MJm−3K−1

ch,mineral=2.0 MJm−3K−1

ch,organic≈ ch,mineral
ch,air ≈0.001 MJm−3K−1

ρice =0.91 gcm−3: density of ice
Lsl = 0.33 MJkg−1: specific latent heat of fusion of water
Llg = 2.5 MJkg−1: specific latent heat of vaporization of
water

The surface is defined as the interface between the atmo-
sphere and the soil or snow, respectively. We use the conven-
tion that fluxes, which transport energy away from the sur-
face, are denoted positive and fluxes, which transport energy
towards the surface, are denoted negative.

3.2 Radiation

The Bayelva climate station is located about 100 m from the
eddy covariance site (Fig. 1c), where measurements ofSin
with a Skye Pyranometer SP1110 andLout with a Kipp &
Zonen CG1 long-wave radiation sensor are performed.Sout
andLin are not measured at the Bayelva station (see below).
Under the extreme conditions of the Arctic, reliable radia-
tion measurements are a challenging task. Since it is not
possible to maintain the sensors at the Bayelva station reg-
ularly, a reduced accuracy and frequent data gaps must be
accepted. However, a maintained station of the Baseline Sur-
face Radiation Network (BSRN) is located in the village of
Ny-Ålesund, about 2 km from the study site (Fig. 1b), where
incoming and outgoing short- and longwave radiation are
measured according to WMO accuracy standards (Ohmura
et al., 1998). The BSRN data set can not be entirely assigned
to the study site due to differences in the surface cover and
the timing of the snow melt between both sites. However,
the incoming long-wave radiationLin is used in this study,
since it is mainly determined by the cloud cover and the
atmospheric temperature and water vapor profile, which do
not vary considerably between the two sites. Furthermore,
the BSRN data are used as a reference to assess the qual-
ity of and, if necessary, to fill gaps in the Bayelva radiation
data. In addition, the average surface albedo is inferred from
measurements at the BSRN site to calculateSout, except for
the snow melt period. When the ground is covered by snow,
systematic differences in the albedo of the undisturbed snow
surfaces at the study and the BSRN site are not to be ex-
pected. When the ground is snow-free, the albedo at the
two sites may be slightly different, though. In August 2008,
the surface albedo was estimated at 40 points within and in
the 300 m vicinity of the eddy footprint area (see Sect. 3.3,
Fig. 1c) from single measurements of incoming and outgoing
short-wave radiation under clear-sky conditions using a pyra-
nometer. The resulting average albedo of 0.18±0.05 com-
pares well with the albedo of 0.15, which we infer from the
time series of the BSRN station for the months of July and
August. We use the latter value for our analysis, but assume
an error of at least 5% on the net short-wave radiation, when
the ground is snow-free. For the snow melt period, we as-
sume an albedo estimate of 0.65, which is the average albedo
at the BSRN station between 1 and 15 June 2008. In this pe-
riod, the snow melt occurred at the BSRN station, associated
with a decrease in albedo from the winter value 0.8 to 0.5,
before it dropped sharply to the summer value.
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The outgoing and incoming long-wave radiationLout and
Lin are linked to the surface temperatureTsurf by

Lout = εσ T 4
surf + (1−ε)Lin. (1)

The emissivityε is set to 0.96 for snow-free and 0.99
for snow-covered surfaces in this study (e.g. Rees, 1993;
Bussìeres, 2002).

3.3 Turbulent fluxes

The turbulent land-atmosphere exchange fluxes of sensi-
ble and latent heat are measured with the eddy covariance
method. The employed system consists of a Campbell CSAT
3D sonic anemometer and a fast-responding open-path LiCor
LI–7500 CO2 and H2O gas analyzer, which are sampled at
20 Hz using a CR3000 Campbell Scientific datalogger. From
the sonic temperatureTs , the specific humidityq and the hor-
izontal and vertical wind speedu andw measured at the eddy
covariance system, the covariancesu′w′, T ′

s w
′ andq ′w′ are

calculated.They are thenusedto infer the momentum flux
u2
∗ and the sensible and latent heat fluxQh andQe as (e.g

Foken, 2008b).

u2
∗ = −u′w′

Qh = cpρair

(
T ′

s w
′ − 0.51Tairq ′w′

)
(2)

Qe = Llgρairq ′w′ .

Theevaluation isperformedwith the internationally stan-
dardized QA/QC software package “TK2” (Mauder and Fo-
ken, 2004; Mauder et al., 2008), which includes all “state-
of-the-art” corrections and tests. For quality assessment of
the flux measurements, we use the scheme of Foken et al.
(2004) (see also Foken and Wichura, 1996), which is based
on a steady-state and an integral turbulence characteristics
test. However, the integral turbulence characteristics test is
not well defined for intermittent turbulence and stable atmo-
spheric conditions (L̈uers and Bareiss, 2009a), which prevail
during a large part of the study period. To achieve a con-
sistent quality assessment, only the steady-state test is em-
ployed in this study. Hereby, the covariancesu′w′, T ′

s w
′ and

q ′w′ obtainedfor a 30-min interval are compared to the aver-
ages of the respective covariances calculated for 5-min subin-
tervals. Stationary conditions can be assumed, if both results
agree within 30%, while a graduation of the deviation is used
to classify the quality of the fluxes (Foken, 2008b).

At the 30-min timescale, the sensible heat fluxQh is con-
sidered in this study if both the quality flags foru′w′ and
T ′

s w
′ featurea value of6 or better, corresponding to flux

measurements, which can be considered for long-term stud-
ies (Foken and Wichura, 1996). For the latent heat fluxQe,
the quality flags foru′w′ and q ′w′ are used, respectively.
Both for the sensible and the latent heat flux, approx. 15% of
the values have been excluded due to the quality assessment.
Furthermore, all flux values from wind sectors have been re-
moved where the upwind tower structure could produce some

flow distortions affecting the sonic anemometer (wind direc-
tion 15◦–55◦). However, this applies only to about 1.5% of
the flux values, as the tower structure is placed away from
the prevailing wind directions. The half-hourly values are
averaged to obtain a data set with an hourly resolution.

From 2 October to 18 October 2008 and from 1 January
to 6 February 2009, the raw data sampled at 20 Hz were not
recorded by the datalogger due to instrument failure. In these
cases, fluxes based on preliminary, uncorrected 30-min co-
variances calculated by the standard datalogger software are
used. Hereby, an adequate post-processing can not be applied
and a subsequent quality assessment is not possible. How-
ever, the obtained flux values are considered in this study,
because the standard datalogger software can reproduce the
magnitude of the average fluxes for times when the sophisti-
cated evaluation and quality assessment scheme is available.

For the snow-free period, the aerodynamic roughness
length z0 is estimated to be 7 mm from the measured val-
ues ofu∗ and the horizontal wind speed during neutral at-
mospheric stratification conditions (e.g. Foken, 2008b). We
then use the footprint model of Schmid (1994) to estimate the
fetch area of the eddy covariance system. The average flux
source area during the snow-free period from July to Septem-
ber 2008 is displayed in Fig. 1c. The main contributions orig-
inate from tundra areas in the prevailing wind directions from
approx. 180◦(wind from the glacier Austre Brøggerbreen),
approx. 110◦(wind from the inner Kongsfjorden) and from
approx. 310◦to 350◦(wind from the outer Kongsfjorden).

To account for the changing height of the eddy covariance
system due to accumulation or melting of snow, the snow
depth at the eddy covariance site is recorded using an ultra-
sonic ranging sensor. From March to May 2008, the distance
between the CSAT anemometer and the snow surface was
around 1.0 m. In the course of the snow melt, it increased
to 2.1 m, which was the measurement height of the CSAT
during the snow-free time. From end of September 2008
onwards, the distance decreased again, but remained above
1.0 m until end of January 2009. Heavy snowfall led to a
further decrease to around 0.5 m at the end of the study pe-
riod. Paticularly flux data obtained at measurement heights
below 1.0 m may bear a considerable uncertainty due to high-
frequency losses (e.g. Moore, 1986) or drifting snow affect-
ing the sonic anemometer (Lüers and Bareiss, 2009a). How-
ever, since the quality assessment still indicates a good over-
all data quality and the magnitude of the measured fluxes
matches well with periods, where the measurement height
was considerably above 1.0 m, the data are considered for
this study.

3.4 Ground heat flux

In the context of the surface energy budget, we are interested
in the heat flux through the interface between the atmosphere
and the ground or snow, respectively. The latter is denoted
snow heat flux in the following. Two different methods are
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employed to calculate the ground or snow heat flux. The first
method, which we refer to as the bulk method, was success-
fully applied at the study site by Boike et al. (2003b), where
it is described in detail. It is based on differences in the abso-
lute sensible and latent heat content of the soil and snow col-
umn, from which an average ground or snow heat flux for the
considered time interval can be calculated. The water content
of the soil and thus the latent heat content is compiled from
a profile of seven Time Domain Reflectometry (TDR) mea-
surements located next to a profile of temperature measure-
ments (P1 in Fig. 1c), from which the sensible heat content is
derived. No measurements exist for a potential non-zero wa-
ter and thus latent heat content of the snow pack. Therefore,
the snow is completely excluded from the evaluation during
the snow melt period (see Sect. 3.5). The latent heat added
to the snow pack by so-called “rain-on-snow”-events during
winter (Putkonen and Roe, 2003) is estimated from precipita-
tion records (see Sect. 3.6). This is justified, since no run-off
occurs during these events and the entire amount of water re-
freezes subsequently. Using the specific latent heat of fusion,
Lsl, the total heat input through rain-on-snow events can be
calculated, which is then converted to an average flux.

The bulk method is well suited to deliver reliable aver-
age fluxes for longer periods, but has short-comings on the
timescale of one hour due to the limited number of tem-
perature and soil moisture sensors, which cannot resolve the
temperature distribution in the uppermost soil column. Fur-
thermore, the maximum active layer thickness was around
1.5 m during the study period, which is well below the deep-
est TDR sensor, located at 1.13 m. Therefore, the fluxes are
biased, when the soil below the deepest TDR sensor thaws
or freezes, which mainly affects the thaw period in August
and September 2008 and the following refreezing period in
October and November 2008.

The second method directly calculates the ground heat flux
through the surface by solving the differential equation of
conductive heat transport. It is referred to as the conduction
method (see Appendix A). Although convective heat trans-
port, e.g. through infiltrating rain water, is not accounted for,
the assumption of a conductive heat transfer was shown to be
adequate for the study area during winter (Roth and Boike,
2001), a site approx. 10 km from the study area (Putkonen,
1998) and for other permafrost areas (e.g. Romanovsky and
Osterkamp, 1997). Periods, where a phase change of water
occurs within the considered soil column, are excluded from
the evaluation. To evaluate the thermal diffusivitydh, the
heat capacitych and the thermal conductivityKh of the soil
during the snow-free period, we use the shallow temperature
profile P2 (Fig. 1c, Table 1).

The thermal diffusivity is fitted for different periods in
July and August 2008, with values ranging fromdh =

5.2×10−7 m2s−1 to dh =6.5×10−7 m2s−1. For the fit, we
exclude periods with measurement errors or strong rain
events, which may induce non-conductive transport of heat.
The found variability ofdh may at least partly originate

Table 1. Installations of the temperature profiles used to calculate
the ground heat flux;zmin, zmax: minimum and maximum depths
of the temperature sensors; Th: thermistor; TC: type T thermocou-
ple; PT100: platinum resistance temperature sensor; TDR: mea-
surement of soil water content using Time Domain Reflectometry.

profile P1 P2 P3

zmin/ m 0.02 0.01 0.01
zmax/ m 1.55 0.25 0.30

soil 7× PT100, 1× Th, 2× Th,
6 × TDR 2× TC 1× TC

snow 2× PT100 3× TC 3× TC

installed 09/01/1998 07/07/2008 10/01/2008

from natural processes, e.g. through changing soil water
content. For the evaluation of the ground heat fluxes
in the snow-free period, we apply a constant valuedh =

(5.5±1.0)×10−7 m2s−1.
In soil samples collected in the vicinity of the temper-

ature profiles, the volumetric bulk (mineral and organic)
content was determined to be between 45% and 65%, and
the volumetric soil water content varied between 20% and
40%. Thus, the heat capacity of the soil can be estimated
to ch =(2.3±0.5) MJm−3, which results in a thermal con-
ductivity of Kh =(1.3±0.4) Wm−1K−1. The value is well
within the range predicted by widely-used models such as
the de-Vries-model (De Vries, 1952; Campbell et al., 1994)
for such soils. With Kh known, the ground heat flux can be
evaluated (see Appendix A). Note, that the considerable un-
certainties on bothdh andch propagate toKh, resulting in an
uncertainty of more than 25% for the obtained ground heat
flux.

During the winter 2008/2009, a profile of three temper-
ature sensors (located at the soil surface and 0.15 m and
0.4 m above the surface) in the snow pack located next to
P3 is used to fit the thermal diffusivity of the snow. This
is possible from December 2008 onwards, as soon as the
snow pack has reached the uppermost sensor. Initially, the
array is contained in the young snow pack, but gets pro-
gressively buried with increasing snow height. The ob-
tained values range fromdh =4.5×10−7 m2s−1 to dh =

7.0×10−7 m2s−1, with a tendency towards higher values of
dh at the end of the considered period for the then older snow.
However, we have no measurements of the thermal diffu-
sivity of the overlying, not instrumented snow pack. For
the evaluation of the snow heat flux, we therefore choose
a constant value ofdh =(5.5±1.5)×10−7 m2s−1 and in-
clude the found variability ofdh as uncertainty. In March
2009, snow density profiles were gravimetrically measured
in increments of 0.1 m at five sites in the eddy fetch area
and in its vicinity. The average snow density was deter-
mined toρsnow=(0.37±0.05) gcm−3, which results in a heat
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capacitych,snow =(0.75±0.1) MJm−3K−1 (using ch,snow =

ch,ice×ρsnow/ρice). Hence, the resulting snow conductivity
is Kh =(0.45±0.15) Wm−1K−1.

Since the temperature sensors are placed at fixed heights
above the ground, it is only possible to infer the heat flux
within the snow pack up to the height of the uppermost sen-
sor, which is clearly different from the targeted heat flux
through the snow surface. Therefore, the snow surface tem-
peratures inferred from measurements of long-wave radia-
tion (Eq. 1) at the Bayelva climate station, next to P1, are
used as upper boundary condition, while temperatures at the
snow-soil interface at P1 are used as lower boundary. The
snow heat flux is then calculated (see Appendix A) for peri-
ods defined by snow heights that fall within classes of 0.1 m
increments. The snow height is measured next to P1 with an
ultrasonic ranging sensor. This method induces discontinu-
ities in the flux at the boundary of each two periods, so the
flux values have to be discarded at these boundaries. The ob-
tained snow heat flux is associated with an error of approx.
30%, which mainly originates from the uncertainty in the
thermal conductivity. It must be emphasized that the snow
pack is treated as homogeneous in time and space, which
does not reflect processes such as aging and densification of
the snow. However, at least the snow density measurements
indicate a homogeneous snow pack, both for each profile and
among different locations.

When a rain-on-snow event occurs, the fluxes are dis-
carded, until all measured temperatures in the snow decrease
below −0.5◦C and refreezing processes can be excluded.
This leads to the exclusion of in total seven days during
the winter 2008/2009. Particularly the strong rain-on-snow
events provoke a pronounced warming of the underlying soil
column, which then slowly cools by means of conductive
heat transport through the snow. Therefore, the conduc-
tion method accounts for at least some part of the heat input
through rain-on-snow events, although the time directly after
the rain-and-snow events is excluded.

3.5 Melt energy of the snow

During snow melt, the latent heat consumed by the melting
snowQmelt appears as an additional component in the sur-
face energy budget. Between 25 May and 28 May 2008, be-
fore the onset of the snow melt, the snow water equivalent of
the snow at the study site was estimated by seven snow den-
sity measurements and systematic snow depth measurements
on a 20×20 square meter grid. With the specific latent heat
of fusion,Lsl, the total energy required to melt the snow can
be evaluated, which is then converted to an average flux for
the snow melt period. A considerable uncertainty is induced
by a basal ice layer underneath the snow, which has not been
spatially surveyed.

3.6 Ancillary measurements

We use the detailed record of the Norwegian Meteorological
Institute from the village of Ny-̊Alesund (Fig. 1b) for data on
precipitation, air pressure, relative humidity and cloud frac-
tion (eklima, 2009). The air temperature at 2 m height above
ground is measured at the Bayelva climate station. The pre-
cipitation is recorded at the study site with an unheated RM
Young 52203 Tipping Bucket rain gauge, which can only
measure precipitation in the form of rain and possibly slush.
These data are used as a coarse estimate for the amount of
liquid precipitation during the winter season, from which
we obtain the energy input through rain-on-snow events (see
Sect. 3.4).

From October 2008 to March 2009, measurements of
the air temperature at 2 m and 10 m above ground, denoted
Tair(2 m) andTair(10 m), were performed approx. 150 m from
the location of the eddy covariance system (Fig. 1c) to ob-
tain additional data on the atmospheric stratification. With
increasing snow height, the distances of the sensors to the
snow surface decreased accordingly, with the lower tempera-
ture sensor being approximately at the same height above the
surface as the eddy covariance system (see Sect. 3.3).

4 Results

The one year study period is divided into six segments, each
of which feature distinct characteristics of the surface energy
budget. The transition between different segments is mostly
gradual, but the segmentation is closely orientated at “real”
events, such as the onset or termination of the snow melt or
the beginning of the polar night. The average fluxes for each
of the segments are presented in Table 2.

4.1 Summer (1 July 2008–31 August 2008)

The summer period is characterized by a strong forcing by
short-wave radiation and the absence of the seasonal snow
cover. The net short-wave radiation1S is compensated by
the net long-wave radiation, the sensible and latent heat flux,
and the ground heat flux, which leads to the seasonal thaw-
ing of the active layer (Fig. 2, Table 2). Cloudy conditions are
typical for the summer season (Table 2), which effectively re-
duces the incoming solar radiation. The difference in1S be-
tween cloud-covered and clear skies can exceed 150 Wm−2

in the daily average. On the other hand, the incoming long-
wave radiationLin increases during cloudy periods, with
daily average differences of around 80 Wm−2. The abso-
lute values ofLin range from−230 Wm−2 to −340 Wm−2,
while the outgoing long-wave radiationLout ranges from
300 Wm−2 to 400 Wm−2, corresponding to surface tempera-
tures between−5◦C and +17◦C (Eq. 1).

A measure for the atmospheric stability is the dimension-
less parameterξ =z/L, which is obtained from the sonic
anemometer (LObukhov-length,z measurement height).
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Table 2. Average values for air temperatureTair, precipitationP , air pressurep, relative humidity RH, cloud fraction cf. (see Sect. 3.6) and
for the various contributions of the surface energy budget (see Sect. 3.1) for different segments of the study period. Values in parentheses
are estimates or based on data records with frequent data gaps. The value forQgbulk during dark winter is composed of the flux due to the

refreezing of the active layer,−5.0 Wm−2, and a flux of−1.8 Wm−2 due to rain-on-snow events.

Summer Fall Dark winter Light winter Pre-melt Snow melt Total
07/01/08 09/01/08 10/01/08 03/15/08 04/16/08 06/01/08 03/15/08

–08/31/08 –09/31/08 –03/15/09 –04/15/08 –05/31/08 –06/30/08 –03/15/09
Tair/

◦C 5.0 2.7 −10.1 −16.0 −5.6 2.0 −5.4
P/mm 32 99 278 12 11 8 440
p/hPa 1011 1008 1004 1017 1018 1014 1009
RH 82% 81% 73% 59% 71% 73% 74%
cf 6.4/ 8 6.9/ 8 5.5/ 8 3.6/ 8 5.7/ 8 5.5/ 8 5.6/ 8

Sin/ Wm−2
−144 −33 −2.1 −73 −185 −261 −78

Sout/ Wm−2 22 9 1.7 55 144 (170) 42
1S/ Wm−2

−122 −24 −0.4 −18 −41 (−91) −36

Lin/ Wm−2
−303 −299 −234 −196 −255 −276 −254

Lout/ Wm−2 346 318 262 237 288 319 286
1L/ Wm−2 43 19 28 41 33 43 32

Qh/ Wm−2 22.5 (−7) −16 −18 −8 −6 −6.9
Qe/ Wm−2 22.5 (9) 2.5 0.7 2.5 11 6.8
Qgbulk / Wm−2 (11) – (−5.0)−1.8 −3.1 3.0 13

∼0.5
Qgcond / Wm−2 12 (0.6) −5.0 −5.9 – –
Qmelt / Wm−2 ? ? 0 0 ? (27) 2.3
C/ Wm−2 22 2 −9 0 10.5 3 1

C +22

Qg

+12

Qh

+22.5

�L

+43

�S

-122

Qe

+22.5

Fig. 2. Schematic diagram of the contributions of the surface en-
ergy budget for the summer period. The area of the arrows is pro-
portional to the relative importance in the energy budget. Arrows
pointing away from the surface indicate positive fluxes. The flux
values are given in Wm−2.

Positive values indicate stable, while negative values repre-
sent unstable atmospheric stratifications. During the polar
day season, approx. until mid of August, the atmospheric
stratification is either unstable or neutral. Later, the general
situation can be characterized as neutral to weakly unstable
atmospheric stratification during the day and stable atmo-

spheric stratification during the night. The sensible, latent
and ground heat fluxes are shown in Fig. 3. The average
Bowen ratio is approximately one, but it shows strong vari-
ations, which are closely related to the soil water content of
the surface layer (Figs. 3, 4). For a wide range of interme-
diate soil moisture conditions, it remains around one, but ex-
tremely wet or dry conditions lead to Bowen ratios of around
0.25 or 2, respectively (Fig. 4). The sensible and the latent
heat flux display a strong diurnal amplitude, with peak fluxes
between 60 Wm−2 and 120 Wm−2 associated with maxima
of net radiation around midday. At the lowest sun angles,
around midnight, the absolute values of both fluxes decrease
to close to zero, but usually remain positive. The latent heat
flux observed in July and August 2008 corresponds to a to-
tal evaporation of 48 mm, which is significantly more than
the precipitation of 32 mm recorded during the same period.
This can be related to the drying of the water-saturated tun-
dra after snow melt. The average ground heat fluxes peaks at
the beginning of the summer period, when the thaw front is
close to the soil surface and a strong temperature gradient ex-
ists in the soil. Peak values are around 60 Wm−2, which is of
comparable magnitude as the sensible and latent flux (Fig. 3).
However, the storage effect of the soil is reflected in gener-
ally negative ground heat fluxes of up to−30 Wm−2 during
night times (i.e. times with low solar angle during polar day),
so that the average ground heat flux is considerably less than
the average sensible and latent heat flux (Fig. 2, Table 2).
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Fig. 3. Sensible (red), latent(blue)and ground heat fluxes (green) for the summer period from 1 July to 31 August 2008 (left axis). The soil
water contentθw measured with Time Domain Reflectometry at a depth of 0.1 m at the Bayelva climate station is shown below (right axis).
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Fig. 4. Averagedaily Bowen ratio vs. volumetric soil water content
θw in soil water content classes of widths of 0.02 for the summer
period from 1 July to 31 August 2008 (see Fig. 3). The points are
drawn at the center of each class, and the error bars represent the
standard deviation of the Bowen ratio values within one class. Three
days with negative averageQh are discarded.

An energy balance closure term of 22 Wm−2 remains. This
residual typically appears in energy budget studies (Foken,
2008a), possible reasons are discussed in Sect. 5.1.

4.2 Fall (1 September 2008–30 September 2008)

During fall, the net short-wave radiation strongly decreases
due to the much lower solar angles, but a permanent snow

cover has not yet formed and a sustained refreezing of the
active layer has not started. September 2008 was charac-
terized by a series of cyclones, which transported warm air
masses from the south and led to strong precipitation. At Ny-
Ålesund, 99 mm of precipitation were recorded, almost en-
tirely as rain, which is more than twice of the usual Septem-
ber precipitation. The many rain events resulted in frequent
data gaps and generally poor data quality regarding the eddy
covariance measurements, but the general magnitude of the
average fluxes should still be correctly reproduced.

The observed latent heat flux (Fig.5, Table 2) corresponds
to an evaporation of 9 mm during the fall period, so that the
precipitation is not even roughly balanced by the evaporation.
As a consequence, the water content of the soil is increased
compared to the summer season, just before the soil starts
to freeze. Most likely, this process still occurs, when the pre-
cipitation during September is not unusually high. Other than
during summer, the sensible heat flux is on average negative,
i.e. the advection of relatively warm air results in a warming
of the surface. The average ground heat flux is still positive,
corresponding to a transport of energy in the ground, which
results in a further increase of the active layer depth.

In 2008, the perennial snow cover formed on 29 Septem-
ber, when the average incoming short-wave radiation at the
Bayelva station had decreased to approx.−12 Wm−2 (aver-
age data from 25 September to 5 October 2008).

4.3 Dark winter (1 October 2008–15 March 2009)

The short-wave radiation is essentially zero during this pe-
riod (Fig. 6, Table 2), as it mostly falls within the polar
night, which lasts from 25 October until 14 February at the
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Fig. 5. Schematic diagram of the contributions of the surface energy
budget for the fall period. Notation as in Fig. 2.

study site. The peak values of1S during midday at the
very beginning and end of the dark winter period are around
−20 Wm−2. In the absence of short-wave radiation, the
long-wave radiation becomes the main forcing of the sys-
tem. Between October 2008 and March 2009,Lin ranges
from −140 Wm−2 to −320 Wm−2, while Lout is between
190 Wm−2 and 320 Wm−2. For the entire period, the ab-
solute value ofLin is found to be equal or smaller thanLout.
With an average value of 28 Wm−2, the net long-wave radi-
ation represents the dominant energy loss term during dark
winter.

The net long-wave radiation is mainly compensated by a
negative average sensible heat flux, corresponding to a warm-
ing of the surface and a cooling of the atmosphere. With an
average of−16 Wm−2, the sensible heat flux is a strong sup-
ply of energy to the snow surface. In addition, the snow heat
flux compensates for about 20% of the energy loss by net
long-wave radiation. The latent heat flux is found to be of
minor importance in the overall surface energy budget dur-
ing the dark winter period (Fig. 6, Table 2). A residual term
of −9 Wm−2 remains.

During the dark winter period, we estimate about 80 mm
of rain, which fell to great parts during three rain-on-snow
events in October 2008, January 2009 and February 2009.
This corresponds to an average heat flux of−1.8 Wm−2

(see Sect. 3.4) and is thus significant compared to the heat
flux supplied by the refreezing active layer, which is about
−5 Wm−2 (bulk method forQg).

The incoming long-wave radiation is clearly the determin-
ing factor for the temperature of the snow surface and hence
for the outgoing long-wave radiation (Fig. 7), but a signifi-
cant influence of other factors, particularly of the wind speed,
remains. At high wind speeds, atmospheric turbulence is
mechanically induced. This facilitates the exchange of en-
ergy between the surface and the warmer atmosphere, so that
the surface temperature is sustained at higher values (Fig. 7).
The influence of the wind speed is clearly less pronounced
for large values ofLin and high surface temperatures. A pos-
sible explanation is that the gradient between the air and the
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Fig. 6. Schematic diagram of the contributions of the surface energy
budget for the dark winter period. Notation as in Fig. 2.

snow surface temperature is generally small in these cases,
which prevents a strong exchange of energy independent of
the formation of turbulence.

Throughout the entire dark winter period, strong sensi-
ble fluxes around−30 Wm−2 to −70 Wm−2 are associated
with high wind speeds, which cause neutral or only weakly
stable atmospheric stratifications, with a stability parameter
ξ =z/L close to zero. When wind speeds are low, a stable
stratification and a strong near-surface temperature inversion
can form, which significantly reduces the fluxes between sur-
face and atmosphere. This is illustrated in Fig. 8, which
shows surface temperature, wind speed, air temperature in-
version between 9.3 m and 1.3 m height and the fluxesQh,
Qe andQg for a period with approximately constantLin of
around−180 Wm−2. Initially, the wind speed is low and a
stable atmospheric stratification or even an inversion layer
close to the surface exists, which prevents a significant sen-
sible heat flux. Thus, the surface temperature can not be sus-
tained and starts to decrease to a minimum value of−18◦C.
This increases the temperature gradient across the snow pack
and hence triggers a strong snow heat flux, which moder-
ates the drop in surface temperature. Around 27 November,
an increase in wind speed breaks up the stable stratification,
and significant sensible heat fluxes of up to−50 Wm−2 sta-
bilize the surface temperature around−15◦C. Decreasing
wind speeds around 29 November again lead to a stable at-
mospheric stratification, with an associated drop in surface
temperature to about−23◦C.

Even during the polar night, considerable latent heat fluxes
of up to 30 Wm−2 occur, mainly at high wind speeds and
neutral atmospheric stratifications (see Fig.8). These posi-
tive fluxes correspond to a cooling of the surface through sub-
limation of snow or, when present, evaporation of water. Par-
ticularly at stable stratifications, negative latent heat fluxes
of up to −5 Wm−2 are detected (Fig. 8). Hence, a limited
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Fig. 7. Surface temperatureTsurf vs. incominglong-wave radiation
Lin during the dark winter period in classes ofLin of 20 Wm−2

width. The points are drawn at the center of each class, and the
error bars represent the standard deviation of the surface tempera-
ture values within one class. The red and blue lines represent the
average curves for situations with high and low wind speeds.

amount of condensation or resublimation occurs, but its con-
tribution to the total energy budget is insignificant. The total
net sublimation or evaporation during dark winter amounts
to 30 kgm−2, which corresponds to a snow column of almost
0.1 m at the recorded snow densities (see Sect. 3.4 and 3.5).

The snow heat flux is of great importance, particularly
when a stable atmospheric stratification limits the sensible
heat flux. Then, the snow heat flux becomes the dominant
energy supply. The refreezing active layer provides a weak,
but constant flux of energy, which is reflected in a negative
average heat flux through the snow surface. Nevertheless,
the storage effect of the snow and strong fluctuations of the
surface temperature result in both positive and negative snow
heat fluxes at the snow surface.

A strong stable atmospheric stratifications occurs fre-
quently, but usually does not last longer than a few days. The
stability parameterξ =z/L exceeds values of 0.5 in about
15% of the time, while values greater than 5 have only been
recorded in about 1% of the time. During stable stratifica-
tions, the temperature inversion in the lowest 10 m of the at-
mosphere can be considerable, so that an average difference
of +0.8 K could be calculated between the air temperatures
at 10 m and 2 m height (Fig. 9). An even more pronounced
temperature inversion is found between the surface temper-
ature and the air temperature measured at different heights,
i.e. Tair(2 m) andTair(10 m), where temperature differences
of more than 5 K are common (Fig. 9).

4.4 Light winter (15 March 2008–15 April 2008)

The net short-wave radiation is rapidly increasing in light
winter, although its role is still limited due to the high snow
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Fig. 8. (a)Surfacetemperature (left axis), wind speed (right axis),
and temperature difference at the gradient tower (right axis) for a
period in November 2008. The snow depth was 0.7 m at this time.
(b) Sensible heat fluxQh, latent heat fluxQe and snow heat flux
Qg (conduction method) for the same period.
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Fig. 9. Number of hourlyvalues during the dark winter period N vs.
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10 m height and air temperature at 2 m height, and air temperature at
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accumulation, the heights decreased from 10 m to 8.8 m and 2.0 m
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Fig. 10. Schematic diagram of the contributions of the surface en-
ergy budget for the light winter period. Notation as in Fig. 2.

albedo of about 0.8. Other than that, the surface energy bud-
get very much resembles the dark winter period: the energy
loss through the net long-wave radiation is compensated to
equal parts by the sensible heat flux and the short-wave ra-
diation (Fig. 10, Table 2). The snow heat flux still remains
negative, corresponding to a further cooling of the underlying
soil column. At the end of the light winter period, the lowest
soil temperatures are reached, with about−8◦C at the soil
surface and−4◦C at 1.5 m depth.

4.5 Pre-melt period (16 April 2008–31 May 2008)

From mid of April, the net short-wave radiation1S becomes
the dominant energy supply, with an average of−41 Wm−2

(Fig. 11, Table 2). The sensible heat flux provides an ad-
ditional energy of−8 Wm−2, while the net long-wave radi-
ation 1L is the main balancing factor, with an average of
33 Wm−2. The latent heat flux is positive, but remains in-
significant with an average of 2.5 Wm−2. The snow and soil
column start to gradually warm during the pre-melt period,
which is reflected in a now positive average snow heat flux. A
positive residual of around 10 Wm−2 remains, which largely
builds up at the end of the pre-melt period. This indicates that
melting of the snow already occurs, which is not accounted
for in the surface energy budget during the pre-melt period.
One snow melt event has indeed been observed on 30 May.
Hereby, the temperature sensor at the snow-soil interface at
P1 recorded a rapid temperature increase of 2 K within a few
hours, which can only be explained by infiltrating melt water.
In addition to this single strong melt event, it is possible that
more snow melt occurs close to the surface without causing
detectable melt water infiltration.
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Fig. 11. Schematic diagram of the contributions of the surface en-
ergy budget for the pre-melt period. Notation as in Fig. 2.
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Fig. 12. Schematic diagram of the contributions of the surface en-
ergy budget for the snow melt period. Notation as in Fig. 2.

4.6 Snow melt (1 June 2008–30 June 2008)

The warming of the snow pack towards 0◦C at the end of
the pre-melt period is followed by the period of snow melt.
Hereby, the energy consumed by the phase change of the
melting snow appears as a dominant component in the en-
ergy budget (Fig. 12, Table 2). The average snow density
before snow melt in 2008 was found to be 0.35 gcm−3, with
an average snow depth of 0.6 m. Thus, the average latent heat
stored in the snow pack amounts to 70 MJm−2, which yields
an average energy consumption of 27 Wm−2 for the time be-
tween 1 June and 30 June, during which most of the snow
melt occurred in 2008.

The net short-wave radiation1S increases considerably
(Fig. 12, Table 2) despite of the still high albedo of the
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Fig. 13. Sensible(red)andlatentheat flux (blue) for the snow melt and the beginning of the summer period (left axis). The light gray area
represents the snow-covered and the dark gray area the snow-free fraction of the surface area around the eddy covariance system (right axis),
which is taken to be approx. equal to the 90% source limit shown in Fig. 1c. The intermediate gray area indicates the uncertainty in area
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snow. It is partly compensated by the net long-wave radia-
tion 1L, so that the average net radiation1S+1L is around
−40 Wm−2. Until large snow-free patches appear, the air
temperature is confined in a narrow range between−1◦C
and +5◦C and the snow surface temperature remains close to
0◦C due to the melt processes, so that the resulting tempera-
ture gradient is necessarily small. This yields weak sensible
heat fluxes, with peak values around−20 Wm−2 and an aver-
age of−6 Wm−2. The positive latent heat flux, which causes
a cooling of the surface, becomes more and more significant
during the snow melt period, with an average of 11 Wm−2.
Most likely, it is stimulated by the presence of water due to
the melting snow.

During the snow melt period, the net radiation1S+1L is
a much stronger energy supply channel compared to the sen-
sible heat flux (Fig. 12, Table 2). The snow melt can there-
fore be considered as almost entirely controlled by radiation,
which confirms earlier studies during snow melt by Harding
and Lloyd (1998) and Boike et al. (2003a) at the same loca-
tion. Our study can also confirm the order of magnitude and
sign of the fluxes of these previous studies.

During snow melt, infiltrating melt water and subsequent
refreezing processes dominate the snow pack, which is more
or less isothermal close to 0◦C. The underlying soil still
shows colder temperatures, which results in a heat transport
from the snow-soil interface into the soil. The energy con-
sumed by this ground heat flux is provided by the cooling and
refreezing of melt water at the snow-soil interface, but ini-
tially originates from the short-wave radiation. At 13 Wm−2

(estimated with the bulk method), this ground heat flux con-
stitutes an important component of the surface energy bud-
get. The large value can be explained by the fact that the
temperatures in the upper soil column are within the freezing

range of the soil (Roth and Boike, 2001), where a tempera-
ture change is associated with a change in latent heat content.

The sensible and latent heat fluxes during the snow melt
period and the first eight days of the summer period, when
snow patches were still present, are displayed in Fig. 13.
As in winter, pronounced flux peaks such as the one around
15 June are associated with high wind speeds and neutral
stratifications. Dewfall or white frost (negative latent heat
flux), which has been found during snow melt in previous
studies (Takeuchi et al., 1995; Boike et al., 2003b), occurs
in few cases, but is insignificant as an energy source for
snow melt. In 2008, the evolution of the snow-free areas
around the eddy covariance system was monitored in inter-
vals of two to ten days using aerial photography and sys-
tematic GPS-surveys. The results show that a patchwork
of snow-covered and snow-free surfaces exists for several
weeks due to the large spread in snow depth throughout the
study area. Snow-free areas feature a completely different
energy turnover compared to the snow patches. Accordingly,
the sensible and latent heat fluxes must be seen as a mixture
of both surface properties and their relevant percentages of
the total footprint area. An example is the pronounced latent
heat flux peak of about 80 Wm−2 on 28 June (Fig. 13), which
is presumably triggered by a high percentage of wet snow-
free patches with strong evaporation in the footprint at that
time. Meanwhile, the sensible heat flux is still negative or
only slightly positive with absolute values below 20 Wm−2,
most likely because the remaining cold snow patches prevent
a net exchange of sensible heat. The sensible heat flux keeps
on alternating between negative and positive values for an-
other couple of days, until it finally turns positive, after about
three quarters of the area are free of snow (Fig. 13).
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5 Discussion

5.1 Measurement errors and energy balance closure

For nearly all periods, a residual term of the surface energy
budget remains, which is usually found in investigations of
the surface energy budget (overview in Foken, 2008a). We
can identify four levels of uncertainty in our study: a) mea-
surement errors; b) uncertainties due to assumptions taken
or parameters used; c) inconsistencies due to different mea-
surement locations and/or footprint areas; d) systematic bias
inherent in the measurement method.

a) For turbulent flux measurements with a similar eddy co-
variance system, Mauder et al. (2006) estimate relative
uncertainties between 5 and 15% for data of the quality
classes 1 to 6 (Foken and Wichura, 1996) which we use
in our study. The BSRN radiation measurements have an
accuracy of better than 10 Wm−2 (Ohmura et al., 1998).
Unsupervised measurements under arctic conditions bear
an additional potential for measurement errors due to
e.g. snow-covered sensors or instrument malfunctions.
The unmaintained radiation measurements are checked
against the reference data set of the BSRN station, so
that unreasonably large deviations are prevented. The soil
temperature measurements from which the ground heat
flux is inferred contain a few spikes and erroneous mea-
surements, which are not considered in the evaluation.
We conclude that random measurement errors and data
gaps do not strongly influence the long-term averages pre-
sented in this study. Only in the fall period, data gaps of
the turbulent fluxes occur frequently (see Sect. 4.2), so
that a bias of the average fluxes is possible.

b) To evaluate the thermal conductivity, the soil and snow
are idealized as a domain with constant thermal properties
(in space and time) and purely conductive heat transfer is
assumed (see Appendix A). In reality, the soil or snow
properties can change, which is reflected in different val-
ues for the thermal diffusivity, if the fit is conducted for
different periods (see Sect. 3.4). The range of obtained
diffusivity values, in conjunction with the spread of soil
or snow compositions determined in field measurements,
is used to estimate the uncertainty of the thermal conduc-
tivity. Despite the resulting relative error of 25–30%, the
absolute error of the ground or snow heat flux remains
at least a factor of four smaller than the energy balance
closure term due to the generally low magnitude of the
fluxes. Another issue associated with the ground heat flux
is the storage effect of the thin soil layer above the upper-
most sensor, which is not accounted for in the calculation
of Qg. However, the day and night-time contributions of
this effect cancel, so it is insignificant on the considered
timescales.

c) Point measurements from different locations are consid-
ered as well as eddy covariance measurements, which
integrate over an extended footprint area (Amiro, 1998;
Schmid, 2002) with considerable small-scale heterogene-
ity of the surface cover (Fig. 1c). As the study focuses
on average fluxes, only a sustained difference between
the average flux of the eddy footprint area and the flux
at the point measurement site is of importance. Firstly,
this may be the case for the albedo, mainly for the snow
melt, summer and fall period. From 40 point measure-
ments (see Sect. 3.2), we estimate the spread in summer
albedo throughout the study area and thus the albedo un-
certainty to about 0.05. For the snow melt period, the
albedo value is estimated from the BSRN station, where
the albedo decreases from 0.8 to 0.5 during the course
of the snow melt. An additional uncertainty arises, as
a small fraction of snow-free surfaces with much lower
albedo contributes to the eddy footprint area at the end of
the snow melt period (Fig. 13), so that a maximum albedo
uncertainty of 0.1 appears realistic during snow melt. The
potential bias in net short-wave radiation may thus be as
large as 8 Wm−2 for the summer and 25 Wm−2 for the
snow melt period, while it is presumably negligible for
the other periods

In addition to albedo variations, the average surface tem-
perature could vary due to differences in soil moisture
and surface properties, which would affect bothLout and
Qg. A sustained difference of 1 K would lead to a bias
of Lout on the order of 5 Wm−2, so the spatial variability
of surface temperatures deserves attention in future stud-
ies (Langer et al., 2009). An uncertainty in the ground
heat flux is not only induced by variations of the surface
temperature, but also by spatial variations of the soil prop-
erties, which most likely occur throughout the study area.
However, the good agreement between the fluxes inferred
with different methods from the locations P1 and P3 dur-
ing the summer period gives us confidence in the accuracy
of Qg, within the liberal error estimates of about 25–30%
(see above).

d) A basal ice layer present in parts of the study area has
not been included in the survey of snow water equiva-
lent prior to snow melt (see Sect. 3.5). An average ice
layer thickness of 5 cm corresponds to an additional flux
of 5 Wm−2, so the true value ofQmelt during the snow
melt period is most likely higher than 27 Wm−2 (Table 2).
Furthermore, there may be a contribution ofQmelt in the
pre-melt period (see Sect. 4.5).

Large eddy or secondary circulation patterns, advection
and free convection events (Lüers and Bareiss, 2009a) are
known to lead to a systematic underestimation of the true
sensible and latent heat fluxes with the eddy covariance
method (Inagaki et al., 1996). Flux losses exceeding 25%
have been estimated for both the sensible and latent heat
flux (Foken, 2008a), which could explain a large part of
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the closure term in our study. At least in the summer and
dark winter period where the closure terms are largest (we
do not consider the pre-melt period as the contribution of
snow melt is unclear), the signs of the dominant turbu-
lent flux terms and the closure term match, so that the
energy balance could indeed be closed by increasing the
magnitude of the turbulent fluxes (Foken, 2008a). The
wider area around the study site is dominated by moun-
tains, glaciers and the open water body of the Kongsfjor-
den, so large temperature contrasts and extremely inho-
mogeneous surface heating exist over distances of a few
kilometres, which most likely create advective circula-
tion patterns. We cannot provide an independent estimate
of the magnitude of the flux bias caused by these fea-
tures, which could only be examined by area-averaging
flux measurements, e.g. using scintillometers (Meijninger
et al., 2006), or Large Eddy Simulation (LES) studies of
the entire boundary layer dynamics (Beare et al., 2006).

We conclude that the magnitude of the observed closure
terms is still in range of the closure terms found in a number
of carefully designed field experiments (overview in Foken,
2008a), despite the measurement uncertainties under arctic
conditions. Therefore, it seems reasonable that the true mag-
nitude and relative importance of the terms of the surface en-
ergy budget do not differ substantially from the results given
in this study.

5.2 The annual energy budget

The presented data set allows an estimate for the annual net
budget for each of the components of the energy budget (see
Table 2). With an average value of−35 Wm−2, the net short-
wave radiation is the dominant source of energy. It is almost
compensated by the net long-wave radiation, with an annual
average of 32 Wm−2. The latent heat flux is usually posi-
tive, and the annual average of 6.8 Wm−2 is almost exclu-
sively a result of strong fluxes during snow melt, summer
and fall. The value corresponds to a water loss of approx.
85 mm, so that about 20% of the precipitation of the study
period evaporates or sublimates. While insignificant for the
overall energy budget, positive average latent heat fluxes are
detected during the polar night, which was not found at sim-
ilar latitudes on arctic sea ice by the SHEBA study (Pers-
son et al., 2002). The average sensible heat flux is nega-
tive with a value of−6.9 Wm−2, but shows a strong seasonal
dependence. While the study site is actually a strong heat
source for the atmosphere during the two months of summer
(Qh =22.5 Wm−2), it is a heat sink for the rest of the year,
with an average ofQh = −13 Wm−2. During winter, the
nearby ice-free sea is most likely an important heat source
for the near-surface atmosphere, which might increase the
air temperatures at the study site and thus fuel the relatively
strong sensible heat transfer to the snow surface. The aver-
age ground heat flux is close to zero, as should be the case for

equilibrium or near-equilibrium conditions of the permafrost.
A strong warming of the permafrost at the study site has not
occurred over the course of the considered year.

During winter, the system is entirely forced by long-wave
radiation, while a strong short-wave forcing dominates the
system during summer. The timing of the albedo change in-
duced by the snow melt is a key point for the annual sur-
face energy budget, since the snow at the study site usu-
ally disappears between end of May and beginning of July
(Winther et al., 2002), when the incoming short-wave ra-
diation reaches its annual maximum with daily averages of
about−200 Wm−2. In contrast, the timing of the albedo
change due to the formation of the snow cover in fall is of
little importance, as the daily average for incoming short-
wave radiation is already low during September, when the
permanent snow cover usually forms (Winther et al., 2002).

Given the present data set, an earlier termination of the
snow melt, e.g. by end of May instead of end of June, would
not only lead to an increase of the net short-wave radiation
in the annual budget, but also to an enhanced flux of latent
heat. In case of the sensible heat flux, the ratio between sum-
mer conditions with atmospheric warming and winter condi-
tions with atmospheric cooling would be shifted, resulting in
a smaller, but presumably still negative net sensible heat flux.

5.3 Implications for permafrost

At the study site, the seasonal thaw of the active layer after
snow melt is driven by short-wave radiation. About 15% of
the total net radiation during the summer season is consumed
by the ground heat flux, which compares well to the value
found by Harding and Lloyd (1998). However, a pronounced
warming of the soil towards 0◦C already occurs during snow
melt. This leads to a significant increase in unfrozen water
and thus latent heat content according to the freezing charac-
teristics of the soil. The overall magnitude of the occurring
heat flux in the ground is in good agreement with the find-
ings of Boike et al. (2003b). The energy is mainly supplied
by short-wave radiation, but is mediated through conduction
in the snow pack or percolating and refreezing melt water.
The increase in latent heat content of the soil during snow
melt facilitates a more rapid thawing of the ground, after the
snow has melted.

In September, when the incoming short-wave radiation is
much lower than in the summer season, a further increase in
active layer depth has been recorded in 2008. Hereby, the
additional energy input by the sensible heat flux due to the
influx of warm air masses most likely plays a significant role.

During winter, the most important factor for the per-
mafrost is the incoming long-wave radiation, as it determines
the general magnitude of the surface temperature (Fig.7),
which in turn finally governs the energy loss of the ground.
Since the incoming long-wave radiation is mainly deter-
mined by synoptical weather patterns and thus air mass
distribution and cloud properties (Yamanouchi and Ørbaek,
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1995), the permafrost is mainly susceptible to changes in
these large-scale systems. For the on Svalbard anomalously
warm winter of 2005/2006, which was characterized by a
sustained influx of relatively warm air masses, Isaksen et al.
(2007) detected a thermal response of the permafrost to
depths of 15 m. The influx of warm southerly air masses
can culminate in rain-on-snow events, which lead to a long-
lasting warming of the snow pack and thus the near-surface
permafrost. Putkonen and Roe (2003) showed, that few
strong rain-on-snow events can confine the temperature at the
bottom of the snow to around 0◦C for most of the winter.

During winter, the strong near-surface temperature inver-
sion is a striking feature, which clearly limits the use of air
temperatures as surrogate for the temperature of the snow
surface (L̈uers and Bareiss, 2009b). In the present study, the
average temperature difference between the air temperature
at 10 m height and the surface temperature was measured to
be more than 3 K for the dark winter period. It should be
carefully checked, whether this strong near-surface inversion
is accounted for by models, which calculate the surface tem-
perature based on a closed surface energy budget (e.g. Hinz-
man et al., 1995; Hoelzle et al., 2001).

6 Summary and outlook

In this study, we have documented the annual cycle of the
surface energy budget at a high-arctic permafrost site for the
example of the year 2008/2009:

1. During polar night conditions in winter, the long-wave
radiation, the sensible heat flux and the heat input from
the refreezing active layer have been identified as the
main components of the surface energy budget. The
incoming long-wave radiation is the determining factor
for the surface temperature of the snow, but a significant
influence particularly of the sensible heat flux remains.

2. During the snow-free period of the polar day season,
the system is governed by the short-wave radiation,
while turbulent fluxes and the long-wave radiation are
the main balancing factors in the surface energy budget.

3. A more “winter-like” surface energy budget is found
during the first half of the polar day season due to the
the long-lasting snow cover with its high albedo, which
effectively limits the role of the short-wave radiation.
The albedo change induced by the snow melt is there-
fore of critical importance for the annual surface energy
budget, as it marks the transition point between two fun-
damentally different regimes.

Due to its central role in the annual cycle, the correct rep-
resentation of the snow melt must be considered crucial for
both monitoring and modeling schemes in permafrost areas.
During arctic winter and especially polar night conditions,

the parameterization of the relevant processes of energy ex-
change between surface and atmosphere remains one of the
major deficiencies in current models. A number of studies
have suggested improved parameterizations for the sensible
heat flux under stable conditions (e.g. Grachev et al., 2007),
which have to be incorporated in existing process-based per-
mafrost models, so that they can be successfully applied over
a full seasonal cycle. Further studies will focus on the val-
idation and improvement of such models by exploiting the
hourly resolution of the current data set.

The study is performed at a site on Svalbard where a sig-
nificant warming trend is expected in the near future, so it
can be considered a baseline study to assess future shifts in
the surface energy budget. It must be emphasized that an
ongoing monitoring of radiation, land-atmosphere exchange
processes and ground heat fluxes is indispensable to gain a
better understanding of future changes and their impact on
permafrost. This should include the winter season, where
the most pronounced future warming is projected to occur
(Førland and Hanssen-Bauer, 2003). Major improvements
to the accuracy could be achieved by: 1) a detailed foot-
print analysis of the eddy covariance measurements in con-
junction with spatially resolved measurements of the surface
radiation and the ground heat flux; 2) area-averaging mea-
surements of sensible and latent heat fluxes with large aper-
ture and microwave scintillometers; and 3) the application
of Large Eddy Simulations (LES) for a better understand-
ing of the vertical structure of the arctic troposphere and the
meso-scale large eddy or secondary circulation patterns in
the wider Kongsfjorden area. Such studies may also allow
to assess the impact of larger-scale factors, such as synoptic
weather patterns, precipitation or sea ice conditions, on the
surface energy budget of the study site.

In its exclusive use of measured rather than modeled val-
ues, the presented data set is unique for arctic land areas.
Such comprehensive observations of soil, snow and atmo-
spheric quantities, which could serve as a test data set to val-
idate and support modeling efforts, are sparse for the Arctic.
While Eugster et al. (2000) have compiled a data basis on
the summer surface energy budget for a range of arctic tun-
dra and boreal ecosystems, similar efforts covering the entire
annual cycle have not yet been accomplished. Such a compi-
lation would be of fundamental value in order to improve the
understanding of physical processes involved in the surface
energy budget and permafrost-snow-atmosphere interactions
on arctic land areas.

Appendix A

Calculation of ground heat fluxes

To calculate the ground heat flux

jz(z,t) = −Kh(z,t)
∂

∂z
T (z,t) (A1)
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from temperature profile measurements, the first step is to
evaluate the thermal conductivityKh of the soil or snow.
For this purpose, we select three time series of tempera-
ture measurements in a profile,Tmeas(z1,t), Tmeas(z2,t) and
Tmeas(z3, t) with z1<z2<z3. We then assume a conductive
1-D-heat transport without phase change of water according
to Fourier’s law

∂

∂t
(ch(z,t)T (z,t)) +

∂

∂z
jz(z,t) = 0 (A2)

wherech denotesthe heat capacity of the soil or snow, re-
spectively. If heat capacitych and thermal conductivity Kh
are constant, Eq. (A2) simplifies to

∂

∂t
T (z,t) − dh

∂ 2

∂z2
T (z,t) = 0 (A3)

wheredh =Kh/ch denotes the thermal diffusivity of the soil
or snow. To solve Eq. (A3) numerically, we assume Dirich-
let boundary conditions given by the time seriesTmeas(z1,t)
andTmeas(z3, t) of two outer temperature sensors in the pro-
file. The initial condition is chosen as a linear interpolation
between the first two data points of the boundary conditions.
In this case, the exact choice of the initial condition is not
critical, since the solution converges to a value independent
of the initial condition after few time steps. The numerical
solution of Eq. (A3) is performed with the partial differential
equation solver of MATLAB, yielding the modeled times se-
ries of temperatures for a givendh, Tdh

(z2,t), for all values
of z2 with z1<z2<z3.

With Tmeas(z2,t), we can perform a least-square fit for
dh by minimizing the RMS error betweenTmeas(z2,t) and
Tdh

(z2,t). Note that this method relies on rapid temperature
changes which induce a time lag of the surface temperature
signal in deeper soil layers characteristic for a certaindh. In
the summer period, when a strong diurnal temperature sig-
nal exists, the method generally works at the study site for
depths ofz1 ≈0.01 m,z2 ≈0.15 m andz3 ≈0.30 m below the
surface.

The same procedure is used by Putkonen (1998), and the
basic idea of obtaining soil properties from a time series
of temperature measurements is extended by Nicolsky et al.
(2007) and Nicolsky et al. (2009).

When the heat capacity ch of the soil is estimated from
soil samples, the thermal conductivity Kh can be evaluated.
The heat fluxjz1(t) through the upper boundary can then be
calculated using

jz1 = −K(z1,t)
∂

∂z
T (z,t)|z=z1. (A4)

Note that the required derivative of the temperature can be
easily evaluated since the numerical solution of Eq. (A3) de-
livers the full temperature field betweenz1 andz3.
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[1] Meteorological and soil temperature and moisture data for the period 1998–2005 are
presented from a long term monitoring station in the central Lena River Delta at 72�N,
126�E. The investigation site, Samoylov Island, is situated in the zone of continuous
permafrost and is characterized by wet polygonal tundra. The summer energy and water
balance of the tundra was analyzed for the dry year 1999 and the wet year 2003. The
summer water balance of the tundra was found to be mainly controlled by precipitation.
The partitioning of the available energy was controlled by precipitation via the soil
moisture regime, and by the synoptic weather conditions via radiation and the advection
of maritime cold or continental warm air masses. In 2003, regular high precipitation
resulted in a constant recharge of polygonal ponds. Of the available energy, 61% were
partitioned into latent heat flux and 17% into ground heat flux; hence, the tundra behaved
like a typical wetland. In 1999, low precipitation resulted in a loss of polygonal pond
waters and a drying of upper soil layers. This led to lower latent heat flux (31% of
available energy), higher ground heat flux (29%), and a considerably higher soil thaw
depth compared to 2003. Surface and subsurface water flow had a significant influence on
the tundra water balance. In 2003, the formation of new surface flow channels through
thermo-erosion was observed, which is expected to have a strong and lasting influence on
the hydrologic system of the tundra.

Citation: Boike, J., C. Wille, and A. Abnizova (2008), Climatology and summer energy and water balance of polygonal tundra in the

Lena River Delta, Siberia, J. Geophys. Res., 113, G03025, doi:10.1029/2007JG000540.

1. Introduction

[2] The prediction of the response of land surface water
and energy fluxes to environmental change is a major
challenge for experimentalists and climate modelers alike.
Several studies documented potential changes in the Arctic
hydrologic system. These include lake drainage through
thawing permafrost [Smith et al., 2005; Yoshikawa and
Hinzman, 2003] and changes in Siberian river runoff [Yang
et al., 2002; Berezovskaya et al., 2004, 2005]. Quantifying
the coupled surface energy andwater balance is a prerequisite
to understand the causes of changes in these systems.
Measurements of the fluxes between the terrestrial and
atmospheric systems are difficult to obtain. Eugster et al.
[2000] state that one of the most important uncertainties for
assessment of susceptibility and vulnerability of the boreal
and Arctic are the difficulties in measuring surface fluxes.
Some of the experimental problems include the remoteness
of Arctic sites and extreme weather conditions which can
prohibit the use of precise flux measurements techniques

such as the eddy covariance technique, and the great variety
of measurement and analysis techniques used by different
studies [e.g., Eugster et al., 2000; Lynch et al., 1999].
[3] According to Vörösmarty et al. [2001], the under-

standing of the seasonal and spatial variability of the pan
Arctic water balance is one major open question. However,
it is recognized that wet tundra environments represent a
major contribution to land-atmosphere exchanges of water,
energy, carbon and greenhouse gases [Chapin et al., 2000].
The tundra environments are underlain by continuous per-
mafrost which creates an impermeable layer and, together
with low topographic gradients, results in numerous ponds
and lakes (wetland). The drainage network is restricted
downward by frozen ground, and evapotranspiration is a
major mechanism of water loss. Several studies have been
carried out recently to characterize the morphology and
understand the developmental factors of small, patchy wet-
lands in the Canadian High Arctic [e.g., Woo and Young,
2003; Young and Woo, 2000]. The existence of wetlands
requires a positive water balance associated with precipita-
tion and evapotranspiration regimes and interactions be-
tween surface and groundwater flows [Woo and Young,
2006]. In the Alaskan Arctic close to Prudhoe Bay, evapo-
transpiration exceeds precipitation during the thaw period,
leading to a general drying of the watershed [Mendez et al.,
1998]. In the study of extensive wetland in a low gradient
Putuligayuk River watershed in northern Alaska, Bowling et
al. [2003] identified meltwater as the primary source of the
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wetland’s water budget. In contrast to these well researched
sites in the North American Arctic, there is a complete lack
of long-term energy balance data from Siberia and a poor
representation in the rest of the circumpolar boreal and
Arctic zones [Eugster et al., 2000].
[4] This paper’s research site is located in the Lena River

Delta, which is the largest river delta in northern Asia and
one of the richest areas in the Arctic for both species
diversity and breeding densities of migratory birds [Gilg
et al., 2000]. The delta channels one of the largest fluvial
contributions of water to the Laptev Sea [Yang et al., 2002;
Spielhagen et al., 2005]. The goals of this paper are to (1)
characterize the site’s climatology for the years 1998–2005,
and (2) quantify and discuss the coupled energy and water
balance for a dry (1999) and a wet summer (2003) at a
polygonal tundra site. Thus the study aims to display
differences and similarities in the response of the energy
and water balance to climate variability.

2. Study Site

2.1. Geography

[5] The investigation site is located on Samoylov Island
(72�220N, 126�300E, Figure 1), one of the 1500 islands
within the Lena River Delta, in one of the main river
channels approximately 120 km south of the Arctic Ocean.
The Lena Delta is located in the zone of continuous
permafrost with permafrost depths ranging from 500–
600 m [Zhang et al., 1999; National Snow and Ice Data
Center (NSIDC), 2003]. The western part of the island
(3.4 km2) represents a modern floodplain with an elevation
of 1 to 5 m a.s.l., which is flooded annually in spring. The
eastern part of the island (4.1 km2), where instruments were
set up, is composed of sediments of the Late-Holocene river
terrace [Schwamborn et al., 2002] and is characterized by
wet polygonal tundra. Its elevation ranges from 10 to 16 m

a.s.l., and only small parts of it are flooded during the
annual spring flood. The macrorelief of the eastern part of
Samoylov Island is level with slope gradients <0.2%. The
only abrupt changes in elevation, of up to 2.5 m, are
associated with the shorelines of the larger lakes.
[6] The surface of the terrace is structured by a micro-

relief with elevation differences of up to 0.5 m over a few
meters distance, which is caused by the genesis of low-
centered ice wedge polygons (Figure 2). In the depressed
polygon centers, drainage is strongly impeded due to the
underlying permafrost, and water-saturated soils or small
ponds occur. In contrast, the elevated polygon rims are
characterized by a moderately moist water regime. The
typical soil types are Typic Historthels in the polygon
centers and Glacic or Typic Aquiturbels at the polygon
rims, respectively [United State Department of Agriculture
(USDA), 1998]. The polygon centers have a water level near
the soil surface and a silty sand soil texture with anaerobic
accumulation of organic matter. The soils of polygon rims
are characterized by a silty and loamy sand texture with low
organic matter content due to oxic conditions and low water
levels [Wagner et al., 2005]. Measured laboratory soil
porosities range between 0.52 and 0.68 [Kutzbach, 2006].
The vegetation in the polygon centers and rims is composed
of a moss and lichen strata of about 5 cm thickness and a
vascular plants strata of 20–30 cm height [Kutzbach et al.,
2004]. The prevailing vascular plant is the hydrophilic
sedge Carex aquatilis, which is generally dominant in the
polygon centers (25%) and found to a lesser extent on
polygon rims (8%). Apart from C. aquatilis, the vegetation
of polygonal centers includes the mosses Limprichtia
revolvens and Meesia longeseta. The polygon rims are
dominated by mesophytic dwarf shrubs Dryas octopetala
and the mosses Hylocomnium splendens and Timmia
austriaca [Kutzbach et al., 2004]. More detailed informa-
tion on soil types and vegetation of the polygonal tundra

Figure 1. Circumpolar map showing the Lena River Delta in Siberia. The location of the investigation
area within the delta is marked by a white square. The closest settlement is Tiksi, about 110 km southeast
of the site. Satellite image provided by Statens Kartverk, UNEP/GRID-Arendal and Landsat, 2000.
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on Samoylov Island is given by Pfeiffer et al. [2002],
Fiedler et al. [2004], and Kutzbach et al. [2004].

2.2. Climate Characteristics

[7] The Lena Delta region has a dry continental Arctic
climate, characterized by very low temperatures and low
precipitation. The mean annual air temperatures and total
rainfall for the years 1961–1999 measured by the meteo-
rological station Tiksi, 110 km south-east of Samoylov, are
�13.6�C and 319 mm, respectively [ROSHYDROMET,
2006]. Polar day lasts from 7 May to 7 August and polar
night from 15 November to 28 January. The snowmelt
typically starts at around the beginning of June and the
growing season lasts from the middle of June to the middle
of September. About 45% of the precipitation falls as rain
during the growing season. During spring, summer and
autumn, the weather at Samoylov Island is characterized by
the rapid change between the advection of arctic cold and
moist air masses from the north and continental warm and
dry air masses from the south. The mean annual temperature
at the top of the permafrost is �10.1�C, which is extremely
cold compared to other Arctic sites. Colder permafrost is
only encountered on the Taymyr Peninsula to the North-
West of the Lena River Delta and on the Canadian Arctic
Archipelago [Natural Resources Canada, 1995; Kotlyakov
and Khromova, 2002]. In comparison, the top of permafrost
temperature on Svalbard is much higher, about �3�C [Boike
et al., 2003b].

3. Methods

3.1. Experimental Setup

[8] A soil profile located at a polygonal rim site was
instrumented in August 1998 for the monitoring of soil
temperature and soil water content. Soil temperatures
were recorded using thermistors (107, Campbell Scientific

Ltd., UK). The thermistors were calibrated at 0�C so that
the absolute error was less than 0.02 K over the temper-
ature range ±30�C. Liquid water content was calculated
from time domain reflectometry measurements (Tektronix
1502, TDR100, CR10X, Campbell Scientific Ltd., UK)
using the semiempirical mixing model of Roth et al.
[1990]. The accuracy of the measurement of volumetric
water content by TDR is estimated to be between 2 to 5%
volumetric water content (VWC), while the precision is
better than 0.5% VWC [Boike and Roth, 1997].
[9] A meteorological station was set up within 10 m of

the instrumented soil site. The variables measured were air
temperature and relative humidity at heights of 0.5 and 2.0 m
above the ground (MP103A, Rotronic AG, Switzerland),
wind speed and direction (05103, R.M. Young Company,
USA), snow depth (SR50, Campbell Scientific Inc., USA),
and rainfall (52203, R.M. Young Company, USA). Net
radiation was measured initially using a Q7 net radiometer
(REBS, USA), which was replaced by an NR-Lite net
radiometer (Kipp & Zonen B.V., Netherlands) in August
2000. Both sensors were installed during the period August
2001 to August 2002 for comparison. A linear fit of net
radiation readings showed that, compared to the NR-Lite
sensor, the Q7 overestimated negative net radiation and
underestimated positive net radiation by typically 7% and
8%, respectively. Hourly data collection of soil and climate
data began in August 1998. Because of technical problems,
several gaps in the data exist, most notably during May 2000
to March 2001, and January to July 2003. The soil instru-
ments were replaced by new sensors during the summer of
2002. During this process, soil and climate stations were
moved to a new neighboring site, approximately 30 m
northeast from the first site (site s, Figure 2).
[10] Water level was measured in 5 wells reinforced by

perforated PVC pipes which were located in a polygon near

Figure 2. Aerial picture of experimental sites on the polygonal tundra on Samoylov, taken in August
2006. The ice wedge polygonal network is clearly visible. The low center polygons are usually water
filled, while the surrounding elevated rims appear drier. Note that the rims above the ice wedges are
divided by surficial cracks.
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the climate station (polygon a, Figure 2, Wagner et al.
[2003]). The change of (surface and subsurface) water
storage DSmeas was calculated as the relative change of
water level in mm. The depth of the thawed active layer was
determined from soil temperature profile measurements.

3.2. Energy Balance Calculation

[11] A simple volume energy balance of the seasonally
thawing and freezing soil may be formulated as (adapted
from Boike et al., 2003a):

Qn þ Qh þ Qe þ Qr ¼ Qg ð1Þ

where Qn is the net radiation, Qh and Qe are turbulent fluxes
of sensible and latent heat,Qr is the heat flux supplied by rain,
andQg is the ground heat flux. The atmospheric fluxes on the
left side of the equation are defined as positive when they are
directed toward the soil surface (energy gain). The net
radiationQn is measured by a net radiometer,Qr is calculated
using rainfall rate and the difference between air and soil
temperature at 6 cm depth, and Qe, and Qg are estimated as
described below. The turbulent sensible heat flux Qh is
calculated as the remainder in the balance. Assuming an error
of Qg and Qn of ±15%, the error of Qe and Qh by error
propagation was estimated to be about ±21%.
[12] The latent heat flux Qe was calculated using the

model developed by Priestley and Taylor [1972], which has
been successfully applied in various settings in the Arctic
[Mendez et al., 1998; Rouse, 1990; Marsh et al., 1981; Woo
and Marsh, 1990]:

Qe ¼
aPTDVP Tð Þ Qn � Qg

� �
DVP Tð Þ þ g

ð2Þ

[13] Here DVP(T) is the slope of the saturation vapor
pressure-temperature curve, g is psychrometric constant,
and aPT is a parameter expressing the ratio of actual to
equilibrium evapotranspiration. The value of aPT for our
study site was derived empirically by application of the
Bowen Ratio - energy balance method (BREB) to 1999 and
2003 data sets to approximate the ratio of actual to equi-
librium evapotranspiration [Eichinger et al., 1996]. To
estimate the relative humidity at the soil surface the relation
between water potential and relative humidity was used
[Campbell, 1985; Stewart and Broadbridge, 1999]. Estima-
tion of water potential using volumetric soil moisture
relationship was performed following Hinzman et al.
[1998]. The average estimated value of aPT in 2003 was
1.26, which is a value generally accepted for saturated
surfaces [e.g., Rouse et al., 1977; Stewart and Rouse,
1977; Bello and Smith, 1990]. A lower mean aPT value of
0.8 was derived for the period with available soil moisture
in 1999. The same value of the aPT was found by Friedrich
[2001] at this location in an energy and water balance study
in 1999. Similar values for aPT were estimated for a well-
drained upland lichen-heath tundra near Churchill, Mani-
toba (Eaton et al. [2001]: aPT = 0.81), and for dry upland
regions characterized by sedge tussocks, mosses, and

lichens (Rouse and Stewart [1972]: aPT = 0.95; Stewart
and Rouse, [1976]: aPT = 1.0).
[14] The ground heat flux Qg was calculated as change of

soil sensible energy Hgs and soil latent energy Hgl per unit
time using hourly time steps, Qg = D(Hgs + Hgl). The
thermal energy stored as sensible heat at time t in the soil to
a depth of 0.7 m (late summer season thaw depth and also
maximum depth of TDR measurements) was estimated by
summing the thermal energy of the soil components ice, i,
liquid water, w, and soil matrix, sm, in the soil profile [Boike
et al., 1998]:

Hgs ¼
X

a2i;w;sm
cara

Z
qa z; tð ÞT z; tð Þdz ð3Þ

where ca, is the specific heat capacity, ra is the mass
density, and qa, is the volumetric content of phase a, and T
is the temperature. The latent heat energy of the soil was
calculated as:

Hgl ¼ �Lf ri

Z
qi z; tð Þ dz ð4Þ

where Lf = 0.333 * 106 J kg�1 is the latent heat of fusion, ri
is the ice mass density, and qi is the volumetric ice content,
which is estimated from TDR measurements of soil water
content directly before the freeze-back of soils [Boike et al.,
1998]. This implicitly assumes that no significant lateral
moisture redistribution takes place during winter. The
reference state for the energy storage calculations is liquid
water at 0�C.
[15] Due to technical problems in 1999, the soil volumet-

ric water content necessary for calculation of Hgl is not
available for the whole summer. Therefore the ground heat
flux was calculated from temperature difference at depths z,
using the thermal conduction equation [Incropera and
Dewitt, 1996]:

Qg ¼ �l
DT

Dz
: ð5Þ

[16] A constant soil thermal conductivity of l = 0.4 W
m�1 K�1 was applied. This value was obtained by linear
best fit (R2 = 0.95) of Qg data from heat flux plate
measurements and the thermal gradient calculated from
temperature sensors located at 6 and 9 cm depth in 1998
[Friedrich, 2001]. The same value of l was found using the
thermal gradient and modeled D(Hgs + Hgl) data when soil
water content measurements were available in 1999. A
comparable value for the effective thermal conductivity of
surface organic soils of 0.3 W m�1 K�1 was found by
Hinzman et al. [1991] in the study of hydrologic and
thermal properties of soil in the Alaskan Arctic. A compar-
ison of hourly estimates of heat fluxes using equations (3)
and (4) and equation (5) for the period with available soil
water content data in 1999 showed a good agreement
between the two methods when the empirically derived
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value of l was applied (R2 = 0.85 for 14–17 May; R2 =
0.79 for 14–15 August).

3.3. Water Balance Calculation

[17] The change of (surface and subsurface) water storage
DS can be expressed as

P � ET � R ¼ DS ð6Þ

where P is precipitation, ET is evapotranspiration when
water is lost to the atmosphere (negative ET) or condensa-
tion when water is gained from the atmosphere (positive
ET), and R is lateral surface and subsurface water flow. If
lateral water flow R is neglected, the water storage can be
estimated as:

P � ET ¼ DSest: ð7Þ

No snowfall occurred during the summer periods of 1999
and 2003, thus accumulation or melt of snow is not included
in the water balance.

4. Results

4.1. Climatology 1998–2005

[18] Monthly average air temperatures during summer
showed large variation between the years 1998–2005

(Figure 3b). July and August were the warmest months;
but the monthly average varied between 6.6�C (July 2004)
and 13.4�C (July 2001). The coldest period was typically
January–February with monthly averages of about �35�C.
The monthly average net radiation was typically highest
during June, decreased strongly during July–September,
and was negative from October (Figure 3a). It was contin-
uously negative for 5 months during the winters 1998–1999
and 1999–2000, for 6 months during the winter of 2001–
2002, and for 7 months during the winters 2003–2004 and
2004–2005. During the summers of 2003 and 2004, the net
radiation was considerably lower (�20%) than during the
years 1999–2002, which was caused by a prevalence of
cloudy weather conditions in 2003, and a late snowmelt in
2004.
[19] Snow started to accumulate in September in most

years (Figure 3c). The pattern of snow accumulation was
very variable, as was the depth of the snow cover. During
the winter 1998–1999, the maximum monthly average
snow depth was recorded in December (7 cm), during the
winter 2003–2004 it was recorded in May (44 cm). The
snow usually melted within 7–10 d; in years with thin snow
cover the snow was gone by the end of May or first days of
June (1999, 2002, 2003), otherwise at about the middle of
June (2001, 2004, 2005). Redistribution of snow by wind
and the polygonal microtopography resulted in a spatially
highly variable depth of the snow cover. For instance in the

Figure 3. Monthly average meteorological and soil data from the monitoring station on Samoylov
Island. (a) Net radiation; (b) air temperature for Samoylov (black) and Tiksi (grey); (c) snow depth and
daily totals of rainfall for Samoylov (black filled bars) and Tiksi (non filled bars); (d) soil temperature at
47 cm depth and close to the surface (9 cm depth until July 2002, 6 cm depth thereafter); and (e) soil
volumetric water content at 34 cm depth and surface.
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spring of 2004, snow depth varied between 40–50 cm in the
polygon centers and 0–10 cm on the rims.
[20] Rainfall usually occurred between the middle of May

and the middle of September, depending on the length of the
frost period and the synoptic weather situation (Figure 3c).
The total amount of rainfall measured varied between
72 and 88 mm in 2001 and 1999, and 193 and 208 mm
in 2004 and 2003, respectively (mean 137 mm).
[21] Average monthly soil temperatures were generally

low (Figure 3d). The maximum monthly temperature of the
uppermost soil layer did not exceed 10�C; the maximum of
9.4�C was recorded in July 2001. The amplitude of sea-
sonal surface temperature variations was 40 K (+10 to
�30�C). Soil moisture in the thawed active layer for the
years 2002–2005 showed only small differences between
years (Figure 3e). In the organic surface layer, the average
monthly water content reached about 20–30%, indicating
that it was not saturated. This is expected since the elevated
rim permits micro topographically controlled drainage of
water. At a depth of 34 cm, the water content stayed close
to 50% after thawing, which means that the sandy silt soil
was always saturated. During winter, the liquid water
content of the frozen soils was below 8%.

4.2. Meteorological and Soil Conditions 1999

[22] In the spring of 1999, the snow cover was thin with a
depth of 20 cm in the polygon centers. The snow water
equivalent before melt was about 40 mm. Snow thaw started
around 25 May and lasted for about 10 d (Figure 4c). Before
snowmelt, the snow exclusively sublimated, consuming
about 50% of the available energy, and exposing the
polygonal ridges [Boike et al., 2003b]. Consequently, the
net radiation reached large positive values already during
snowmelt; it was on average 63 W m�2 during the second

half of May (Figure 4a). After snowmelt, net radiation
increased strongly; it averaged to 145, 121, and 67 W m�2

in June, July, and August, respectively. The monthly average
air temperature was 6.7, 9.7, and 7.8�C during June, July, and
August, respectively (Figure 4b). There were only short
warm periods which were associated with the advection of
warm air from the south (14, 23 July, 23, 29 August);
however, the first half of August was characterized by a
pronounced cold period. The total rainfall for 1999 was
88 mm; for the period June–August it was 56 mm with
highest intensity of about 3 mm h�1 on 4 July (Figure 4c).
[23] The soil thaw started at the beginning of June and

progressed rapidly; the upper 9 cm of the soil profile were
thawed by 10 June, the layer at 15 cm depth was thawed on
16 June (Figure 4d). On 24 July, the thaw front passed the
lowest temperature sensor at 58 cm depth. From the increase
of thaw depth during June and July, and the typical length of
the soil thaw period (until early September), the maximum
thaw depth was estimated to be at least 70 cm. The soil
water content at 9 cm depth was 25% directly after thaw on
10 June, and 26% on 22 August. The water content at and
below 15 cm depth (down to 0.47 cm) ranged from 42 to
49%, which indicates that the soil layers were close to
saturation (data not shown). The freezing of the soil started
during the second half of September and the ground
remained isothermal (zero curtain) until mid October. The
freezing front moved from the ground surface to the bottom
of the active layer, and by 4 November the active layer was
completely frozen.

4.3. Summer Energy and Water Balance 1999

[24] During June and July, the energy input of Qn was
17–18 MJ m�2 d�1 on clear days and about 4 MJ m�2 d�1

on cloudy and rainy days such as 28 June and 4 July

Figure 4. Daily average meteorological and soil data for 1999. (a) Net radiation, (b) air temperature at
2 m height, (c) snow depth and daily sums of rainfall (bar graph), and (d) soil temperature.
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(Figure 5a). The average energy input through Qn was
12.5 MJ m�2 d�1 during June (1–13 June: 15.5 MJ m�2

d�1), 10.3 MJ m�2 d�1 during July (14–31 July: 10.1 MJ m�2

d�1), and 5.7 MJ m�2 d�1 during August. The energy input
through rain Qr was negligible on most days, the maximum
value of 0.17 MJ m�2 d�1 was observed on 4 July (4% of Qn).
Qh was the largest energy sink during June and July,
consuming 43% (1–13 June: 48%) and 39% (14–31 July:
39%) of Qn, respectively, and the second largest sink during
August (35% of Qn). Qg was the smallest energy sink in June
and July, consuming 26% (1–13 June: 20%) and 29% (14–
31 July: 28%) of Qn, respectively. However, during August,
Qg consumed 37% of Qn and was the largest energy sink.
Between 28 and 33% of Qn went into Qe, thus making it the
second largest energy sink during June and July, and the
smallest energy sink in August. Cumulative sums of all
energy balance components over the complete summer
period are given in Table 1.
[25] Over the course of the period June–August, the

measured water storage DSmeas showed a generally decreas-

ing trend; it was only markedly interrupted by the precipi-
tation events on 4 July and 11–15 August (Figure 5b).
Changes of DSest and DSmeas were comparable until 8 July;
afterward DSmeas decreased much faster than DSest. Until 20
July, a difference of +70 mm built up between DSest and
DSmeas. After 20 July, the changes of DSmeas and DSest were
again similar; the difference between the two increased only
slowly to +97 mm until 31 August (Table 2).

4.4. Meteorological and Soil Conditions 2003

[26] In 2003, due to technical problems there exist no data
before 10 May and during the period 15 June to 12 July.
The snow thaw started before 10 May and the snow was
largely gone by 15 May (Figure 6c). However, due to
cloudy weather conditions, the daily average net radiation
seldom reached values >100 W m�2 until the middle of
June; the average during the first half of June was 84 W
m�2 (Figure 6a). Net radiation was also frequently low
during July and August; the average values were 79 and 49
W m�2 for the period 14–31 July and during August,
respectively. The average air temperature was 1.7, 11.2,

Figure 5. Energy and water balance components during the period 1 June to 31 August 1999. (a) Daily
sums of energy balance components Qn, Qe, Qh, and Qg; (b) cumulative water balance components DSest
(equation (7)), and DSmeas.

Table 1. Cumulative Energy Budget Components in 1999 and 2003a

Qn, MJ m�2 Qe, MJ m�2 (%) Qh, MJ m�2 (%) Qg, MJ m�2 (%) Qr , MJ m�2 (%)

1999 +866 �268 �345 �254 +0.58
1 Jun to 31 Aug 31 40 29 <0.1
1999 +353 �108 �131 �114 +0.05
14 Jul to 31 Aug 31 37 32 0.0
2003 +257 �158 �57 �52/+9 +0.36
14 Jul to 31 Aug 61 22 20/3 0.1

aValues are given as totals and in percent of Qn.
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and 7.7 C during 1–13 June, 14–31 July, and August,
respectively (Figure 6b). Daily average air temperatures in
the middle of July and at the beginning of August were
frequently greater than 15�C (Figure 6b). These pronounced
warm periods were separated by a cold period at the end of
July which was accompanied by heavy rainfall (94 mm).
During this event, large rainfall intensities between 6 and
7.7 mm h�1 were observed on 22 and 24 July. The total
amount of rainfall during the period 14 July to 22 October
was 168 mm (Figure 6c). The soil thaw started at the
beginning of June, and the surface at 5 cm depth thawed
between 7 and 12 June (Figure 6e). The progression of the
thaw front was slower compared to 1999; on 24 July 2003
the thaw depth was between 37 and 47 cm (1999: 58 cm).
Thus the thaw depth was at least 10 cm smaller in 2003
compared to 1999. Soil freeze back (zero curtain effect)
started from the top of the profile on 30 September. The late

freeze back is due to advection of warm continental air from
the south that led to unusually warm air temperatures at the
beginning and during the second half of September. Freeze
back was completed by 11 November, when the layer at
50 cm depth froze. At the beginning of July, the soil was
water-saturated only below a depth of 12 cm (Figure 6d).
During the large rainfall at the end of July, also the surface
layer became saturated. However, after a few days the water
content decreased and then remained about 20% below
saturation until the freeze back of soils. The profile below
this layer was saturated throughout the summer. The differ-
ences in soil moisture below 20 cm depth indicate soil
texture differences. Of note is the steep step increase in soil
moisture in thawed and frozen soil in July and August
during and after the two rainfall events indicating the
infiltration of water into frozen soil.

4.5. Summer Energy and Water Balance 2003

[27] The daily energy input through Qn was on average
7.2, 7.0, and 4.3 MJ m�2 d�1 during 1–13 June, 14–31 July,
and August, respectively. On the cloudy and rainy days 24
and 27 July, total Qn was less than 0.5 MJ m�2 d�1

(Figure 7a). During these days, Qr was significant; it was
an energy source of 10% ofQn on the relatively warm 24 July
(mean air temperature +7.9�C), whereas it was an energy sink
of 19% of Qn on the relatively cold 27 July (+3.3�C). Qe was
the largest energy sink on most days. The percentage of Qn

Table 2. Water Balance Components for 1999 and 2003

P, mm ET, mm DSest, mm DSmeas, mm

1999
1 Jun to 31 Aug +56 �109 �53 �150
1999
14 Jul to 31 Aug +13 �44 �31 �90
2003
14 Jul to 31 Aug +135 �63 +72 �10

Figure 6. Daily average meteorological and soil data for 2003. (a) Net radiation, (b) air temperature at
2 m height, (c) snow depth and daily sums of rainfall (bar graph), (d) soil temperature, and (e) soil moisture.
Because of technical problems there are no data before 10 May and during the period 15 June to 12 July.
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which went into Qe was 49% during 1–13 June, 62% during
14–31 July, and 61% during August. Qh was the second
largest energy sink; 39, 20, and 24% of Qn went into Qh

during 1–13 June, 14–31 July, and August, respectively.
Qg consumed 12% of Qn during 1–13 June, 18% during
14–31 July, and 15% during August, and was the smallest
energy sink. During cold and cloudy days, e.g., 22–27 July
and 8–12 August, the ground was a source of energy and
returned about one seventh of the gross Qg to the atmo-
sphere. Of the remaining energy, 98% went into the change
of soil latent heat, i.e., the thaw of the ice rich permafrost
soil.
[28] The water storage in 2003 was characterized by the

repeated strong rain events at the end of July (Figure 7b).
However, DSmeas and DSest reacted markedly different:
During the period 21–29 July DSmeas increased by
155 mm, whereas DSest increased by only 70 mm. Also
after the rain events, DSmeas and DSest behaved differently:
Until 31 August, DSmeas decreased continuously by roughly
5 mm d�1 while DSest decreased by only 5 mm, because ET
and R nearly balanced. Thus the difference between DSest
and DSmeas changed from �63 mm on 29 July to +82 mm
on 31 August (Table 2).

4.6. Comparison of Water Balance 1999 and 2003

[29] For quantitative analyses of the water balance, DSest
and DSmeas were plotted against each other for several
periods with low precipitation (Figure 8). As indicated by
the slope of the linear regressions, in 1999 measured storage
decreased 4 and 7 times faster than estimated storage,
whereas in 2003, measured storage decreased about 20 times

faster. This indicates that DSest, which is based on P-ET and
excludes lateral surface and subsurface flows, does not
describe the water balance of the polygonal tundra ade-
quately. In 2003 during and after strong rain events, surface
runoff and channel formation was observed. In 1999, no
visible surface flow into or out of ponds was observed
because the water level position was already below the soil
surface in the polygon center.

4.7. Subsurface Flow Experiment

[30] A dye tracer experiment was undertaken in August
2006 to evaluate the flow of water between polygons through
the polygonal rim (Figure 9). On 21 August 10 L of water
dyed with a blue tracer (5 mg L�1 Vitasyn Blue AE85,
Hoechst AG, Germany) were poured in a pit (45 cm	 15 cm
wide) which had been dug to the thaw depth of 30 cm. The pit
was located at the outermost edge of the polygonal rim
separating polygon A and B (Figures 9a and 9b). The
location for the experiment was chosen at a rim that was
not divided by a crack since only subsurface flow (and not
surface flow inside the crack) was the scope of this study. The
difference in water level between Polygons A and B was
5 cm. It was hypothesized that subsurface water flowed
between these two polygons. On 30 August further pits were
dug to visualize the subsurface pathways of the tracer dye.
Within 9 d, blue water had moved 1.3 m toward polygon B
within a 3–5 cm layer of fine to medium sand. This sand
layer was bounded by lower hydraulic conductivity layers
(sandy silt) above and below (Figure 9c). Using Darcy’s law
[Freeze and Cherry, 1979] and a hydraulic conductivity of
1.30	 10�4 m s�1 for a 5 cm sand layer (estimated from the

Figure 7. Energy and water balance components in 2003. (a) Daily sums of energy balance components
Qn, Qe, Qh, and Qg for the periods 1–13 June and 14 July to 31 August; (b) cumulative water balance
components for the period 14 July to 31 August DSest (equation (7)), and DSmeas.
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tracer experiment), a distance of 4 m between polygons
(width of polygon rim), an estimated polygon pond surface
area of 100 m2, and a time 60 d (July–August), the total
water transported via groundwater flow would result in a
water level decrease of 42 mm in polygon A. This values lies
in the same order of magnitude of difference between
estimated and measured storage change in 1999 (59 mm).

4.8. Seasonal Drivers of Energy Balance

[31] The relationship of energy partitioning and air tem-
perature was illustrated by comparison of the ratio of Qe, Qh,
Qg, and Qn for different air temperature ranges (Figure 10).
In both years 1999 and 2003, Qe/Qn increased and Qh/Qn

decreased with increasing air temperature. However, the
sensitivity of Qe/Qn to air temperature was more pronounced
during the wet year 2003 compared to the dry year 1999: Qe/
Qn increased by 21% in 2003 and by only 7% in 1999
between the temperature classes <0�C and >15�C, With an
increase of 34% between temperature classes <0�C and
>15�C during both years, the sensitivity of Qh/Qn to air
temperature was greater than that of Qe/Qn, but did not
depend on the moisture regime.

5. Discussion

5.1. Summer Energy Balance 1999 and 2003

[32] The total Qn during June to August 1999 of 868 MJ
m�2 is very similar to the value of 854 MJ m�2 reported by
Ohmura [1982] for a tundra site at Barrow, Alaska (71�N),
and the values of 700–800 MJ m�2 reported by Lloyd et al.
[2001] from Zackenberg, Greenland (74�N) and Skalluvaara,

Figure 8. Estimated storage (cumulative P-ET) versus
measured storage during periods with low precipitation in
1999 and 2003. For 2003 data the sign was reversed for
better illustration. The dashed lines are linear fits of the data,
the solid line is the function y = x.

Figure 9. Scheme of subsurface flow tracer experiment in August 2006. (a) Aerial picture of
experimental site, (b) cross section A-B, the width of the polygonal wall was about 4 m and the thaw
depth at the soil profile where the dye tracer was applied was 46 cm, and (c) typical soil profile along A-B
at the end of the experiment. The dye was exclusively found in a continuous sand layer, approximately
3 cm thick.
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Finland (70�N) for the period 9 June to 29 August. However,
Qn differed greatly between the years 1999 and 2003. During
the period 14 July to 31 August, the available energy was
24% lower in 2003 compared to 1999. This was due to the
predominance of cloudy weather in 2003, which is exempli-
fied by the cloudy and rainy period at the end of July when
Qn was reduced to less than 10% of the monthly average.
[33] The fraction of 29% of Qn that was partitioned into

Qg in 1999 was large compared to values of Qg/Qn of 10–
16% reported from North American [Ohmura, 1982;
Vourlitis and Oechel, 1997; Harazono et al., 1998] and
European Arctic sites [Harding and Lloyd, 1998; Soegaard
et al., 2001]. In general, the Qg/Qn ratio is low for wetlands
due to the high soil moisture content and a high evapotrans-
piration [Jacobsen and Hansen, 1999]. The high soil heat
flux at our site in 1999 is explained by the generally dry soil

conditions which, compared to wet tundra soils, led to lower
soil hydraulic conductivity and thus less evaporation [Boike
et al., 1998] and hence an overall shift of the energy
partitioning toward Qg. This is supported by the increase
of the value of Qg/Qn from 26% in June to 37% in August
1999, which concurs with a falling water table and further
drying of the upper soil layers. On the other hand, the Qg/Qn

value of 17% found in 2003 is closer to the results of the
studies cited above, albeit at the upper end of the range given
there. This could be explained by the low permafrost
temperature in our study region, which leads to a strong
temperature gradient in the thawed soil layer and promotes a
generally high ground heat flux during summer [Boike et al.,
2003b].
[34] The fractions of Qn that were partitioned into Qe

(61%) and Qh (22%) in 2003 are comparable to values
found by other arctic wetland studies. Values of Qe/Qn and
Qh/Qn reported are 57% and 29% for a flooded sedge tundra
at the North Slope of Alaska [Harazono et al., 1998], 39%
and 27% for an Arctic fen at northeast Greenland [Soegaard
et al., 2001], 64% and 28% for two Canadian sub-Arctic
tundra sites [Eaton et al., 2001], and 51% and 34% for a
sub-Arctic elevated mire in Northern Finland [Lloyd et al.,
2001]. The mean Bowen ratio, b, for the measurement
periods 2003 was 0.36. Thus in 2003 the tundra behaved
like a typical wetland in terms of the energy partitioning. In
1999, the energy partitioning was drastically different
compared to 2003. The fractions of Qn that were partitioned
into Qe and Qh were 31% and 40%, respectively, and the
mean Bowen ratio was 1.29. The smaller value of Qe/Qn

was caused by the drying of the upper soil and the moss
layer. It is thought that a substantial part of 50–85% of
tundra ET is evaporation from the moss layer [Miller et al.,
1980; Vourlitis and Oechel, 1999; Grant et al., 2003].
Mosses lack stomatal control, but their resistance to water
loss was shown to increase exponentially as tissue water
decreases [Oechel and Sveinbjörnsson, 1978; McFadden et
al., 2003].
[35] During both years, the Bowen ratio was largest in

June (1999: 1.39; 2003: 0.81), was lowest in July (1.19/
0.32), and rose again slightly in August (1.24/0.40). A
similar pattern was observed at Arctic and boreal wetlands
in Europe, North America, and Greenland [e.g., Lafleur et
al., 1997; Lloyd et al., 2001]. It can be explained by the
phenological development of vascular plants in the tundra
canopy and their contribution to the total tundra ET and
hence Qe. The fact that the seasonal change of the Bowen
ratio was observed during both years 1999 and 2003
suggests that despite the dry conditions and the low water
level in 1999, vascular plants were not limited by water
availability. This is supported by the typical root horizon
depth of 11–26 cm in polygon centers and 0–15 cm at
polygon rims [Kutzbach et al., 2004], and the soil moisture
measurements which showed that soils were close to water
saturation at all times at and below depths of 15 cm.

5.2. Seasonal Drivers of Energy Balance

[36] Net radiation was the dominant energy source, as
visualized in Figures 5a and 7a. However, the large varia-
tions in daily Bowen ratio indicate that the turbulent fluxes
of energy are driven not by net radiation alone. Harazono et

Figure 10. Bowen ratio and ratios of energy fluxes Qe, Qh,
Qg, and net radiation Qn based on daily sums of fluxes as
displayed in Figures 5 and 7. The data were grouped into five
bins according to mean daily air temperature and averaged
within each bin. The error bars are standard deviations
within the bins. During days with positive Qg in 2003, Qg/Qn

was disregarded and Qe/(Qn + Qg) and Qh/(Qn + Qg) was
used.
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al. [1998] related observed fluctuations of Bowen ratio at a
wet sedge tundra at the North Slope, Alaska to air temper-
ature variations connected to synoptical weather patterns,
namely the change between onshore winds from the Arctic
Ocean and offshore winds from the continental hinterland.
This finding is thought to apply also to our study site.
During periods of advection of continental warm and dry air
masses (e.g., 14–16 July 2003), Qg/Qn was greatly in-
creased (37%) and Qh/Qn was very low (7%). On the other
hand, during periods of advection of maritime cold air (e.g.,
24–27 July 2003), the soil turned into a significant source
of heat (25% of Qn), and Qh increased greatly (42%).
[37] The strong decline of Qh/Qn with increase in air

temperatures (Figure 10) is the result of the reduction in
surface to air temperature gradients and demonstrates the
importance of air temperature as a driver of Qh. The ratio
Qg/Qn increased initially with increasing temperature but
shows no further increase in the temperature range above
10�C during both years 1999 and 2003. This could be
explained by the increased thaw depth, which reduces the
temperature gradient and thus leads to a reduction of Qg. All
the above findings are in agreement with the results by
Harazono et al. [1998], who compared the relationship of
energy partitioning and air temperature of a wet sedge
tundra and a dry tussock tundra at the North Slope of
Alaska during one growing season.
[38] In summary, the air temperature has a significant

influence on the energy partitioning of the tundra. Because
of the location of the study site at the border between
continental and maritime arctic air masses, the synoptical

weather patterns are of major importance for the energy
balance of the tundra.

5.3. Comparison of Water Balance 1999 and 2003

[39] The evaluation of the water balance of the polygonal
pond demonstrated the response of water balance compo-
nents to climatic variability between two study seasons. In
2003, high precipitation inputs resulted in the recharge of
polygonal ponds. Similarly, Woo and Guan [2006] found
that arctic ponds can be recharged to snowmelt levels by
sizable rain events. Bowling et al. [2003] showed that late
summer precipitation may result in runoff from upland
tundra areas to partially recharge pond storage. On the other
hand, low amounts of precipitation in 1999 resulted in a
total loss of pond surface waters. This underlines the
importance of the frequency and duration of precipitation
events in the water budget of polygonal ponds during the
postsnowmelt season. Kane and Carlson [1973] concluded
from their studies that direct precipitation was the major
hydrologic input to an arctic lake in the Low Arctic.
[40] Evapotranspiration led to a steady pond storage

decline in both study seasons. Even during the dry year of
1999 evaporation continued during the whole summer,
despite the fact that water levels fell well below the soil
surface in the depressed polygon centers. This is explained
by the large depth of 34 cm of the rooting zone in the
polygonal centers [Kutzbach et al., 2004], which guaranteed
the availability of water for plant uptake. According to
Lafleur et al. [2005], the rooting depth of vascular plants
represents a critical limit of water table depth, below which

Figure 11. Thermoerosion features at the polygonal tundra of Samoylov Island, initiated by strong
rainfall events in summer 2003. (A) A large lake is drained by one outflow. The log at the front right has a
length of about 1 m. (B) Drainage channel outflow at the cliff of the river terrace that builds up the
Eastern part of Samoylov Island [from Kutzbach, 2006].
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evapotranspiration is limited to some degree by water
supply.
[41] However, water balance calculations based on P-ET

did not describe the water balance of the polygonal tundra
adequately (Figures 5 and 7). The storage loss in 1999 must
have been due to subsurface outflow of water. The trace
experiment conducted in August 2006 suggests a possible
connection of the pond with neighboring ponds via subsur-
face flow through sandy soil layers with high hydraulic
conductivity. The occurrence of sand layers is widespread as
found in detailed cross sections of low centered polygons on
Samoylov Island [Pfeiffer et al., 2002]. The occurrence of
thin sandy layers with higher hydraulic conductivity com-
pared to the prevalent loam or silt layers could also explain
the varying speed of the storage loss in 1999. Woo and
Guan [2006] found during a post snowmeltwater balance
study of tundra ponds that, in addition to vertical fluxes,
change in the pond storage was driven by low magnitude
lateral flow exchanges with neighboring ponds. The impor-
tance of lateral fluxes for the seasonal water balance of a
northern boreal fen during a dry year was also shown by
Lafleur et al. [1997], who observed that the fen drained
gradually throughout the summer in response to evaporation
and lateral outflow. Furthermore, a subsurface hydrologic
connections enable the transport of nutrients which could be
an important factor for sustaining this wetland ecosystem.
[42] In 2003, high soil moisture conditions and a high

water table together with a shallow active layer contributed
to surface connectivity of the pond with the surrounding
catchment during and after rain events. Field observations
during the 2003 rain event included runoff across polygon
rims and the development and widening of old and new
hydrologic channels due to thermo-erosion (Figure 11). This
surface runoff was the reason for the much larger decrease
of DSmeas compared to DSest as illustrated in Figure 8.
Similarly, during the strong rain events in 2003, DSmeas
increased much stronger than DSest which suggests the
inflow of water. Woo and Guan [2006] observed at their
polygonal tundra pond research site in the Canadian Arctic
that, during high and prolonged rain events, surface con-
nectivity between the ponds was established through lateral
surface flow, which recharged the ponds. They also suggest
that cracks may act as natural channels for pond drainage.
The formation of new channels as observed at our study site
in 2003 was important for the regulation of surface runoff
during extensive rain events, and may have a strong and
lasting effect on the hydrologic connectivity within this
tundra system.
[43] For both years, water balance calculations based

solely on P-ET calculations underestimated the water budget
of this polygonal tundra due to omission of surface and
subsurface flows.

6. Conclusion

[44] The summer water balance of the studied wetland
tundra was found to be mainly controlled by precipitation.
Furthermore, the partitioning of the available energy was
controlled by precipitation via the moisture regime of the
tundra soils. The two years showed very different regimes in
terms of the energy partitioning and it’s relation to air
temperature. During the dry year, the available energy was

largely evenly partitioned between Qe, Qh, and Qg for all air
temperatures >0�C. During the wet year, the flux partition-
ing was highly dependent on air temperature: Qe increased
strongly with air temperature and drastically reduced the
energy available for Qh and Qg. Hence with increasing air
temperature and abundant moisture supply as predicted by
global climate scenarios [IPCC, 2001], evaporation could
increase strongly, thus reducing the sensible and ground
heat flux.
[45] The formation of new surface flow channels through

thermo-erosion and the drainage is expected to have a
strong and lasting influence on the hydrologic system of
the tundra. Subsurface flow is important in the tundra water
budget, which is shown by gross underestimation of the
water budget calculated from P-ET alone. These processes
are not well understood and require further experimental
and modeling studies. Improving our understanding of land
atmosphere exchange processes will allow evaluating the
degree of sensitivity of heat and water budget components
to climate change in these northern permafrost landscapes.

Notation

Qn net radiation balance
Qh turbulent fluxes of sensible heat
Qe turbulent fluxes of latent heat
Qr heat flux supplied by rain
Qg ground heat flux
Hgl thermal energy stored as latent heat in the soil
Hgs thermal energy stored as sensible heat in the soil
aPT empirical parameter expressing actual to equilibrium

evapotranspiration
a phase (ice, i, liquid water, w, soil matrix, sm)
ca specific heat capacity
ra mass density
qa volumetric content of phase a
T temperature
z depth
l soil thermal conductivity
P precipitation

ET evapotranspiration
S surface storage
R surface discharge
g psychrometric constant
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Abstract

Permafrost thawing is essentially determined by the surface energy balance, which
potentially triggers the activation of a massive carbon source, if previously frozen or-
ganic soils are exposed to microbial decomposition. In this article, we present the first
part of a comprehensive annual surface energy balance study performed at a polyg-5

onal tundra landscape in northeast Siberia, realized between spring 2007 and winter
2009. This part of the study focuses on the half year period from April to September
2007–2008, during which the surface energy balance is obtained from independent
measurements of the radiation budget, the turbulent heat fluxes and the ground heat
flux at several sites. The short-wave radiation is the dominant factor in the surface10

energy balance during the entire observation period. About 50% of the available net
radiation is consumed by latent heat flux, while the sensible and the ground heat flux
are both on the order of 20 to 30%. The ground heat flux is mainly consumed by active
layer thawing, where 60% of soil energy storage are attributed to. The remainder is
used for soil warming down to a depth of 15 m. The controlling factors for the surface15

energy partitioning are in particular the snow cover, the cloud cover and the soil tem-
perature gradient. Significant surface temperature differences of the heterogeneous
landscape indicate spatial variabilities of sensible and latent heat fluxes, which are
verified by measurements at different locations. However, differences in the partition
between sensible and latent heat flux for the different sites only exist during conditions20

of high radiative forcing, which only occur occasionally.

1 Introduction

The thermal state of permafrost and its susceptibility towards degradation is fundamen-
tally determined by the surface energy balance. Recent studies revealed that essential
climate changes take place in the Arctic and are expected to proceed in the future25

(Overpeck et al., 1997; Hansen et al., 2001; Comiso, 2006; Overland et al., 2008).
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There is observational evidence that energy and water exchange processes in the arc-
tic landscapes are already substantially affected, which also involves the thermal state
of permafrost (Serreze et al., 2000; Hinzman et al., 2005). Permafrost, which occupies
about 25% of the land area of the Northern Hemisphere (Brown et al., 1997), is consid-
ered an important factor in the complex feedback mechanisms of the climate system5

due to its massive carbon storage capabilities (Christensen and Cox, 1995; Callaghan
et al., 2004; McGuire et al., 2006). Zimov et al. (2006) estimated that about 970 Gt of
carbon are stored in permafrost soils worldwide, which is about twice the amount of the
actual atmospheric carbon concentration. Until now it is unclear whether permafrost re-
gions will turn into massive sources of greenhouse gases, such as methane and carbon10

dioxide, as the frozen soils begin to thaw (Hobbie et al., 2000; Davidson and Janssens,
2006). This raises the question about the amount of stored organic material that will
be exposed to microbial decomposition according to permafrost degradation and pro-
gressing thaw depths under a warming climate. Recent measurements at wet tundra
landscapes demonstrate the importance of the freeze and thaw dynamics for methane15

emission, which are related in a non-linear manner (Christensen et al., 2003; Sachs
et al., 2008; Mastepanov et al., 2008). For this purpose, efforts have been initiated
to incorporate permafrost and the annual freeze and thaw dynamics in global climate
models (e.g. Stendel and Christensen, 2002; Lawrence and Slater, 2005; Nicolsky
et al., 2007; Lawrence et al., 2008). However, the energy exchange processes at the20

soil-atmosphere interface strongly depend on the landscape characteristics, such as
surface moisture, vegetation cover, snow cover and soil properties. These characteris-
tics are incorporated in climate models as parameterizations of e.g. surface roughness,
resistance to evaporation and thermal properties of soil or snow. The representation
of permafrost in climate models therefore essentially depends on the parameterization25

that is used to describe the surface energy balance. To support and validate model-
ing, it is desirable to obtain process studies, which deliver important information about
the landscape specific energy balance characteristics and their determining factors.
Long-term energy balance studies are especially important in arctic regions, where the
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surface energy budget is characterized by an extreme seasonality and meteorological
measurements are sparse (Westermann et al., 2009).

This study presents the annual energy balance of a wet tundra landscape in north-
ern Siberia from spring 2007 until winter 2009. The study has been performed at a site
dominated by polygonal tundra, which is a typical arctic landscape. Based on stan-5

dard meteorological measurements Boike et al. (2008) contrasts the energy and water
balances of a wet and a dry summer at the study site. In this study, we extend this
previous work over the entire annual cycle by using independent measurements of all
components of the surface energy balance. Furthermore, we investigate the impact of
the considerable surface heterogeneity of the wet tundra landscape on the regional en-10

ergy balance. The results of this study are presented in two parts: Part I comprises the
period from April to September, which is characterized by increasing soil temperatures
at the study site. Part II focuses on the winter period from October to March, which
represents the period of soil cooling (Langer et al., 2010b).

The aim of the study is (i) to evaluate the annual surface energy balance at the study15

site, (ii) to determine the controlling and limiting factors in the energy partitioning and
the transport processes, (iii) to evaluate the seasonal and inter-annual variability and
(iv) to elucidate the impact of surface heterogeneities on the energy balance at the
landscape scale.

2 Study site20

The study site is located on Samoylov Island (72◦22′ N; 126◦30′ E) at the upper part of
the Lena River Delta (Fig. 1). It is characterized by a wet tundra landscape typical of
northern Siberia. Samoylov Island covers an area of about 4.5 km2 with an elevated
eastern terrace and a lower western flood plain. The region features a typical arctic-
continental climate with a mean annual air temperature (MAAT) of about −13 ◦C and a25

total annual precipitation around 250 mm (Boike et al., 2008). The ice break-up of the
Lena River and the snow melt usually start at beginning of June. The snow-free period
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lasts until the end of September, during which maximum air temperatures of about
20 ◦C are reached. The regional climate and the synoptic conditions are influenced
by both the Siberian High and the Polar Low pressure system. During the summer
period, intermediate cyclone activity with low intensity are typically observed, while cy-
clones with high intensity, but short lifetime are more frequently found in winter (Zhang5

et al., 2004). However, the strong Siberian High strongly affects the Lena Delta region
during the winter months and causes air temperatures to fall frequently below −45 ◦C.
The study site is in the zone of continuous permafrost, with permafrost depths reaching
500 to 600 m in the wider area around the study site (Grigoriev, 1960). The soil temper-
atures are very low: in the depth of the zero annual amplitude (approximately 15 m),10

the soil temperatures are about −10 ◦C. The maximum thaw depths during summer
range from 0.40 to 0.50 m. The permafrost landscape features characteristic polygonal
surface structures, which are typical for the wet tundra landscapes. These patterns are
50 to 100 m2 large and usually consist of dry elevated rims and depressed centers,
which are filled with water-saturated peat soils or shallow ponds. The vegetation at15

the wet centers is dominated by hydrophilic sedges and mosses, while the elevated
dry rims are dominated by mesophytic dwarf shrubs, forbs and mosses. For a more
detailed description of the vegetation and landscape characteristics, refer to Are and
Reimnitz (2000), Kutzbach et al. (2004), Kutzbach et al. (2007), Boike et al. (2008) and
Sachs et al. (2008).20

3 Methods

The energy balance equation is written as

Qnet = QH + QE + QG +
[
Qmelt

]
+ C, (1)

where Qnet denotes the net radiation, QH the atmospheric sensible heat flux, QE the
atmospheric latent heat flux, QG the ground heat flux, Qmelt is the energy flux consumed25

by the snow melt, which can be inferred from to the energy required to thaw the snow
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pack, Emelt, and the duration of the melt period. As independent field measurements
of the components are subject to errors, a residual of the energy balance or closure
term C can remain. The measurement setup and the expected margins of error are
described in detail in the following paragraphs.

3.1 The Radiation balance5

The net radiation budget is the most essential term in the surface energy balance and
can be written as

Qnet = QS↓ − QS↑ + QL↓ − QL↑, (2)

where QS↓ and QS↑ are the incoming and outgoing short-wave components and QL↓ and
QL↑ the incoming and outgoing long-wave components, respectively. Using the surface10

albedo α and Stefan-Boltzmann law, the radiation balance can also be rewritten as

Qnet = QS↓(1 − α) + εQL↓ − εσT 4
surf, (3)

where ε is the surface emissivity, Tsurf the surface temperature and σ is the Stefan-
Boltzmann constant. In the present study, a variety of sensors is used to determine
the radiation components. The net radiation Qnet is measured with the NR-Lite (Kipp15

& Zonen, The Netherlands) net radiation sensors mounted in 1.5 m height. Additional
net radiation measurements (CNR1, Kipp & Zonen, The Netherlands) with higher ac-
curacy are available during mid summer 2007 and for the entire observation period
of 2008. The CNR1 four component sensor separately measures all radiation bal-
ance components. The sensor is located in the vicinity of the eddy-covariance station20

and is mounted on a 2 m mast (Fig. 1). Further net radiation measurements with an
NR-Lite sensor are conducted at a thermokarst pond, which is approximately 0.8 m
deep. These additional measurements are performed to investigate differences in the
radiation balance between the tundra surface and shallow water bodies, which are a
frequent landscape element (Fig. 1). The evaluation of the accuracy of the employed25
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net radiation sensors is difficult, since World Meteorological Organization (WMO) qual-
ity standards are not available for net radiation sensors. Studies comparing the em-
ployed sensors with high-accuracy single component sensors (Brotzge and Duchon,
2000; Kohsiek et al., 2007) suggest a relative measurement accuracy of about 20%
for the NR-Lite and about 10% for the CNR1 sensor. A sensor comparison under field5

conditions shows that daily averages of the NR-Lite sensor are about 5 to 10 Wm−2

lower compared to the values obtained by the four component sensor. This bias is in
most cases within the assumed error margins, but becomes significant under condi-
tions of low net radiation. In addition to the net radiation sensors, measurements of
the upwelling thermal radiation (CG1, Kipp & Zonen, The Netherlands) are available10

at the standard climate tower (Fig. 1), while spatial differences are measured with dis-
tributed infrared surface temperature sensors (IRTS-P, Apogee Instruments, USA). The
infrared sensors are mounted on small tripods about 0.8 m above the surface and are
directed on different tundra soils. According to instrument specifications, the IRTS-P
sensors deliver surface temperatures with an accuracy of about 0.5 ◦C, from which we15

infer the upwelling thermal radiation following Stefan-Boltzmann law (compare Eq. 3).
We assume emissivities ε of 0.98 for wet and 0.96 for dry tundra surfaces (Langer
et al., 2010a). In order to obtain a more differentiated picture of the short-wave radia-
tion balance, spatially distributed albedo measurements are conducted with a mobile
short-wave radiation sensor (SP1110, Skye Instruments, USA). The albedo measure-20

ments are conduced during solar noon under clear-sky conditions to obtain a maximum
accuracy.

3.2 Turbulent heat fluxes

The turbulent fluxes of momentum, u2
∗ , sensible heat, QH and latent heat, QE, are

determined with the eddy covariance method. The applied eddy covariance system25

consists of a Campbell C-SAT 3D sonic anemometer and open path LICOR LI-7500
CO2 and H2O gas analyzer mounted on a 2.4 m mast. The data are sampled at a rate
of 20 Hz using a Campbell CR3000 data logger. Sonic anemometer measurements
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are conducted during the entire observation period, while the gas analyzer is operated
only during the field campaigns, when a reliable power supply and regular mainte-
nance can be accomplished. The eddy-covariance method is based on high-frequency
measurements of the sonic temperature Ts, the specific humidity q, the horizontal and
vertical wind speed components u and w. Using Reynolds decomposition, the turbu-5

lent flux components can be evaluated from the covariances u′w ′, Ts
′w ′ and q′w ′ of

the fluctuations u′, w ′, Ts
′ and q′ around the average values of the above quantities as

u2
∗ = u′w ′, (4)

QHB = ρair cp Ts
′w ′, (5)

QH = ρair cp T ′w ′ = ρair cp (Ts
′w ′ − 0.51 T q′w ′), (6)10

QE = ρair Llg q′w ′, (7)

where QHB denotes the buoyancy flux, cp the specific heat capacity of air at constant
pressure and Llg the specific latent heat of vaporization of water. Note that in the case
of measurements over a frozen (snow) surface, Llg must be replaced by the latent
heat of sublimation Lsg. The buoyancy flux QHB differs from the true sensible heat flux15

QH due to the difference between the measured sonic and the real air temperature
Ts=T (1+0.51q). Hence, the covariance T ′w ′ must be corrected according to Eq. 6, if
measurements of the specific humidity q are available (Schotanus et al., 1983). As the
LICOR gas analyzer is not operated continuously (see above), this correction cannot
be applied during parts of the spring and summer period in 2007. The error induced by20

interpreting the buoyancy flux as sensible heat flux can be estimated using the Bowen
ratio, QH/QE. For Bowen ratios of approximately 0.5 and average air temperatures of
T≈300 K, the offset is on the order of 15%, which constitutes an additional error during
the respective periods. The turbulent fluxes are calculated for 30 min intervals with
the internationally standardized “QA/QC” software package “TK2” (Mauder and Foken,25
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2004; Mauder et al., 2007), which includes all “state-of-the-art” corrections and tests.
The quality assessment follows the scheme of Foken et al. (2004), which is based on
tests for stationarity of the turbulence and the integral turbulence characteristic (ITC).
In this study, the latter is not applied, since the quality criterion of the integral turbulence
characteristic is not well defined in arctic region, where stable atmospheric stratification5

and intermittent turbulence are common (Lüers and Bareiss, 2009). The stationarity
criterion is considered to be sufficiently fulfilled (quality flags 1 and 2), if the average
covariance inferred from 5 minute subintervals do not deviate more than 30% from the
covariance value over the entire 30 min interval (Foken et al., 2004). A graduation of
the deviation is used as a quality measure, expressed with quality flags between 110

and 9. In this study, we accept sensible heat fluxes, if both the quality flags of u′w ′

and Ts
′w ′ feature quality values of 6 or better. For the latent heat fluxes QE, we use

the quality flags of u′w ′ and q′w ′, respectively. This quality standard is recommended
for long-term observations (Foken and Wichura, 1996). In other field experiments,
this quality level is found to be associated with a relative measurement accuracy of15

about 15% (Mauder et al., 2006), which we assume as the general accuracy of the
obtained turbulent heat fluxes. The quality assessment causes a data reduction of
about 3% for the sensible and about 4% for the latent heat fluxes. A further data
reduction of about 14% originates from the exclusion of the wind sector between 263◦

to 277◦, which is considered to be the lee area of the measurement setup. In order20

to obtain the magnitude of the latent heat fluxes, when measurements of the LICOR
gas analyzer are not available, we use a model approach based on the parametrization
of turbulent fluxes introduced by Høgstrøm (1988). The required parameters, such as
roughness lengths and surface resistance to evaporation, are determined by model
optimization to available measurements. A detailed description of the used model is25

given in Appendix D. An overview of the available dataset is given in Table 2, where
the modeled latent heat fluxes are marked.

Large-scale differences in the distribution of wet and dry tundra patches as well
as shallow ponds potentially create differences in the turbulent heat fluxes on the
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landscape scale. It is therefore unclear whether the turbulent heat fluxes obtained
at a single location are representative on the landscape scale. The impact of such sur-
face heterogeneities on the turbulent heat flux characteristics is evaluated by a second
eddy covariance system during the summer of 2008. The second system is identical
to the first one and is used as a mobile station, which is moved in a weekly interval5

along a 1 km east-west transect across the study site (Fig. 1) while the first system pro-
vides simultaneous measurements at the reference location. The flux source area of
each half-hour value is determined with the footprint model of Schmid (1994). For the
footprint calculations, we assume a constant roughness length z0=10−3 m, which we
directly infer from the turbulence measurements under neutral atmospheric stratifica-10

tion (Foken, 2008). This value is consistent with typical roughness lengths reported for
short grassland (Oke, 1987; Foken, 2008). The fractions of wet and dry tundra areas
as well as polygonal ponds for eddy footprint areas are derived from aerial photographs
using supervised classification based on field mapping. The locations of the station-
ary and the mobile eddy system feature differences in average surface soil moisture15

according to differences in the polygonal structures. The blending height lb can be
approximated by lb≈Lx/200 (Garratt, 1994), where Lx is the horizontal scale of het-
erogeneity. With an approximate size of 20 m of the polygonal surface elements, the
measurement height of 2.4 m is well above the blending height, so that the obtained
flux values can be considered a spatial average of the footprint areas.20

3.3 Ground heat flux

The ground heat flux is essential for permafrost, since it determines the annual active
layer dynamics as well as the long-term thermal stability of the permanently frozen
ground. In this study we apply two different methods to determine the ground heat flux
on different time scales.25
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3.3.1 Calorimetric method

The calorimetric method is used to evaluate the average ground heat flux over longer
periods (Appendix B). The method is based on soil temperature and moisture measure-
ments and calculates the average ground heat flux from changes in the sensible and
latent heat content of a soil column. The method has been successfully applied in sev-5

eral permafrost regions and is described e.g. by Boike et al. (1998) and Westermann
et al. (2009). We use a measurement setup consisting of an active layer temperature
and moisture profile to a depth of 0.5 m, which features 5 thermistors (107-L, Camp-
bell Scientific, USA) and 5 Time-Domain-Reflectometry (TDR) soil moisture probes
(CS610-L, Campbell Scientific, USA). The calorimetric methods requires temperature10

measurements to a depth, where no temperature changes occur in the considered time
interval (Appendix B). The temperature profile to the depth of zero annual amplitude
(15m) are measured in a 26 m bore-hole with a temperature chain featuring 24 ther-
mistors (XR-420, RBR Ltd., Canada).

3.3.2 Conductive method15

The conductive method is primarily used to evaluated the diurnal course of the ground
heat flux through the upper most ground surface Westermann et al. (2009). Depending
on the surface conditions, the ground surface is either defined as the soil or the snow
surface. This method directly calculates the heat flux through the soil surface by solv-
ing the differential equation of conductive heat transport (Appendix C), which involves20

the determination of the thermal conductivity of the soil using shallow temperature pro-
file measurements. As the conductive method is not feasible during periods, when a
phase change of water occurs, we exclude the transition periods in spring and fall from
such calculations. The employed temperature profiles are installed between the sur-
face and about 30 cm depth in different soil substrates, and consist of at least three25

thermocouples or thermistors with accuracies better than 0.2 K. The instrumented soil
substrates are classified as dry, wet and saturated peat soils (Table 1). The sensors
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of each profile are placed in soil layers considered to be homogeneous in composition
according to visual examination. Furthermore, we assume constant thermal properties
over the considered time intervals (Appendix C), which is a good assumption for wet
and saturated soils.

During early spring, the heat flux through the snow cover can be calculated using5

a similar approach. The determination of the snow thermal properties is based on
measurements of the snow density and of temperature profiles in the snow conducted
in spring 2008. The boundary conditions for the heat flux calculations are obtained
from a infrared surface temperature sensor and a thermistor located at the soil-snow
interface. Snow heat fluxes are calculated for periods of constant snow depth, which is10

measured with a ultrasonic ranging sensor (SR50, Campbell Scientific, USA) located
next to the measurement setup. The obtained snow heat fluxes must be considered a
rough approximation, since the assumption of constant thermal snow properties may
be violated in reality (e.g. Sturm et al., 1997; Zhang, 2005).

3.3.3 Soil and snow parameters15

Both methods of ground heat flux calculations require knowledge about the thermal
properties of soil or snow (compare Appendix B, C). The heat capacity is an essen-
tial parameter, which we infer from soil component analyses of soil samples taken
during the field campaigns and in situ water content measurements. We assume an
error of 10% on each soil fraction, such as water content, ice content and solid soil20

matrix. A bulk heat capacity of 2.3±0.3 MJ m−3 K−1 is used for the solid soil fraction.
The obtained soil properties and the associated heat capacities are depicted in Ta-
ble 1. It is evident, that large uncertainties in heat capacity occur at the dry peat soils,
since already small variations in the soil composition induce errors of about 60%. As
a consequence, we do not evaluate soil heat fluxes at dry locations. The conductive25

method allows to determine further soil properties, such as the thermal diffusivity and
the heat conductivity (Appendix C), which are displayed in Table 1. For wet tundra
soils, the obtained diffusivity values show variations in the range of 20%, which results
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in a combined error of about 30% for the heat conductivity. A similar error range is
calculated for the snow heat conductivity, which we infer from snow density and snow
temperature profile measurements using the conductive method (see Appendix C). For
simplicity, we assume an error of 30% as appropriate for all ground heat flux calcula-
tions, which is about 10% larger than the errors assumed for the other energy balance5

components.

3.4 Ancillary measurements

Measurements of air temperature and relative humidity (MP-100, Rotronic, Switzer-
land) are performed at the standard climate tower in the vicinity of the eddy covariance
system (Fig. 1). The snow melt during spring is evaluated based on ultrasonic ranging10

sensors (SR50, Campbell Scientific, USA) located at the standard climate station and
the polygonal pond. In addition, we approximate the evolution of snow free areas dur-
ing the ablation period by automatic daily photographs of the measurement site. The
latent heat content of the snow cover Emelt is inferred from spatially distributed mea-
surements of the snow-water equivalent immediately before the onset of snow melt in15

2008. With an almost identical snow depth, a similar snow-water equivalent is assumed
for 2007.

4 Results

4.1 Seasonal energy balance characteristics

The time span considered in this study ranges from April until September of the years20

2007 and 2008. For the description of the seasonal energy balance characteristics, we
separate the observation period into three subsections according to the specific sea-
sonal climate conditions. The segmentation of the observation period follows broad
synoptic changes, such as the presence of snow, the general air temperature evolu-
tion and the occurrence of frost events. While the resulting segmentation is unequally25
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spaced, we provide an equally spaced overview over the seasonal energy balance in
Fig. 5. In the following paragraphs, we also examine inter-annual differences in the
surface energy balance.

4.1.1 Spring (1 April–31 Mai)

During the spring period, the daily average air temperatures increase strongly from5

−16 ◦C to 6 ◦C in 2007 and from −25 ◦C to 2 ◦C in 2008, with notable differences be-
tween both years. The increasing temperatures are accompanied by steadily increas-
ing short-wave radiation after the end of the polar night and the shrinking snow cover
towards the end of the period. According to the ultrasonic snow depth sensor, the early
spring snow depths are in the range from 0.30 and 0.35 m in both years. These point10

values are confirmed by spatially distributed snow water equivalent measurements in
2008, which yield an average snow depth of about 0.30 m with an average snow den-
sity of 190 kg m−3. The onset and course of the snow melt are almost identical for both
years. While the snow melt starts in the mid of May shortly after the beginning of the
polar day, it typically does not occur in a single event, but is interrupted by declining air15

temperatures and subsequent snowfall. The first snow melt event last only a few days
(10–19 May 2007/10–14 May 2008), during which the elevated polygonal rims become
partly snow-free (Fig. 2). The subsequent snow fall delivers only a few centimeters of
additional snow cover, which disappear quickly in the second and final melt event (22–
30 May 2007/21–29 May 2008). In the following, we refer to the period before the onset20

of melting as the pre-melt period, while the subsequent time is denoted the snow melt
period. The average radiation budget is positive during the entire spring period and
of similar magnitude in both years (Fig. 5). Before the onset of snow melt, the diurnal
cycle of the net radiation ranges from −40 to 50 Wm−2, but increases significantly after
the snow cover has disappeared. This rapid change in the radiation budget is related25

to the drastic change of the surface albedo, which is about 0.8 before and 0.2 after
snow melt. This change in the surface characteristics is reflected in all energy bal-
ance components, which we depict in Fig. 2. The turbulent sensible heat flux ranges
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from −30 to 20 W m−2 during the pre-melt period and basically follows the course of
the surface radiation budget. About two days before the onset of snow melt, persis-
tent negative sensible heat fluxes are observed, which appear to be partly decoupled
from the net radiation (Fig. 2). The snow surface temperature approaches 0 ◦C around
noon. This relation indicates that both the turbulent sensible heat fluxes as well as the5

incoming short-wave radiation contribute to the snow melt. As soon as snow free areas
are present, the sensible heat flux rapidly exceeds values of 40 W m−2. After the snow
cover has disappeared entirely at the end of May, the sensible heat flux reaches peak
values of 90 W m−2. A similar evolution is observed for the latent heat flux, which is be-
tween 0 and 10 W m−2 before the onset of snow melt and quickly increases to values10

of 50 W m−2 during the first snow melt event. After the final melt period, the latent heat
flux exceeds values of 100 W m−2 and features an average value of 35 W m−2 during
the last ten spring days of 2008. This average heat flux corresponds to 30 MJ m−2

or to 12 mm of evaporated water, respectively. As the snow water equivalent of 2008
amounts to approximately 57 mm, about 20% of the snow cover sublimate or evapo-15

rate during the last spring days. Hence, the snow cover effectively supplies 45 mm to
the summer time water budget, which constitutes about 20% of the precipitable water
of the entire observation period. Considering similar snow heights and the identical
course of the ablation process, a similar magnitude of snow cover contribution to the
water balance can be assumed in 2007.20

The atmospheric stratification is reflected in the stability parameter ζ , which is essen-
tially zero during neutral conditions, larger than zero for stable and smaller than zero for
unstable atmospheric stratifications. During the pre-melt period, the atmospheric strat-
ification changes frequently between stable and unstable conditions (Fig. 2). At this
time, neutral stratifications occur occasionally in conjunction with wind speeds larger25

than 2 m s−1. With the onset of snow melt, the wind speed is generally high and the
atmospheric stratification becomes essentially neutral (Fig. 2). The average ground
heat flux during the spring period is remarkably positive and dominated by storage of
sensible heat in both years (Table 2), which is associated with a steady warming of the
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deeply frozen soil. A closer look at the evolution of the ground heat storage (Fig. 3)
reveals a faster soil warming in early spring 2007. This difference in the evolution of
the ground heat budget compared to 2008 is related to significantly warmer air and
snow surface temperatures, but relatively cold soil temperatures in early spring 2007
(Table 2). In both years, the amplitude of the ground heat flux through the snow cover5

typically ranges from −20 and 20 W m−2 during the pre-melt period and is thus in the
range of the turbulent sensible heat fluxes.

4.1.2 Summer (1 June–31 August)

The summer period is characterized by a strong short-wave radiative forcing, a snow-
free surface, day time temperatures well above the freezing point and the thawing of10

the active layer (Fig. 5, Table 2). Polar day conditions last until 7 August, featuring
high values of incoming short-wave radiation. Daily averages of incoming short-wave
radiation frequently exceed values of 300 W m−2 under clear-sky conditions and can
be as low as 20 W m−2 under overcast situations, which occur frequently. The reduced
solar radiation during cloudy conditions is partly compensated by the thermal sky radi-15

ation, which is then significantly increased. The daily average of incoming long-wave
radiation typically ranges from 280 W m−2 for clear-sky and 380 W m−2 for cloudy sit-
uations. The daily average of emitted long-wave radiation varies between 330 W m−2

and 420 W m−2, which corresponds to average surface temperatures of 3 and 20 ◦C.
Consequently, the net long-wave losses frequently exceed 100 W m−2 during clear-sky20

conditions, while they are almost zero during overcast situations. The average summer
net radiation of 2007 is slightly higher compared to 2008 (Fig. 5), which is most likely
caused by differences in cloudiness. This is also confirmed by the precipitation rates,
which are doubled during the early summer period of 2008.

In both years, unstable stratifications (ζ<0) occur frequently during the day, but usu-25

ally do not last longer than 12 h. The nights are dominated by neutral stratifications
(ζ≈0), while stable atmospheric conditions (ζ>0) are only observed occasionally un-
der calm conditions and highly negative values of the net radiation. The turbulent heat
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fluxes constitute dominant components in the summer time energy balance. About
20 to 30% of the available radiative energy is consumed by turbulent sensible heat
flux, while evapotranspiration amounts to about 40 to 50% (Fig. 5, Table 2). The turbu-
lent heat fluxes show a strong diurnal cycle and frequently exceed values of 130 W m−2

for the sensible and 150 W m−2 for the latent heat flux during the day. During the night,5

significant negative sensible heat fluxes on the order of −20 W m−2 are observed, while
negative latent heat fluxes (dew fall) occur only occasionally. Such events are then as-
sociated with a highly negative net radiation and low surfaces temperatures, as they
occur at the end of the summer section. We depict an exemplary period during late
summer 2008 in Fig. 4, which illustrates the typical diurnal cycle of the heat flux com-10

ponents forced by the incoming solar radiation. The wind speed appears to be associ-
ated with a diurnal pattern (Fig. 4), which indicates enhanced turbulent heat exchange
during the day and lowered turbulence during the night. A dependence of the wind di-
rection on the day time is not detected. For both years, the average Bowen ratio QH/QE
is essentially below zero and indicates high rates of evapotranspiration. The amount of15

evaporated water is about 70 mm in 2007 and about 100 mm in 2008, which is about
the same as the precipitation measured in the concerned sub-periods (Table 2).

When comparing the turbulent heat fluxes for the two years, it must be emphasized
that the average flux values depicted in Table 2 are based on different sub-periods
and are not directly comparable. For the inter-annual comparison, we make use of20

modeled latent heat flux values. The gap-filled energy balance with equally spaced
averaging intervals is illustrated in Fig. 5. Inter-annual differences in the turbulent heat
fluxes occur during the early and mid summer period, when the net radiation budget
of 2008 is also affected by clouds. The reduced radiation budget results in generally
decreased sensible heat fluxes, while the latent heat fluxes appear to be slightly in-25

creased during early summer 2008. In both years, the ground heat flux is a remarkable
term in the summertime energy balance, which consumes about 20 to 25% of the avail-
able radiation budget. The ground heat flux is characterized by active layer thawing,
which makes up 60% of the entire ground heat flux (Fig. 3). The remaining fraction
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is stored as sensible heat in the deeper soil. With a high soil water content of about
70%, a maximum thaw depth of only 0.40 m is reached during the summer period. The
shallow thaw depth causes strong soil temperature gradients in the active layer, which
enhance the ground heat flux. The ground heat flux shows a strong diurnal cycle and
frequently exceeds values of 50 W m−2 during the day (Fig. 4), while negative ground5

heat fluxes are observed only occasionally during clear-sky nights.

4.1.3 Fall (1 September–30 September)

We denote a short transition period as fall segment, which in both years is character-
ized by steadily decreasing air and surface temperatures, the onset of freezing and
occasional snow fall, while a continuous snow cover does not form yet. In both years,10

the fall period starts with air and surface temperatures well above the freezing point
and ends with temperatures around 0 ◦C. Only occasional freezing events are observed
during the fall period 2007, while sustained freezing already occurs in 2008. The inter-
annual difference in the temperature evolution is reflected in the average air and sur-
face temperatures, as well as in the ground heat fluxes (Table 2). In 2008, the entire15

active layer already approaches temperatures of 0 ◦C at 17 September, but warms
again for one week, before the soil temperatures finally reach the zero-curtain around
25 September. In contrast, the soil temperature in 2007 never enters the zero-curtain
during the fall period. Hence, the average ground heat flux in 2007 only indicates pos-
itive sensible heat storage (Table 2), which is caused by the delayed warming of soil in20

a depth of 1 to 10 m, which in 2008 is almost equal to the released latent heat from the
initial freezing (Table 2). The average radiation budget is significantly reduced, but still
positive in both years and features a distinct diurnal cycle with daytime values on the
order of 100 W m−2. A negative net radiation on the order of −50 W m−2 is frequently
observed during the nights in 2008, which occurs only sporadically in 2007. Contrary25

to the summer segment, the reduced radiative losses during the nights and the sig-
nificantly higher amount of precipitation indicate an increased cloudiness in fall 2007
(Table 2). The average atmospheric sensible heat flux is directed towards the surface in
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both years, but is more negative in 2008. This corresponds to the pronounced negative
night time temperature gradients (Tsurf−Tair) in 2008. Despite the reduced net radiation,
the latent heat fluxes still play a dominant role in the surface energy balance (Fig. 5).
Almost 50% of the net short-wave radiation is consumed by evapotranspiration, which
corresponds to the amount of precipitation during the fall section. The atmospheric5

stratification in both years is dominated by neutral conditions, corresponding to high
wind speeds. However, occasional events of stable stratification occur during calm
nights, when the radiation budget becomes highly negative and strong temperature
gradients in the atmospheric boundary layer arise. In accordance with the described
inter-annual differences in the energy balance evolution, such events are observed10

more frequently in 2008. In both years, the energy balance closure term C is relatively
high (Table 2). This high closure term can be partly explained by an underestimation of
the net radiation: a comparison of the NR-Lite and the four component sensor during
fall 2008 reveals an offset of 6 W m−2, which is substantial considering the generally
low radiation budget.15

4.2 Spatial energy balance variability

The polygonal tundra features pronounced micro-scale heterogeneity, regarding the
surface moisture and vegetation cover. The elevated polygonal rims are typically cov-
ered with dry mosses, while the lowered centers are filled with wet peat soils or shallow
ponds. Considering these surface heterogeneities, spatial differences in the energy20

balance are likely to occur. Spatially distributed albedo measurements yield typical
values in the range of 0.2 for dry and 0.15 for wet tundra surfaces. The latter value
is consistent with the average albedo of 0.14 obtained from measurements of the four
component radiation sensor, which is directed towards a wet tundra spot. During lo-
cal noon and clear-sky conditions, the typical surface temperature differences between25

dry and wet locations are on the order of 5 to 10 ◦C, which indicates increased radiative
losses at the dry and warm surfaces. During the nights and during overcast periods,
the spatial differences in the surface temperature and thus the radiation budget largely
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vanish. However, sustained differences in the net radiation budget exist between the
tundra soil and the polygonal pond (Fig. 6). During the pre-melt period, the net radi-
ation at the polygonal pond is constantly 5 to 10 W m−2 lower compared to the tundra
surface. After the melt period, the measurements show a significantly higher net radi-
ation at the water body on the order of 20 to 30 W m−2, which gradually diminish in the5

course of the summer season (Fig. 6).
Spatial differences in the turbulent heat fluxes are examined for an exemplary sit-

uation at the second location of the mobile eddy system. According to the footprint
analysis, the second mobile eddy station features a 20% higher fraction of dry sur-
face area than the reference location (Fig. 1). The simultaneous measurements at10

both location indicates that moderate spatial differences on the order of 20 W m−2 (10–
20%) can be expected for the sensible and latent heat fluxes under conditions of high
radiative forcing (Qnet>200 W m−2) (Fig. 7), which occur only sporadically during the
summer period (Fig. 7). During the fall period, when the radiation balance is further
reduced, almost no spatial differences in sensible and latent heat fluxes are measured15

along the transect.

5 Discussion

5.1 Data quality

The quality of the energy balance measurements can be evaluated according to the
energy balance ratio (Wilson et al., 2002)20

EBR =
QH + QE

Qnet − QG
, (8)

which in the case of a closed energy balance (C=0) is unity. The EBR distribution con-
tains information about the characteristics of the errors of the energy balance measure-
ments, such as the presence of systematic and random errors. Since the EBR is highly
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sensitive to measurement errors during situations of low heat fluxes, we only consider
measurements conducted during conditions of Qnet≤ −30 W m−2 and Qnet≥30 W m−2.
The normalized EBR distribution of the entire data set roughly resembles a normal dis-
tribution featuring a mean value of 0.86, a standard deviation of 0.34, and a slightly
positive skewness of 0.47 (Fig. 8). If only random measurement errors would be in-5

volved, the expected EBR distribution should be more similar to the normal distribution
displayed in Fig. 8. This distribution is calculated assuming a relative error of 15%
for QH+QE (see Sect. 3.2) and 20% for Qnet−QG (see Sect. 3.1), which results in a
standard deviation of 0.25. The measured EBR distribution suggests that the energy
balance is systematically not closed by about 15%, which is potentially caused by a10

negative bias of the turbulent heat fluxes or a positive bias of the term Qnet−QG. The
latter is not likely since the employed net radiation sensor (NR-Lite) slightly underesti-
mates the radiation budget (compare Sect. 3.1), while the ground heat flux would have
to be unrealistically small to cause a positive bias of Qnet−QG. The shape and width
of the measured EBR distribution is similar to the normal distribution, which suggests15

that the assumed error margins of the energy balance components are realistic.

5.2 Controlling factors in the energy balance

Three factors can be identified that essentially determine the energy balance charac-
teristics at the investigated wet tundra landscape. The determining factors are (i) the
snow cover, (ii) the presence or absence of a cloud cover and (iii) the thermal state of20

the permafrost.

(i) Although the snow cover is only shallow at the study site, it has strong implications
for the surface energy balance. Firstly, the albedo of the snow cover is about a
factor of four higher than the albedo of the snow-free tundra surface. Secondly,
the thermal conductivity of snow is about a factor of two lower than the thermal25

conductivity of frozen peat. The second point is of particular importance during
winter, when the low thermal conductivity of the snow cover impedes the release of
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energy from the ground and leads to a reduced ground heat flux (see Langer et al.,
2010b). During spring, however, the soil has already cooled out, so that the lower
thermal conductivity of the snow is of minor importance for the ground heat budget
and the surface energy balance (Goodrich, 1982). In contrast, the high albedo of
the snow has a strong impact on the surface energy budget during the spring5

period, when the incoming short-wave radiation already features high values. At
the study site, the snow cover effectively reduces the net short-wave radiation
until the beginning of the polar day period. The melting of the snow cover with the
associated change in surface albedo triggers a sudden change from a winter to a
summer surface energy balance, so that the timing of snow melt is a critical point10

in the annual course of the surface energy balance. In both investigated years, the
timing of the snow melt is almost identical. Iijima et al. (2007) point out that snow
cover disappearance in eastern Siberia is strongly related to the attenuation of
the Siberian-High with subsequent advection of warm and moist air masses from
the west. According to the distinct contribution of sensible atmospheric heat flux15

to the snow melt, our measurements indicate the presence of warm air masses.
However, we identify the short-wave radiation as the dominant factor in the snow
melt process. We emphasize that the correct representation of the snow melt
must be considered crucial in permafrost modeling. It is therefore highly desirable
to gather a better understanding of the triggering processes of the snow melt and20

their representation in models.

(ii) The large-scale advection of warm air is usually related to increased cloudiness,
which essentially alters the surface radiation budget and the prevailing surface
and air temperature conditions. During the spring period, our results indicate that
the observed inter-annual differences in the ground temperatures are caused by25

different air temperatures, which are presumably related to the general synoptic
conditions. During the summer months, the net radiation is essentially reduced
for cloud-covered skies, which leads to an effective surface cooling. During the
summer months, the cloud cover has an impact on the turbulent heat fluxes, while
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the ground heat budget is only marginally affected. Since the average surface
temperature is not drastically reduced by the increased cloud cover the active
layer thawing is only slightly affected. During the fall period, the contrary effect
of a cloud cover is observed, as clouds reduce the long-wave radiative losses,
which in turn leads to increased surface temperatures. The impact of clouds on5

the ground heat budget is observed to be largest during the fall season, when
increased cloudiness significantly delays the refreezing process in 2007, while the
average air temperatures are similar. This ambiguous influence of the cloud cover
on the surface radiation budget in the Arctic is confirmed in several studies (Curry
et al., 1996; Intrieri et al., 2002; Shupe and Intrieri, 2004).10

(iii) During the entire observation period, the ground heat flux is an essential compo-
nent in the surface energy balance. About 20% of the net radiation is stored as
latent and sensible heat in the ground, which is in the upper range of typical val-
ues reported for other arctic permafrost regions (Boike et al., 1998; Lynch et al.,
1999; Eugster et al., 2000; Westermann et al., 2009). The high contribution of the15

ground heat flux to the surface energy balance is clearly caused by the cold per-
mafrost temperatures, the shallow active layer depth and the large annual surface
temperature amplitude, which is related to the continental climate conditions. Due
to the low permafrost temperatures, the sensible heat storage makes up about
50% of the entire ground heat flux. This clearly limits the value of the widely20

used Stefan equation, that evaluates the active layer dynamics by assuming the
ground heat flux to be entirely used for thawing. As the contribution of the ground
heat flux to the surface energy balance is significant even in the summer months,
an adequate representation of the soil domain in global climate models seems
mandatory, if the land-atmosphere exchange processes in permafrost regions are25

to be modeled correctly. This issue is of particular importance, as permafrost ar-
eas with continental climate, where a significant contribution of the ground heat
flux can be expected, occupy vast areas in the Arctic. The improvement of mod-
eling results by employing more realistic parameterizations of the soil processes
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has been outlined in a number of studies (e.g Peters-Lidard et al., 1998; Cox et al.,
1999; Viterbo et al., 1999; Pitman, 2003). In the second part of this study (Langer
et al., 2010b), the representation of the soil and particularly of soil freezing pro-
cesses in models is discussed in more detail.

5.3 Spatial differences of the surface energy balance5

In this study, spatial differences in the surface energy balance are observed for (i) the
radiation budget and (ii) the turbulent fluxes.

(i) With albedo differences between wet and dry areas on the order of 0.05, the net
short-wave radiation can be on average by up to 7 W m−2 higher at wet compared
to dry areas, while the differences can exceed 25 W m−2 for high radiative forcing10

during midday. This difference is further contrasted by the higher surface temper-
atures of dry surfaces, which can be about 5 K warmer than wet surfaces during
conditions of high radiative forcing. It is therefore conceivable, that the net radia-
tion balance at wet and dry locations can deviate up to 50 W m−2 from each other.
This difference is partly attenuated during the night, when the wet surfaces are15

warmer and the short-wave forcing is nonexistent or negligible. Moreover, due to
the rare occurrence of high values of net radiation we assume that the average dif-
ferences in net radiation between wet and dry areas does not exceed 10 W m−2.
More pronounced spatial differences in the radiation balance are measured be-
tween the tundra and water bodies. The net radiation of the investigated pond is20

slightly lower in frozen conditions during spring, but significantly higher during the
summer months. Albedo differences during spring are not likely, since all surfaces
are covered by snow, so that the measured differences in the radiation budget are
most likely explained by increased surface temperatures at the frozen pond during
spring. During the summer period, almost similar average surface temperatures25

are observed for the water body and the tundra surface (see Langer et al., 2010b).
Hence, the differences in net radiation are most likely explained by a lower albedo
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of the water body. The pond investigated in this study indicates that small shallow
water bodies can have a significant influence on the radiation budget in polygonal
tundra landscapes, as they are frequent landscape elements. While the impact of
larger water bodies on the arctic climate conditions has been investigated (Krinner,
2003; Rouse et al., 2005; Krinner and Boike, 2010), such small water bodies have5

not received similar attention. It is thus highly desirable to evaluate the impact of
small water bodies on the larger-scale surface energy balance, particularly since
such micro-scale landscape structures usually remain undetected in remote sens-
ing applications and are neglected in model approaches. In the second part of
this study (Langer et al., 2010b), the winter aspect of the surface energy balance10

of small ponds is addressed in more detail.

(ii) Micro-scale differences of the turbulent fluxes are verified by the mobile eddy co-
variance system. The measurements reveal differences in sensible and latent heat
fluxes according to variations in the fractions of dry and wet surfaces in the foot-
print areas (Fig. 4). The observed spatial variations are caused by the small scale15

surface temperature differences between wet and dry areas. As the temperature
difference between wet and dry surfaces depends on the net radiation budget, sig-
nificant differences in the turbulent fluxes are limited to clear-sky situations, which
only occur occasionally during the summer period. Since the long-term averages
of the turbulent heat fluxes are almost equal for the stationary and the mobile eddy20

covariance system, we conclude that the presented sensible and latent heat fluxes
are representative on the landscape scale.
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6 Conclusions

In this study we present a comprehensive surface energy balance study of at wet polyg-
onal tundra landscape from April to September (2007–2008) considering seasonal and
spatial variations. This comprehensive study improves the understanding of the energy
exchange processes at soil-atmosphere interface of a typical permafrost landscape.5

The obtained results can be of great value for the improvement and development of
permafrost model schemes, as they are intended to be incorporated in climate models.
In particular the following conclusions can be drawn from the obtained results:

– The spring, summer and fall energy balance is dominated by the net radiation.
Critical factors for the surface radiation budget are in particular the snow cover10

and clouds. The timing of snow melt in spring essentially controls the amount of
short-wave radiation that is available for energy partitioning. The relevance of the
snow cover for the surface radiation budget is further intensified by the presence
of almost polar day conditions. The cloud cover has its greatest impact on the
ground heat budget during fall, when radiative losses are largely reduced and the15

refreezing of the tundra is significantly delayed.

– The surface energy balance is essentially affected by the ground heat flux, which
is of similar magnitude as the sensible heat flux. The significant ground heat flux
is induced by strong temperature gradients in the shallow active layer and in the
permafrost body, which are the result of both continental climate and high soil20

water and ice content.

– The larger scale surface energy balance is significantly affected by the occurrence
of small water bodies, which essentially increase the surface radiation budget and
the ground heat storage of the tundra landscape during the summer time.
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Appendix A

Definitions and constants

Qnet – net radiation
QS↓ – incoming short-wave radiation5

QS↑ – outgoing short-wave radiation
∆QS – net short-wave radiation
QL↓ – incoming long-wave radiation
QL↑ – outgoing long-wave radiation
∆QL – net long-wave radiation10

QHB – buoyancy flux
QH – sensible heat flux
QE – latent heat flux
QG – ground or snow heat flux
Emelt – latent heat content of the snow pack15

Qmelt – energy flux through melting of the snow pack
C – residual of the energy balance
u – horizontal wind speed
w – vertical wind speed
Tair – air temperature20

Ts – sonic air temperature
Tv – virtual temperature
q – specific humidity
u∗ – friction velocity
z0 – aerodynamic roughness length25

ζ=z/L∗ – stability parameter (z: measurement height, L∗: Obukhov length)
κ=0.4 – von Kármán constant
RH – relative humidity
Tsurf – surface temperature
α – surface albedo30

ε – surface emissivity
σ – Stefan-Boltzmann constant
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cp – specific heat capacity of air at constant pressure
ρair – density of air
ρw=1.0 g cm−3 – density of water
ρice=0.91 g cm−3 – density of ice
Lsl=0.33 MJ kg−1 – specific latent heat of fusion of water5

Llg=2.5 MJ kg−1 – specific latent heat of vaporization of water

Lsg=2.8 MJ kg−1 – specific latent heat of sublimation of ice
Dh – thermal diffusivity
Kh – thermal conductivity
Ch – volumetric heat capacity10

Ch,w=4.2 MJ m−3 K−1 – volumetric heat capacity of water
Ch,i=1.9 MJ m−3 K−1 – volumetric heat capacity of ice
Ch,a≈0.001 MJ m−3 K−1 – volumetric heat capacity of air
Ch,s≈2.3 MJ m−3 K−1 – volumetric heat capacity of the solid soil matrix
A bulk heat capacity Ch,s is used for the solid matrix, since typical values of organic and mineral15

soils do not differ more than 20% from each other (compare Sect. 3.3.3)

Appendix B

The calorimetric method

The change of the sensible heat content of a soil volume with area A and depth z with uniform20

temperature and a constant heat capacity is given by

E (t2) − E (t1) = A z Ch (T (t2) − T (t1)), (B1)

where T (t1) and T (t2) are the temperatures at times t1 and t2. In the case of a temperature
dependence of the heat capacity and non-uniform temperature distribution in depth Ch(T (t,z)),
Eq. B1 must be rewritten to25

E (t2) − E (t1) = A
∫ z

0

∫ T (t2,z
′)

T (t1,z′)
Ch(T ′) dT ′ dz′. (B2)
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The temperature dependence of Ch is caused by the phase change of water and is calculated
as

Ch(T ) = θ(T ) Ch,w + (θmax − θ(T ))Ch,i + (1 − Pdry)Ch,s, (B3)

where Pdry is the porosity of the soil, θmax is the maximum unfrozen water content, and θ(T ) is
the temperature-dependent liquid water content, which is referred to as “freeze characteristic”.5

The volumetric fraction of the solid matrix and thus the porosity is determined from soil samples
and the volumetric water and ice content is obtained from in situ TDR-measurements (see Boike
et al., 2003, for details). To account for the release or consumption of energy through freezing
and thawing, Eq. B2 is extended to

E (t2) − E (t1) = A
∫ z

0
ρwLsl[θ(T (t2,z

′)) − θ(T (t1,z
′))] dz′ + A

∫ z

0

∫ T (t2,z
′)

T (t1,z′)
Ch(T ′) dT ′ dz′. (B4)10

This method of ground heat flux determination requires knowledge about the soil-specific
freeze characteristics or direct measurements of the soil water content. The employed soil
temperature measurements must extend to a depth of constant temperatures during the con-
sidered measurement period. If such a deep temperature profile is not available, the heat flux
below the measurement depth can be obtained by solving the heat transfer equation at the15

lower boundary (Eq. C3, see below).

Appendix C

The conductive method

The conductive method makes use of the heat transfer equation to determine the ground heat20

flux. Firstly, the thermal conductivity of the soil or snow must be evaluated. This procedure
requires a time series of soil temperatures measured in a profile at three depths, Tm(z1,t),
Tm(z2,t) and Tm(z3,t) with z1<z2<z3. The one-dimensional heat transfer equation is written as

Ch(t,z)
∂T (t,z)

∂t
=

∂
∂z

Kh(t,z)
∂T (t,z)

∂z
(C1)
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where T (t,z) denotes the soil or snow temperature at time t and depth z. Assuming constant
heat capacities and thermal conductivities Kh(t,z) in space and time, the one-dimensional heat
transfer equation is simplified to

∂T (z,t)
∂t

= Dh
∂2T (z,t)

∂z2
(C2)

where Dh=Kh/Ch denotes the thermal diffusivity. The solution of Eq. C2) is obtained by the5

partial differential equation solver incorporated in MATLAB. The required boundary conditions
are given by the outer sensors of the temperature profile, Tm(z1,t) and Tm(z3,t). The initial con-
ditions are inferred from linear interpolation between all the three sensors at t=0, which is not
critical to the solution, since it becomes independent of the initial temperature state after a few
time steps in the shallow soil layer. The numerical solver delivers the temperature distribution10

of the considered spatial domain, including T (t,z2), so that the thermal diffusivity Dh can be
evaluated by minimizing the least mean square error to the measured temperatures at depth
z2, Tm(t,z2). We use time series of several days for the determination of the thermal diffusivity
of different surface substrates (see Table 1). Note that this procedure assumes homogeneous
substrate composition in the considered soil or snow layer, which may not be the case in nature.15

The heat flux through the upper boundary can be evaluated by

QG(t) = DhCh
∂T (z,t)

∂z

∣∣∣∣
z=z1

. (C3)

The conductive methods has been applied by Westermann et al. (2009), while similar con-
cepts are explored by Nicolsky et al. (2009).

Appendix D20

Modeling of latent heat fluxes

This model approach is used when eddy covariance measurements of the latent heat flux are
not available. The model is based on eddy-covariance measurements of wind speed and sonic
temperature and uses ancillary measurements of relative humidity and surface temperature.25
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The model is based on commonly used parameterizations of the atmospheric transport mech-
anisms (Foken, 2008), which we shortly describe in the following. According to Monin-Obukhov
similarity theory, the latent heat flux can be related to the difference between specific humidity
at measurement height q(zm) and roughness length q(z0) by

q′w ′ = (q(zm) − q(z0)) κ u∗

[
ln

zm

z0
− ΨW

(
zm

L∗
,
z0

L∗

)]−1

(D1)5

with

ΨW

(
zm

L∗
,
z0

L∗

)
=

∫ zm

z0

1 − ϕW (z′/L∗)

z′
dz′, (D2)

where κ denotes the von Kármán constant (0.4), u∗ the friction velocity and ϕ(z/L∗) is a uni-
versal function (see below). The quotient z/L∗ denotes the stability parameter ζ , where L∗ is
the Obukhov length L∗ defined in Eq. D6. Using Eq. D1 and rewriting the turbulent transport10

terms as atmospheric resistance ra, the latent heat flux QE can be evaluated by

QE = −
ρair Llg

ra + rs

(
q(zm) − q(z0)

)
, (D3)

with

ra: = (κu∗)
−1

[
ln

zm

z0
− ΨW

(
zm

L∗
,
z0

L∗

)]
, (D4)

where ρair is the density of air, Llg the latent heat of vaporization of water and rs the surface15

resistance to evapotranspiration (Garratt, 1994). For calculation over the snow surface Llg must
be replaced by the latent heat of sublimation Lsg. The specific humidity at the surface q(z0) is
inferred from to the surface temperature Tsurf using the Magnus formula that delivers the water
vapor pressure over a water surface or an ice surface, respectively. During the summer month,
the surface is not entirely saturated, and a surface resistance is required to account for the20

reduced availability of water. We use measured time series of the latent heat flux to fit the sur-
face resistance of summer and fall. We assume the surface resistance to be constant in time.
The roughness length z0 can be inferred from measurements of u2

∗ under neutral atmospheric
conditions (Foken, 2008). Note that we assume the aerodynamic roughness length to be the
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roughness length of water vapor. The fitting procedure yields a surface resistance of about
50 s m−1 with a roughness length determined to be 10−3 m during the summer period. When
the ground is snow-covered, the surface resistance is set to zero, while the roughness is de-
termined to 5×10−4 m. The universal universal function ΨW is chosen according to Høgstrøm
(1988) as5

ϕW (ζ ) =
{

0.95 (1 − 11.6 ζ )−1/4 for ζ ≤ 0
0.95 + 7.8 ζ for ζ > 0

(D5)

The Obukhov length L∗, which is required for the stability parameter ζ is directly obtained from
eddy-covariance measurements using

L∗ = −
u3
∗ T v

κ g (Tv
′w ′)

, (D6)

where g is the gravitational acceleration and Tv the virtual temperature. Note that the virtual10

temperature Tv is substituted by the sonic temperature Ts (Foken, 2008).
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Table 1. Used soil and snow parameters for ground heat flux calculations. Values of porosity
Pdry and water content θw are inferred from soil sample analysis and in situ soil water content
measurements. The heat capacities are calculated by weighting Ch,w and Ch,s according to
water content and porosity. The thermal diffusivities Dh are determined with the conductive
method (see Sect. 3.3.2), from which we obtain the thermal conductivities Kh in conjunction
with the assumed heat capacity. Errors are calculated using Gaussian error propagation.

Substrate Pdry θw Ch [MJ m−3 K−1] Dh [m2 s−1] Kh [W m−1 K−1]

dry peat 0.8±0.1 0.1±0.1 0.9±0.5 0.16±0.01 0.14±0.08
wet peat 0.8±0.1 0.7 ±0.1 3.4 ±0.5 0.19±0.04 0.6±0.17
saturated peat 0.8±0.1 0.8±0.1 3.8±0.2 0.19±0.02 0.72±0.08
snow ρsnow=190±10 kg m−3 0.40±0.04 0.54±0.04 0.22±0.03
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Table 2. Average heat fluxes and essential climate parameters. Values are in Wm−2, if not
indicated differently. Turbulent heat flux values marked in bold are affected by minor data gaps,
due to quality or lee sector data exclusion. Radiation values measured with the NR-Lite sensor
are marked with 1, and values obtained with the four component sensor (CNR1) are indicated
with 2. Modeled values of latent heat flux are indicated with 3. The springtime precipitation is
replaced by the snow water equivalent (SWE).

Spring Summer Fall
2007 2008 2007 2008 2007 2008

28 Apr–31 May 22 Apr–31 May 12 Jul–23 Aug 7 Jun–8 Jul 1 Sep–30 Sep 1 Sep–30 Sep
29 Jul–30 Aug

Qnet 441 272 812 1042 71 112 51

∆QS – 61 119 145 – –
∆QL - -34 −38 −41 – –

QH 8.7 1.3 14 22 −1.5 −4.4
QE 123 9.7 40 44 153 19
QG, net 18 14 15 20 6 0.5
QG, sensible 17 13 5 9 6 4
QG, latent 1 1 10 11 0 −3.5
Emelt [MJ m−2] 19 19 – – – –
C −1.7 −3 12 18 −12.5 −10.1

Tsurf [◦ C] −3.8 −6.9 10.5 9.2 3 1.2
Tair [◦ C] −4.7 −6.9 9.2 8.2 2.6 1.6
RH [%] 84 84 84 84 88 87
P [mm] SWE: 60 SWE: 57 58 100 49 21
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Fig. 1. (a) Permafrost distribution in Siberia (Brown et al., 1997); the location of the Lena River delta is marked
in red. (b) Satellite image of the Lena River delta obtained from the Landsat Thematic Mapper (USGS, 2000); the
location of Samoylov Island is marked in red. (c) High-resolution aerial image of the study site on Samoylov Island,
where the considerable small-scale heterogeneity of the surface cover is visible. The locations of all installations are
marked, the approximate footprint areas of the eddy covariance systems are indicated in red. The fractions of wet, dry
and water surfaces in the concerning foot print areas are calculated using the foot print model of Schmid (1994).
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Fig. 2. Net radiation, sensible heat flux, latent heat flux, wind speed, atmospheric stability
parameter ζ=z/L∗ and approximate fraction of the snow-covered area (in gray) during spring
2008. The energy balance is strongly related to the evolution of the snow melt. The wind speed
is significantly increased during the melt period and the atmospheric stratification is essentially
neutral. Varying atmospheric conditions are observed in the pre-melt period.
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Fig. 3. Internal energy of the soil over the entire observation period in (a) 2007 and (b) 2008.
The soil temperatures of 2007 are colder in spring and the air temperatures are warmer, which
explains the increased heat storage at the beginning of the period. Towards the end, the soil
temperatures are almost equal.
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Fig. 4. Exemplary heat fluxes, wind speed and stability parameter during late summer 2008,
overcast periods are marked in gray.
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Fig. 5. The energy balance of 2007 and 2008. Heat fluxes are averaged over 20 days and
data gaps in the latent heat fluxes are filled by modeled values. Averages are discarded if the
data density is less than 60%.
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Fig. 6. Differences in the net radiation budget between the pond and the tundra surface during
both observation periods in 2007 and 2008.
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Fig. 7. The differences of the turbulent heat fluxes between the reference station QH/E(I) and
the mobile station QH/E(II) at the second location of the mobile eddy system. The flux source
area of the second Eddy-Covariance system features a 20% higher fraction of dry surface area.
The spatial heat flux differences are directly related to the net radiative forcing. The histogram
depicts the distribution of net radiation values during the entire summer period.
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Fig. 8. The Energy balance ration EBR=(QH+QE)/(Qnet−QG) measured during the summer
period. The red line depicts the normal distribution, which would be expected for a closed
surface energy balance with random errors.
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Abstract

Permafrost is largely determined by the surface energy balance. Its vulnerability to
degradation due to climate warming depends on complex soil-atmosphere interactions.
This article is the second part of a comprehensive surface energy balance study at a
polygonal tundra site in Northern Siberia. It comprises two consecutive winter periods5

from October 2007 to May 2008 and from October 2008 to January 2009. The surface
energy balance is obtained by independent measurements of the radiation budget, the
sensible heat flux and the ground heat flux, whereas the latent heat flux is inferred from
measurements of the atmospheric turbulence characteristics and a model approach.
The measurements reveal that the long-wave radiation is the dominant factor in the10

surface energy balance. The radiative losses are balanced to about 60% by the ground
heat flux and almost 40% by the sensible heat fluxes, whereas the contribution of the
latent heat flux is found to be relatively small. The main controlling factors of the surface
energy budget are the snow cover, the cloudiness and the soil temperature gradient.
Significant spatial differences in the surface energy balance are observed between15

the tundra soils and a small pond. The heat flux released from the subsurface heat
storage is by a factor of two increased at the freezing pond during the entire winter
period, whereas differences in the radiation budget are only observed at the end of
winter. Inter-annual differences in the surface energy balance are related to differences
in snow depth, which substantially affect the temperature evolution at the investigated20

pond. The obtained results demonstrate the importance of the ground heat flux for the
soil-atmosphere energy exchange and reveal high spatial and temporal variabilities in
the subsurface heat budget during winter.

1 Introduction

Numerous studies based on climate models revealed that the large-scale atmo-25

spheric conditions are greatly impacted by the heat and moisture turnover at the
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surface-atmosphere interface (e.g. Viterbo et al., 1999; Delire et al., 2002; Pitman,
2003; Rinke et al., 2008). Recent studies also showed that the most pronounced arctic
warming occurs during the winter and early spring period (Moritz et al., 2002; Johan-
nessen et al., 2004). According to model predictions, it is expected that the significant
arctic warming during the last decades (e.g. Overpeck et al., 1997; Comiso, 2003;5

Hinzman et al., 2005; Tape et al., 2006; Turner et al., 2007; Overland et al., 2008) is
accelerated due to positive feedback mechanisms, such as a shrinking sea-ice cover
and increased cloudiness (e.g. Holland and Bitz, 2003; Kaplan et al., 2003; Vavrus,
2004).

The winter time surface energy balance of the Arctic constitutes an essential factor10

in the regional climate system, since it affects the atmospheric heat budget due to sen-
sible, latent and radiative energy exchange with the surface over a long-lasting period.
Hence, for the evaluation and the development of large-scale model parameterizations,
energy balance studies are an indispensable tool. In the Arctic, only few comprehen-
sive energy balance studies exist within this large geographical area, especially for the15

winter period. The importance of the winter surface energy balance on the thermal
state of the permafrost has been most recently demonstrated by Westermann et al.
(2009) for a site on Svalbard: here, the snow surface temperature is largely controlled
by the long-wave radiation balance, which in conjunction with the evolution of the snow
cover and more complex processes, such as wintertime rain events, determines the20

thermal regime of the ground. Osterkamp (2005) reported that the winter and spring
warming essentially affects the heat budget of permafrost soils.

Energy balance studies give insight into the processes, which are relevant for both
the permafrost and the atmospheric heat budget. This is especially important for
the development of new model schemes, which aim to incorporate permafrost due25

to its high carbon stock and its potential feedback to climate change. Recent ef-
fort in global permafrost modeling has already been initiated (e.g. Stendel and Chris-
tensen, 2002; Lawrence and Slater, 2005; Nicolsky et al., 2007; Lawrence et al., 2008).
However, the accuracy of these models depend on the realistic representation of the
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ground-atmosphere energy exchange processes, which are determined by parameter-
izations of the local surface and subsurface properties (e.g. roughness length, soil heat
conductivity, snow cover characteristics).

This study is the second part of a comprehensive investigation on the annual surface
energy balance at a wet tundra site in Northern Siberia. The results of the first part of5

this study (Langer et al., 2010) revealed that the sensitivity of the permafrost heat bud-
get towards variations in radiation balance and turbulent heat fluxes is highest at the
beginning and end of the summer thaw cycle. Furthermore, the permafrost heat bud-
get appears to be less sensitive to surface energy balance variations during the high
summer period. In this second paper, we focus on the surface energy balance during10

the winter periods from 1 October 2007, until 30 March 2008, and 1 October 2008,
until 30 January 2009. We aim to achieve (i) the identification of the controlling and
limiting factors of the surface energy balance , (ii) the evaluation of the seasonal and
inter-annual variability of the energy balance components and (iii) the detection and
evaluation of spatial differences of the surface energy balance by spatially distributed15

measurements. The results are discussed with respect to larger-scale modeling of the
arctic boundary layer and the permafrost.

2 Study site

The study site is located at the southern part of the Lena River Delta on Samoylov
Island (72◦22′ N; 126◦30′ E) (Fig. 1). The regional climate is arctic-continental with20

a mean annual air temperature (MAAT) of about −13 ◦C, a pronounced annual temper-
ature amplitude of about 60 ◦C and a total annual precipitation around 250 mm (Boike
et al., 2008). Snow fall and soil refreezing begins towards the end of September. The
winter period is characterized by the polar night, which lasts from mid of November until
end of January. The climate and synoptic conditions during the winter are largely de-25

termined by the Siberian High, which causes air temperatures to fall frequently below
−45 ◦C. The high pressure system is often disturbed by the influx of cyclones with high
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intensity and short lifetime (Zhang et al., 2004). The continental climate conditions are
also reflected in the thermal regime of the soil, which is characterized by continuous
permafrost reaching depths of 500–600 m (Grigoriev, 1960). At the depth of the zero
annual amplitude (≈15 m) the soil temperature is about −10 ◦C. During the summer
months, the maximum thaw depth ranges from 0.4–0.5 m. The tundra surface is highly5

fractionated due to polygonal structures, which are typically 50–100 m2 large. The rims
of these polygons are elevated by about 0.2 to 0.5 m compared to the centers, which
consist of water-saturated peat soils or constitute ponds, which frequently occur at the
study site. During the winter period, the tundra soils are covered by a shallow snow
layer, which typically features depths of less than 0.5 m at the depressed centers and10

only a few centimeters at the elevated rims.

3 Methods

For the evaluation of the surface energy balance and the quantification of spatial vari-
abilities at the study site we distinguish between two basic landscape features during
the winter period: the snow covered tundra soils and freezing or frozen water bodies.15

The surface energy balance of the snow covered tundra soils (referred to as tundra
site) is measured as a spatial average including polygonal centers and rims (compare
Sect. 2). Components of the energy balance (net radiation, subsurface heat flux) of wa-
ter bodies are exemplified at a polygonal pond (referred to as pond site). The energy
balance equation for the tundra site is written as20

Qnet =QH+QE+QG+C (1)

where Qnet is the net radiation, QH the turbulent sensible heat flux, QE the turbulent
latent heat flux, QG the subsurface (ground or snow) heat flux and C is the residual of
the energy balance, which accounts for inaccuracies of measurement. The pond, at
which the net radiation Qnet,p and the subsurface heat flux QG,p are measured, features25

a depth of about 0.8 m and a water volume of about 150 m3. The basic concepts
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of the measurements and the data analysis applied in the present study are already
described in the first part of this study (Langer et al., 2010). The applied methods are
re-summarized briefly, while new methods and additional measurements are described
in more detail in the following sections.

3.1 Radiation balance5

The net radiation at the tundra Qnet and pond sites Qnet,p are measured with net radi-
ations sensors (NR-Lite, Kipp and Zonen, The Netherlands). The net radiation sensor
at the tundra site is not available in the second winter period (2008–2009), but we ap-
ply a four-component radiation sensor (CNR1, Kipp and Zonen, The Netherlands) to
calculate the net radiation. The outgoing thermal radiation at the tundra site is mea-10

sured separately by a long-wave radiation sensor in winter 2007–2008 (CG1, Kipp and
Zonen, The Netherlands) and calculated from infrared surface temperature sensors
(IRTS-P, Apogee Instruments, USA) in winter 2008–2009 using Stefan-Boltzmann law
(compare Langer et al., 2010). For this calculation, we assume the surface emissivity
of the snow cover to be 0.98 according to commonly used values (Rees, 1993).15

3.2 Turbulent heat fluxes

Measurements of the sensible heat flux QH are only available for the tundra site. The
flux sources area at the location of the eddy covariance system is characterized to
about 95% by tundra soils, according to a foot print analyses (Langer et al., 2010). The
eddy covariance setup is reduced to the 3-D sonic anemometer (C-SAT, Campbell Sci-20

entific, USA) during the observation period from 1 October to 30 March. The reduced
measurement setup only permits the detection of the momentum flux u2

∗ and the buoy-
ancy flux QHB, which in principle must be corrected according to the flux of water vapor
to obtain the true sensible heat flux QH (Schotanus et al., 1983). Due to the extremely
cold air temperatures, we assume the flux of water vapor to be very small during winter,25

so that the difference between the buoyancy and sensible heat flux is small. Hence,
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we accept the buoyancy flux to be a good approximation of the real sensible heat flux
during the winter period. According to a quality check and the exclusion of the lee wind
sector (263◦ to 277◦), about 18% of the flux measurements must be discarded. From
the stability parameter ζ , the atmospheric stratification can be inferred, with ζ≈0 for
a well mixed or neutrally stratified atmosphere, ζ>0 for stable and ζ<0 for unstable5

atmospheric stratifications.
The latent heat flux QE at the tundra site is modeled by an approach similar to the

one used in the first part of this study (Langer et al., 2010). The model uses the
often applied parametrization introduced by Høgstrøm (1988) and is based on available
eddy-covariance measurements of the momentum flux u2

∗ and the buoyancy flux QHB,10

from which a turbulent transport coefficient can be inferred (compare Langer et al.,
2010). In addition, the model requires measurements of relative humidity and surface
temperature for calculating the near-surface gradient of the specific humidity. During
winter 2007–2008, we rely on measurements of relative humidity from the standard
climate station in the vicinity of the eddy covariance system. During winter 2008–15

2009, the relative humidity is estimated to be in the range of (70±5)% according to the
measurements of the previous year.

3.3 Subsurface heat fluxes

Subsurfaces heat fluxes are calculated for a tundra site (QG) and a thermokarst pond
(QG,p). The subsurface heat flux is the heat flux across the surface, which depending20

on the applied measurement method is defined as the soil, the snow, or the lake ice
surface. For the heat flux calculations, we apply the calorimetric and the conductive
method (compare Langer et al., 2010).

3.3.1 The calorimetric method

The calorimetric method calculates the ground heat flux based on changes in the in-25

ternal energy of a soil column using measurements of the soil temperature and liquid
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water content θw . This method is used for evaluating averages of the ground heat flux
over periods longer than a few days. Due to the measurements of temperature and
liquid water content, it is possible to distinguish sensible and latent heat storage, which
we express as energy fluxes QG,sensible and QG,latent. Note, that the heat storage in
the shallow snow layer becomes negligible for long-term averages, so that temperature5

profiles in the snow pack are not required. During winter 2007–2008, soil temperatures
are available from a 26 m borehole and a thermistor profile in the active layer (CA I)
(Fig. 2). The liquid water content θw is measured in the active layer by Time-Domain-
Reflectometry (TDR) probes (compare Langer et al., 2010). Since the deep borehole
and the TDR probes are not available during winter 2008–2009 (CA II), we rely on10

a shallow borehole of 4 m depth and a parametrization of the liquid water content in
dependence of the soil temperature. This so-called freezing characteristic is inferred
by fitting a polynomial function to measurements of water content and temperature of
the previous year (Fig. 3). Since the calorimetric method requires measurements down
to a depth of zero temperature change in the concerned averaging period, heat fluxes15

below 4 m are required. We therefore calculate the heat flux through the lower bound-
ary of the temperature profile by using the conductive method (compare Langer et al.,
2010). Soil heat capacities, thermal diffusivity and heat conductivity of frozen tundra
soils are evaluated similar to the summer time values (Table 6).

3.3.2 The conductive method20

The conductive method calculates the heat flux across a layer by solving the differential
equation of conductive heat transport (compare Langer et al., 2010). In addition, the
conductive method involves the determination of the thermal diffusivity of snow or soil,
which are presented in Table 6. The conductive method is applied for both calculations
of the subsurface heat flux at (a) the tundra site and (b) the thermokarst pond.25

(a) For the tundra site, this method is applied for calculating heat fluxes with hourly
resolution. These high resolution heat fluxes are only obtained at polygonal
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centers, where snow cover measurements are available. Two different sets of
measurements (CO I and CO II) are used to calculate the heat flux across the
snow cover with the conductive method (Fig. 2). Firstly, snow temperature mea-
surements at three depths with known relative distance are employed. This
method is similar to the conductive heat flux calculation used for the uppermost5

soil layer in the first part of this study (compare Langer et al., 2010) and involves
the determination of the thermal diffusivity of the snow cover. The required snow
temperature profile measurements are available during winter 2008–2009. The
used measurement setup (CO I) consists of an array of temperature sensors
(thermocouple) fixed on very thin (4 mm) carbon rods of different length, which10

are placed vertically about 3 cm apart from each other (Fig. 2). The height differ-
ence between the temperature sensors is 5 cm. Secondly, when the snow tem-
perature profile is not available during the winter 2007–2008, the snow heat flux
is calculated using the surface temperature of the snow cover, the temperature
at the snow-soil interface, the snow depth and the thermal diffusivity and con-15

ductivity of the snow cover (CO II). The snow surface temperature is measured
by an infrared sensor, the temperature at the snow-soil interface is measured by
a thermistor close to the surface and the required snow depth is obtained by an
ultrasonic ranging sensor (Fig. 2). We further assume a similar thermal diffusivity
of the snow cover, as calculated from the temperature profile measurements of20

the following year. The obtained snow heat fluxes must be considered a rough
approximation, since the assumption of constant thermal snow properties may be
violated in reality (e.g. Sturm et al., 1997; Zhang, 2005).

(b) For the pond site the conductive method is used to calculate long-term averages
of the heat flux through the ice layer QG,p. The employed temperature profile25

(CO III) consists of four temperature sensors which are fixed on a mast located
in the middle of the water body, where the water depth is approximately 0.8 m
(Fig. 2). In the course of the winter, the temperature sensors freeze in the ice of
the pond. From the temperature profile, we can calculate the heat flux trough the
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ice layer, as soon as it approaches a thickness of 24 cm, which then contains the
two uppermost temperature sensors of the profile. We use the conductive method
described in Langer et al. (2010) to evaluate the heat flux through the ice cover
surface with the known thermal diffusivity and conductivity of ice. The employed
values are depicted in Table 6.5

3.4 Snow cover measurements

We use different methods for the detection of the snow depth. The snow depth is
measured with an ultrasonic ranging sensors (SR50, Campbell Scientific, USA) located
at the tundra site and at the pond site. During winter 2008–2009, the ultrasonic sensor
is not available at the tundra site. Therefore, we infer the snow depth from the snow10

temperature profile described in Sect. 3.3 using the method of Lewkowicz (2008), who
determines the snow depth from a significant temperature decoupling between buried
and unburied sensors. The temperature profile provides a vertical resolution of 5 cm.
In addition, we use the AMSR-E 5-Day L3 snow water equivalent (SWE) product (Kelly
et al., 2004) to obtain a complementary snow cover information in addition to our point15

measurements. The satellite product is based on passive microwave detection and
features a spatial resolution of 25 km. A detailed technical description of the product
and the retrieval algorithm is given by Pulliainen and Hallikainen (2001). For tundra
surfaces, the accuracy of the SWE product is expected to be in the range of 10%,
since the shallow vegetation only marginally affects the snow cover signal (Foster et al.,20

2005). We selected the closest pixel to the study site, which must be understood as an
averages value over a large variety of surface structures.

Moreover, SWE field measurements are conducted during April 2008 and 2009.
From these measurements, we calculate the snow heat capacity, which is used for
the heat flux calculations. The obtained values are presented in Table 6. The field25

measurements of the snow density ρsnow are further used for the conversion of the
AMSR-E dataset from SWE to snow depths.
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4 Results

In the following, we describe the winter surface energy balance. We divide the obser-
vation period into three sections, according to the availability of sunlight. During the first
and the last winter sections short wave radiation is still or again present, whereas the
middle period is characterized by the absence of sunlight due to polar night conditions.5

4.1 Early winter (1 October–30 November)

The first winter period lasts from the beginning of October until the end of November,
immediately before the beginning of the polar night. The surface energy balance is
characterized by a strongly negative radiation budget on the order of −20 W m−2, which
is about 25 W m−2 less compared to the preceding fall season (compare Langer et al.,10

2010). The short-wave radiation budget is very small (≈2 W m−2) due to the high albedo
of the snow cover. The negative radiation budget is largely balanced by the ground heat
flux QG (−10 to −20 W m−2), whereas the sensible heat flux QH shows only a marginal
contribution of about −5 W m−2, which is only slightly more negative than during the
fall season. The modeled latent heat flux QE is still significantly positive (≈10 W m−2),15

which agrees with the high values measured in the previous fall period. Similar to the
fall period, the energy balance residual C is considerable, which indicates that some
heat flux is not detected.

The general weather conditions are characterized by rapidly declining air tempera-
tures, decreasing sun angles, snow accumulation and the freezing of soil and water20

bodies. In both years, the air temperatures rapidly fall from about 0 ◦C at the beginning
to −20 ◦C at the end of the period. The build-up of a continuous snow cover starts in
both winters at the beginning of October. However, we observe significant differences
in the evolution of the snow cover at the tundra site. In 2007, the snow cover reaches
a depth of about 0.15 m shortly after the first snow fall and remains almost constant until25

the end of the period. In 2008, the snow cover accumulation is much slower and ends
up with a snow depth of about 0.1 m (Fig. 4). An even greater inter-annual variability
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the snow depth is observed at the pond site, which in 2007 is covered by about 0.2 m
of snow shortly after the first snow fall, whereas in 2008 almost no snow cover is mea-
sured until the end of this winter period (Fig. 4). The observed inter-annual differences
in snow cover accumulation agree with the satellite observations (AMSR-E) (Fig. 4).

The net radiation budget of the first winter period is dominated by the long-wave5

radiation ∆QL, which in 2008 is about fifteen times larger than the net short-wave ra-
diation (Table 6, Fig. 5). The incoming long-wave radiation steadily decreases from
about 300 W m−2 to 180 W m−2. This general trend is overlain by rapid variations in the
range of 60–70 W m−2, which are most likely associated with changes in cloudiness.
In frequent situations, the outgoing and the incoming long-wave radiation are in quasi-10

balance (Qnet≈0), which is most likely caused by a dense cloud cover. The outgoing
long-wave radiation follows the general trend of its incoming counterpart and decreases
from about 315 W m−2 to 200 W m−2, which corresponds to a surface temperature cool-
ing from 0 to −24 ◦C. The surface temperature of 2008 appears to be slightly increased
compared to 2007 (Table 6), which on average amounts to an increased radiative loss15

on the order of 5 W m−2 in 2008. The surface temperature follows to a large extent the
short-term fluctuations of the incoming long-wave radiation. The observed fluctuations
are on the order of 10 ◦C. The negative net radiation is partly balanced by the sensi-
ble heat flux QH, which is negative in both years. In both years, the average values
of the sensible heat fluxes are small compared to the ground heat fluxes, but show20

strong short-term variations on the order of 30 W m−2. The observed fluctuations in the
sensible heat fluxes largely follow the stepwise variations of the net radiation. Slightly
positive sensible heat fluxes, that drag heat from the surface to the atmosphere, are
observed occasionally. These events are strictly correlated to high values of down-
welling thermal radiation and positive temperature gradients between the surface and25

the near-surface air temperature. High absolute values of the sensible heat flux are
almost always associated with high wind speeds and strong turbulent exchange. The
atmospheric stratification is mostly neutral (ζ≈0), while stable stratification (ζ>0) only
occur occasionally under clear-sky and calm conditions. Such stable stratifications are
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characterized by a very high snow heat flux, which compensates for the reduced sen-
sible heat flux under stable conditions. The largest fraction of the negative radiation
budget is balanced by the ground heat flux QG, which is predominately supplied by
latent heat of freezing (Table 6). In the inter-annual comparison, the ground heat flux
of 2008 is significantly larger than in 2007. This difference corresponds to the lower5

surface temperatures, the faster snow cover build-up and the slightly increased sensi-
ble heat flux of 2007 (Table 6). The observed inter-annual differences in the soil heat
fluxes agree with the fact, that the active layer is completely frozen by the end of the
early winter period in 2008, but not in 2007.

The most pronounced inter-annual differences in the ground heat budget are ob-10

served at the polygonal pond. According to the temperature profile measurements,
we can estimate the ice cover thickness to be about 30 cm at the end of the early
winter period in 2007. In 2008, the temperature measurements indicate that the wa-
ter body is completely frozen down to a depth of 85 cm. Assuming an ice density of
about 920 kg m−3, this amount of ice corresponds to an average heat flux QG,p of about15

−12 W m−2 in 2007 and about −34 W m−2 in 2008. Note, that these heat fluxes are
only estimated according to the amount of frozen water, which does not contain the
temperature change of the water body and the ground underneath. Hence, the true
ground heat flux at the pond must be even larger. However, in the 2007, the estimated
heat flux value at the freezing pond is in a good agreement with the net radiation Qnet,p,20

which we measure directly at the surface of the water body (Table 6). It is evident, that
such an energy balance agreement is not given in 2008, were the pond heat flux re-
leases about 10 W m−2 more than is lost by radiation. Hence, additional heat transport,
such as a positive sensible heat flux, may be involved at the pond surface.

4.2 Polar winter (1 December–30 January)25

The polar winter section features a highly negative net radiation budget in the range
of −20 to −25 W m−2. Due to polar night conditions, the radiation balance is only
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determined by thermal radiation. The largest fraction of the radiative loss is balanced
by the ground heat flux QG, which is on the order of about −15 W m−2. Compared to
early winter, the sensible heat flux QH decreases and is now on the order of −10 W m−2.
The latent heat flux QE is significantly lowered and features a value of only 4 W m−2.

The polar winter section is characterized by the absence of solar radiation during5

which the air temperatures reach their annual minimum of about −44 ◦C in winter 2007–
2008 and −42 ◦C in winter 2008–2009. During winter 2007–2008, the snow cover
remains almost constant featuring a depth of about 15 cm at the tundra surface and
about 20 cm at the polygonal pond. A slightly different evolution of the snow cover
is found for 2008–2009, when the snow depth remains between 10 and 15 cm at the10

tundra surface, whereas almost no snow cover is detected at the pond. For the winter
2007–2008, freezing continues from early winter into the polar night period. While
the remaining unfrozen soil layer is already frozen after a few days, the pond remains
partially unfrozen until the end of this section (Fig. 4). This delayed freezing process
in 2007–2008 significantly influences the temperature at the bottom of the water body,15

which is about 15 ◦C warmer compared to the following year (Fig. 4).
The energy balance of the polar winter section is entirely governed by the long-

wave budget ∆QL, which is significantly negative (Table 6). In both years, the incoming
long-wave radiation shows frequent fluctuations according to changes between over-
cast and clear-sky conditions. The measured radiation values vary between 140 and20

240 W m−2. Conditions of constant incoming radiation typically last between two and
three days. The surface temperatures and thus the outgoing thermal radiation show
a strong variability in the range of −15 ◦C to −45 ◦C in both years, which corresponds to
emitted radiative fluxes of about −150 and −250 W m−2. The negative radiation budget
is partly balanced by a slightly increased sensible heat flux compared to early winter25

(Table 6, Fig. 5). The largest fraction of the net radiation is balanced by the ground heat
flux QG, which is mainly supplied by the release of sensible heat QG,sensible (Table 6)
that originates to about 85% from the first four meters of the soil column. Recalling
the inter-annual difference in the ground heat fluxes during the early winter section, the
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differences are now reversed. The ground heat flux of 2007 is now higher compared
to 2008, which corresponds to a warmer soil in 2007 and therefore to a steeper soil
temperature gradient.

An exemplary situation during the transition from the early winter to the polar night in
2007–2008 is depicted in Fig. 6. The example shows the typical stepwise pattern of the5

long-wave radiation budget, most likely caused by the influence of clouds. These large-
scale variations are followed by the course of the sensible heat flux and the ground heat
flux, which usually balances the largest fraction of the radiative losses. The turbulent
heat flux becomes large (QH≈−30 W m−2) under clear-sky and windy conditions (wind
speed ≈8 m s−1), as they occur around 23 November and 4 December. The negative10

radiation budget is then primarily balanced by the sensible heat flux, which leads to
a subsequent surface warming that essentially reduces the snow temperature gradient
and thus the ground heat flux (compare Fig. 6 ). On rare occasions, the net radiation is
found to be positive, which can only be associated with the influx of warm air mass that
are warmer than the surface and lead to slightly positive sensible heat fluxes (Fig. 6).15

During one of these situations, we can observe the development of a slightly unstable
stratification (ζ<0) around 25 November (Fig. 6). This situation is due to a precedent
long-lasting period of calm conditions featuring stable stratifications and high radiative
losses, which most likely cool the atmosphere. The sudden influx of warm air, which is
indicated by the rapidly increasing net radiation to positive values heats up the surface.20

This consequently leads to a positive near-surface temperature gradient and the short-
time development of unstable conditions. The unstable stratification breaks down as
the net radiation falls back to negative values (Fig. 6).

The largest inter-annual differences in the ground heat budget are again observed
at the investigated pond (Table 6), which in 2007–2008 is finally frozen by the end25

of the polar winter. Similar to the ground heat flux QG, the pond heat fluxes QG,p is
now higher in 2007–2008 than in 2008–2009. We also observe that in both years
the released energy at the pond QG,p is larger than the radiative losses Qnet,p, which
indicates that amplified turbulent sensible heat fluxes might occur at the surface of the
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frozen water body similar to the early winter period. Compared to the ground heat flux
at the tundra surface QG, the pond heat flux is higher by a factor of about two.

4.3 Late winter (1 February–30 March)

The energy balance of the late winter section is still characterized by negative net
radiation Qnet of about −15 W m−2, which is still significantly lower compared to the5

following spring period, described in the first part of this study. This is due to the fact
that the net radiation budget steeply increases during this and the following period.
The ground heat flux QG features about −5 W m−2 and looses its dominant role in
balancing the radiation budget. The largest fraction of radiative losses is now balanced
by a further increased sensible heat flux QH, which is on the order of −10 W m−2. The10

modeled latent heat flux QE remains small at about 3 W m−2.
The synoptic conditions are determined by the end of the polar night and increasing

air temperatures from about −35 to −5 ◦C. The snow depth in 2008 slightly increases
of about 5–10 cm and reaches its annual maximum of 25–30 cm.

The average net radiation budget is still negative and reaches values as low as15

−40 W m−2, while positive fluxes can exceed 20 W m−2 (Fig. 7). Positive net radia-
tion values frequently occur within a pronounced diurnal cycle towards the end of this
period. The upwelling long-wave radiation ranges from 160 and 300 W m−2, which
corresponds to surface temperatures of −40 and −3 ◦C. The sensible heat flux is sig-
nificantly more negative compared to the polar winter period and balances about 70%20

of the negative radiation budget, while the ground heat flux looses its dominant role.
This corresponds to the evolution of a strong temperature gradient in the atmospheric
boundary layer, which frequently exceeds values of −3 ◦C with an average gradient
of about −1 ◦C (Table 6). The sensible heat flux features a diurnal cycle towards the
end of the later winter period and ranges from −40 W m−2 to 5 W m−2 (Fig. 7). Positive25

sensible heat fluxes are usually observed during local noon, when the net radiation is
positive due to high values of incoming solar radiation. The atmospheric stratification
is essentially neutral during the first half of the late winter section, which corresponds
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to high wind speeds (Fig. 7). Within the course of the late winter period, the stabil-
ity parameter ζ indicates frequent changes between stable and unstable stratifications
(Fig. 7). The ground heat flux is essentially supplied by sensible heat from the deep soil
layers. About 85% of the released heat originates from soil cooling down to a depth
of 7 m. A more detailed look at the ground heat flux reveals more frequent positive5

heat fluxes towards the end of the period, which are usually associated with strongly
negative sensible heat fluxes (Fig. 7). This indicates that at the end of the entire winter
period the initial warming of the ground is mainly supplied by sensible heat fluxes from
the atmosphere. These observations are in good agreement with heat fluxes measured
in the following spring period, which are described in the first part of this study.10

Significant spatial differences of the energy balance are still observed between the
polygonal pond and the tundra site. The ground heat flux at the polygonal pond QG,p is
significantly increased compared to the tundra ground heat flux QG, which corresponds
to the more negative radiation budget at the pond Qnet,p (Table 6). This indicates that
the polygonal pond most likely features slightly higher surface temperatures. If we15

assume the surface albedo at the snow covered tundra to be similar to the snow-
covered pond, the surface at the pond would be about 1 ◦C warmer, according to the
increased ground heat flux.

4.4 Controlling factors of surface temperature

The surface temperature Tsurf is a direct result of the surface energy balance. It is there-20

fore worthwhile to give an insight into its determining factors. We can see in Fig. 8, that
the surface temperature variations are primarily determined by the incoming thermal
radiation, while other factors, such as wind speed only have a secondary impact. Fig-
ure 8 also shows that the impact of wind on the surface temperature is highest during
low values of incoming long-wave radiation. This relation is explained by the fact, that25

the surface cools down strongest under clear-sky conditions when the turbulent heat
transport from the atmosphere to the surface is limited by the absence of wind. This
describes the typical situation of a near-surface temperature inversion under a stable
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atmospheric stratification (ζ>0), which leads to pronounced surface cooling. However,
such conditions are observed only occasionally, since wind-induced turbulent mixing
dominates during the polar night (Fig. 8), so that the formation of stable stratifications
(ζ>0) is essentially limited.

5 Discussion5

5.1 The winter time energy balance

According to our measurements, the surface energy balance during winter is predomi-
nately characterized by (i) the long-wave radiation budget, (ii) the ground heat flux and
(iii) to a minor extent by the atmospheric sensible heat flux. The latent heat flux is found
to be small in proportion to the other heat fluxes.10

(i) The radiation budget of the considered winter period is largely determined by the
long-wave radiation, as it mostly falls within the polar night, while the high albedo
of the snow cover limits the role of the short-wave radiation at the beginning and
the end of the period (Table 6). The net long-wave radiation fluctuates strongly
between almost zero and highly negative values of up to −50 W m−2. The fluc-15

tuations are largely caused by fast changes of the incoming long-wave radiation,
which most likely can be attributed to the presence or absence of a cloud cover
(Curry et al., 1993; Shupe and Intrieri, 2004). The incoming long-wave radiation
is the determining factor for the surface temperature, as it sets the general range
within which the surface temperature can adjust depending on the other compo-20

nents of the energy balance (Fig. 8).

(ii) The ground heat flux is of outstanding importance for the surface energy balance
during the winter periods, since it is the main balancing factor of the radiative
losses. It originates from both the refreezing of the active layer and the cooling
of the soil, with both contributing about 60% to the energy balance. Hereby the25
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refreezing of the active layer strongly dominates until about the beginning of De-
cember. Afterwards the ground heat flux is entirely supplied by soil cooling up
to a depth of 15 m. Strong inter-annual differences in the subsurface heat flux
are observed particularly during the early winter section (Table 6), with reduced
heat fluxes and a delayed refreezing in 2007. This is most likely due to the faster5

snow cover build up in this year (Fig. 4), related to the low thermal conductivity
by a factor of four to eight lower than the thermal conductivity of frozen peat (Ta-
ble 6). Consequently, the release of heat occurs over a longer period in 2007,
while it is more concentrated at the beginning of the winter in 2008. Moreover,
profound spatial differences in the subsurface heat fluxes are observed between10

the tundra soils and the shallow water bodies at which the released heat flux is
almost a factor of two higher.

(iii) While the interplay between the net radiation, the ground heat flux and the sensi-
ble heat flux can be complex (Fig. 6), the magnitude of the average sensible heat
flux is significantly smaller than the ground heat flux. The highest values of sen-15

sible heat fluxes are observed at the end of the winter season. During the entire
winter period the observed average sensible heat flux of about −8 W m−2 amounts
to a cooling of an air column of 1000 m height by about 30 ◦C over a period of 6
months. This matches the order of magnitude of the observed near-surface tem-
perature cooling, which is also on the order of 30 ◦C (compare Table 6). In addi-20

tion, the well mixed boundary layer with predominantely neutral stratifications sug-
gests a prominent role of the sensible heat flux for the cooling of the near surface
atmosphere. It must be emphasized, that the contribution of the wintertime sensi-
ble heat flux to the surface energy balance is by a factor of two smaller than values
reported for arctic-oceanic conditions on Svalbard (Westermann et al., 2009), but25

of similar magnitude as values reported from measurements on sea-ice at the
Arctic Ocean (Persson et al., 2002).

1409

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

5.2 Seasonal differences of the surface energy balance

The surface energy balance at the study site is characterized by a strong seasonality,
featuring a distinctly different partitioning of the energy balance within the annual cycle.
The seasonal differences in the surface energy balance are caused by factors such
as the availability of solar radiation, the surface characteristics and the atmospheric5

conditions. The differences of these controlling mechanisms are exemplified based on
the energy balances during summer and polar winter (Fig. 9).

The radiation budget during the summer season is largely determined by the in-
coming shortwave radiation, which is further intensified by the polar day conditions.
Conversely, the radiation budget during the winter is mainly controlled by thermal radi-10

ation facilitated by the high reflectance of the snow cover and the low or not available
short wave radiation. In both periods, the surface radiation budget is strongly altered by
clouds. Our observations reveal, that the net radiation is attenuated during the summer
season by the presence of clouds, while the radiative losses are reduced during winter.

During the summer season, the largest fraction of the net radiation (40–50%) is15

consumed by the latent heat flux, whereas similar fractions of about 20% are attributed
to the sensible and the ground heat flux (Fig. 9). This partitioning of the energy balance
is presumably determined by the high soil moisture content at the study site, which
controls both the latent heat flux and the ground heat flux. The high soil moisture
content at the study site is facilitated by the shallow active layer depth, which also20

affects the soil temperature gradient and hence the ground heat flux. Consequently, the
surface energy balance during the summer time is, to a certain degree, directly affected
by the permafrost conditions, in particular by its thermal state and the soil water/ice
content. The observed magnitude to the energy balance components corresponds
well with values observed at other wet tundra landscapes of similar latitude (Eugster25

et al., 2000). However, the magnitude of the summer time ground heat flux is at the
upper edge of the reported values.
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During the winter period the radiative forcing is negative and significantly smaller
than during summer (Fig. 9). The main part of the surface energy loss is attributed to
the thermal radiation and 20% are consumed by the latent heat flux, which constitutes
the smallest component in the winter energy balance. Despite of the reduced radiative
forcing, the ground heat flux is of similar magnitude as during the summer period.5

In the presented case, the ground heat flux supplies about 60% to the entire energy
loss, whereas only 40% are balanced by the sensible heat flux. The exceptional high
contribution of the ground heat flux to the surface energy balance is related to the
strong soil temperature gradient, as a result of the continental climate conditions and
facilitated by the shallow snow cover. Compared to the ground heat flux, the sensible10

heat flux appears to be depleted corresponding to the low air temperature gradient
near the surface (Table 6).

5.3 Implications for permafrost modeling

With respect for permafrost modeling four major implications can be drawn from our
results:15

1. The ground heat flux at the study site is of remarkable magnitude, especially
during the long-lasting arctic winter. In contrast to lower latitudes and less conti-
nental climates, the ground heat flux essentially characterizes the surface energy
budget and affects the atmospheric conditions near the surface. This suggests
a certain impact on the atmospheric processes in climate models. It has been20

demonstrated in several experiments that the soil parameterization affect the per-
formance of climate models (Pitman, 2003; Rinke et al., 2008; Lawrence and
Slater, 2008). The representation of the boundary layer dynamics in weather and
climate models was essentially improved by incorporating soil freezing (Viterbo
et al., 1999; Cox et al., 1999). In the Arctic, inaccuracies of weather forecast mod-25

els in the near surface air temperature are found to be related to the parametriza-
tion of the ground heat flux (Beesley et al., 2000).
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2. The surface energy balance and hence permafrost is very sensitivity to the snow
cover, especially the timing of snow accumulation and melt, the snow depth and
the albedo. Our measurements reveal, that the thermal isolation of the snow cover
results in a positive temperature difference of about 4 ◦C between the average soil
and surface temperature. This effect is described in detail in a theoretical study by5

Goodrich (1982). Due to the high albedo, the surface energy balance during late
winter and spring is largely determined by sensible heat flux despite high values of
incoming short-wave radiation. Numerous studies demonstrated the impact of the
snow cover on the atmospheric conditions ranging from the local scale (meters
to kilometers) (e.g. Neumann and Marsh, 1998; Pohl et al., 2006; Bewley et al.,10

2010) to global effect (e.g. Walland and Simmonds, 1996; Cook et al., 2008).

3. The permafrost at the study site is mainly controlled by the net radiation, which in
turn can be strongly altered by clouds, especially during winter. This suggests that
the thermal state of permafrost is affected by large scale atmospheric circulation
processes such as cyclone activity and the annual dynamics of the Siberian High.15

The initial warming in spring is mainly forced by sensible heat flux, which addition-
ally suggests a certain contribution of air mass advection to the permafrost heat
budget. The impact of atmospheric circulation patterns on the energy balance of
the Arctic has been outlined in numerous studies (e.g. Curry et al., 1993; Serreze
et al., 2000; Petrone and Rouse, 2000).20

4. Our measurements reveal high spatial and temporal variabilities of refreezing. Dif-
ferences in completion of freeze back between water bodies and soil can amount
up to several months and the duration of refreezing in different years can vary up
to 3 months. This indicates that the time available for microbial decomposition
features a significant spatial and inter-annual variability, which in turn may affect25

the green house gas emissions especially of small ponds. The importance of
high-arctic water bodies for the atmospheric methane budget has been demon-
strated by Walter et al. (2006, 2007). These findings have strong implications
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for model schemes as introduced by Khvorostyanov et al. (2008), which aim to
include biochemical processes in permafrost regions on larger scales.

6 Summary and conclusions

Based on the results of the first and the second part of this study, we conclude with an
overview of the main characteristics of the annual surface energy balance.5

During the entire annual cycle, the surface energy budget is determined by the radi-
ation balance. The net radiation essentially depends on the seasonality of the short-
wave radiation budget, the presence or absence of the snow cover and the cloudiness.
The snow cover has its greatest impact over 4 months from the end of the polar night
until snow melt, when the high snow albedo significantly reduces the net short-wave10

radiation. Clouds are generally found to reduce the net radiation by about 50% during
the snow-free season, while they almost prevent radiative losses during winter.

The turbulent heat fluxes have their largest impact on the surface energy budget dur-
ing the snow-free period, when they balance about 70% of the net radiation. The latent
heat flux is a factor of two higher than the sensible heat flux, so that the average Bowen15

ratio yields 0.5. During the summer months, the latent heat flux is largely in balance
with the observed precipitation rates, which suggests a regionally closed water cycle
between the atmosphere and the tundra surface. During the winter period, the latent
heat flux is relatively small and so is sublimation at the snow cover. The sensible heat
flux reaches its largest relative contribution to the surface energy balance during the20

late winter period, when it balances almost 70% of the radiative losses. This indicates
that warming after the winter period is influenced by the influx of warm air. Further-
more, it is worthwhile to note that the lower atmosphere is well mixed during a major
part of the winter season and stable stratifications are very rare.

The ground heat flux is a significant component in the surface energy balance, with25

relative contributions of about 20% during summer and 60% during polar winter. During
the summer months about 60% of the ground heat flux is consumed by active layer

1413

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

thawing, whereas 40% are used for the warming of the soil. The refreezing period,
which can last from the end of September until the beginning of December, is mainly
controlled by the radiation balance. At that time, clouds and the snow cover have their
most persistent impact on the ground thermal regime as they significantly influence
the duration of the refreezing period. The rare occurrence of atmospheric inversions5

near the surface during winter is partly attributed to the considerable ground heat flux.
The already high heat storage capacity of the tundra can be further increased by the
presence of water bodies, which can be remarkable even for small water bodies, such
as ponds.

We conclude that the realistic simulation of the surface energy balance in climate10

models is mandatory with regard to large scale permafrost predictions. This issue
involved the reproduction highly variable features such as cloudiness, snow cover and
the thermal soil properties. Furthermore, there are indications that a more accurate
representation of the thermal dynamics of permafrost could aid to improve the modeling
of the atmospheric boundary layer in the Arctic.15
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Table 1. Definitions and constants.

Qnet net radiation
∆QS net short-wave radiation
∆QL net long-wave radiation
QL↓ incoming long-wave radiation
QHB buoyancy flux
QH sensible heat flux
QE latent heat flux
QG ground or snow heat flux
QG,sensible sensible ground heat flux
QG,latent latent ground heat flux
Qnet,p net radiation at the pond
QG,p heat flux released from pond
C residual of the energy balance
u∗ friction velocity
ζ=z/L∗ stability parameter (z: measurement height,

L∗ Obukhov length)
Tair air temperature
Tsurf surface temperature
RH relative humidity
θw volumetric liquid water content
θw,min minimum liquid water content (frozen)
θw,max maximum liquid water content (thawed)
θi volumetric ice content
Pdry porosity
cp specific heat capacity of air at constant

pressure
ρair density of air
ρice=0.91 g cm−3 density of ice
ρsnow=0.19 g cm−3 density of snow
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Table 1. Continued.

Dh thermal diffusivity
Kh thermal conductivity
Ch volumetric heat capacity
Ch,i=1.9 MJ m−3 K−1 volumetric heat capacity of ice
Ch,s≈2.3 MJ m−3 K−1 volumetric heat capacity of the solid

soil matrix
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Table 2. Used soil parameters for ground heat flux calculations during the winter period. Values
of porosity Pdry and volumetric ice content θi are estimated based on soil sample analysis and
in situ soil water content measurements during summer. The heat capacities are calculated
by weighting Ch,i and Ch,s according to the assumed ice content and porosity. The thermal
diffusivities Dh are determined by using the conductive method described in the first part of
this study, from which we evaluate the thermal conductivity values Kh with the estimated heat
capacity. Errors are calculated using Gaussian error propagation.

Substrate Pdry θi Ch (MJ m−3 K−1) Dh (m2 s−1) Kh (W m−1 K−1)

Frozen dry peat 0.8±0.1 0.1±0.1 0.7±0.3 0.68±0.19 0.46±0.25
Frozen wet peat 0.8±0.1 0.7±0.1 1.8±0.3 0.54±0.09 0.95±0.23
Frozen saturated peat 0.8±0.1 0.8±0.1 2.0±0.05 0.96±0.09 1.92±0.19

Snow ρsnow=190±10 (kg m−3) 0.40±0.04 0.54±0.04 0.22±0.03

Ice ρice=920 (kg m−3) 1.9 1.2 2.3
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Table 3. Average heat fluxes and essential climate parameters. According to the available
dataset, sub-periods are required during the late winter section. Values are in W m−2, if not
indicated differently. Turbulent heat flux values marked in bold are affected by minor data gaps
due to quality assessment or the exclusion of lee wind sectors. Radiation values measured with
the NR-Lite sensor are marked with 	, and values obtained with the four component sensor
(CNR1) are indicated with ⊕. Modeled values of latent heat flux are indicated with ‡.

Early winter Polar winter Late winter
2007 2008 2007–2008 2008–2009 2008 2009

1 Oct–30 Nov 1 Oct–30 Nov 1 Dec–30 Jan 1 Dec–30 Jan 27 Feb–30 Mar 1 Feb–30 Mar

Qnet −17	 −21⊕ −21	 −25⊕ −14.7	 –
∆QS – 1.5 0 0 – –
∆QL – −22 −21 −25 – –
QH −6 −5 −9 – −10.3 –

QE 9‡ 13‡ 4‡ – 3‡ –
QG −11 −20 −17 −14 −5.4 −10.4
QG,sensible 3 −3 −14 −14 −5.4 −10.4
QG,latent −14 −17 −3 0 0 –
C −9 −9 −1 – 2 –
Qnet,p −18 −23 −22 −25 −20 −21.5

QG,p −12† −34† −32 −28 −12.6 −22.3
Tsurf (◦C) −16 −15 −29.9 −29.7 −25.9 −35.5
Tair (◦C) −16.1 −14.8 −29.7 −29.5 −24.8 −34.7
RH (%) 81 – 70 – 75 –
Snow depth (m) 0.09 0.05 0.11 0.15 0.18 –
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Fig. 1. The location of the study site in the Lena River Delta on a Envisat (MERIS) image
acquired on 15 June 2006 (ESA, 2000). The Lena Delta covers an area of approximately
30 000 km2.
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Fig. 2. Scheme of the different measurement setups used for the evaluation of subsurface
heat flux. (a) Cross-section of the tundra soil indicating polygonal rims and centers. (b) Cross-
section of the polygonal pond during the stage of freezing. Note that, the depicted scheme is
not to scale.
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Fig. 3. The freezing characteristic of the soil at the study site, which parameterizes the soil
water content θw in dependence to the soil temperature. The used polynomial function and the
fitted parameters are depicted in the figure.
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Fig. 4. The diagrams at the top show the evolution of the snow depth measured at the tundra
site (polygonal center) and the pond site during the winter periods of (a) 2007 and (b) 2008.
Moreover, we depict the snow depth inferred from the AMSR-E snow-water equivalent product
using a snow density of 190 kg m−3 for both periods. The diagrams at the bottom depict the
temperatures observed at the surface and the top of sediment of the investigated polygonal
pond for the winter periods of (c) 2007 and (d) 2008.
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Fig. 5. Monthly averages of energy balance components for the winter 2007/2008. Note that
the net radiation Qnet is depicted with opposite sign.

1427

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

11/22/07 11/24/07 11/26/07 11/28/07 11/30/07 12/02/07 12/04/07 12/06/07

-40

-20

0

Fl
ux

 d
en

si
ty

 [W
 m

-2
]

0

4

8

12

W
in

d 
sp

ee
d 

[m
 s

-1
] 

-1

0

1

2

St
ab

ilit
y 

pa
ra

m
et

er
 

 

G

Fig. 6. Exemplary measurements of Qnet, QH and QG during the transition from early to polar
winter in 2007 (lower graph). Presumably overcast conditions are shaded. Measurements of
the wind speed and the stability parameter ζ are depicted in the upper graph.
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Fig. 7. Measurements of Qnet, QH and QG during the late winter in 2008 (lower graph). The
wind speed and the stability parameter ζ are depicted in the upper graph.
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Fig. 8. The surface temperature Tsurf in dependence to the incoming long-wave radiation QL↓
and different wind speeds. The first histogram (light grey) indicates the frequency of observa-
tions that feature the displayed classes of incoming long-wave radiation. The second histogram
(dark grey) shows the occurrence of stable atmospheric stratification under the different QL↓
conditions.
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Fig. 9. The partitioning of the surface energy balance during (a) the summer period from
7 June–30 August 2008 (compare Langer et al., 2010) and (b) the winter period from 1 Decem-
ber 2007–30 January 2008 (Table 6). The areas of the arrows are scaled according to the heat
flux values. The subsurface hat flux at the tundra site QG is separated according to the energy
storage of sensible QG,sensible and latent heat QG,latent.
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[1] This study presents the application of the hydrological model TopoFlow to the
Imnavait Creek watershed, Alaska, United States. It summarizes the hydrologically
important processes in this arctic basin, and focuses on the modeling of the hydrological
processes in 2001. The model is evaluated for its capability to reproduce the different
components of the hydrological cycle. Model simulations are done for different climate
change scenarios to evaluate the impacts on the hydrology. Imnavait Creek (�2 km2) is
underlain by continuous permafrost, and two features characterize the channel network:
The stream is beaded, and numerous water tracks are distributed along the hillslopes.
These facts, together with the constraint of the subsurface system to the shallow active
layer, strongly influence the runoff response to rain or snowmelt. Climatic conditions vary
greatly during the course of the year, providing a good testing of model capabilities.
Simulation results indicate that the model performs quantitatively well. The different
components of the water cycle are represented in the model, with refinements possible in
the small-scale, short-term reproduction of storage-related processes, such as the beaded
stream system, the spatial variability of the active layer depth, and the complex soil
moisture distribution. The simulation of snow melt discharge could be improved by
incorporating an algorithm for the snow-damming process.

Citation: Schramm, I., J. Boike, W. R. Bolton, and L. D. Hinzman (2007), Application of TopoFlow, a spatially distributed

hydrological model, to the Imnavait Creek watershed, Alaska, J. Geophys. Res., 112, G04S46, doi:10.1029/2006JG000326.

1. Introduction

1.1. Hydrology of the Arctic

[2] The presence of permafrost is the primary factor
distinguishing arctic from temperate watersheds. Permafrost
underlies approximately 24% of the exposed land area in the
Northern Hemisphere, making it a significant proportion of
the land mass [Romanovsky et al., 2002]. The permafrost
condition is a crucial component in its influence on many of
the hydrologic processes in the arctic and subarctic environ-
ments. The presence of permafrost significantly alters
surface and subsurface water fluxes, as well as vegetative
functions [Walsh et al., 2005]. Permafrost dominates micro-
climatology and the thermal regime, including evapotrans-
piration [Hinzman et al., 1996, 2006]. Permafrost controls
water storage processes and the energy and water balances
[Boike et al., 1998; Bowling et al., 2003].
[3] Hinzman et al. [2005] point out that the primary

control on hydrological processes is dictated by the pres-
ence or absence of permafrost, but is also influenced by the
thickness of the active layer, the thin layer of soil overlying

permafrost that thaws in the summer. The active layer in the
arctic varies from several tens of centimeters to 1 or 2 m in
depth. It is of pivotal importance, as most hydrological and
biogeochemical processes occur in this zone [Kane et al.,
1991a; Walsh et al., 2005]. The conditions for plant growth,
gas fluxes, groundwater flow regimes, and soil formation
are all limited and to some extent determined by the active
layer [Boike et al., 1998]. The permafrost beneath the active
layer limits the amount of soil water percolation and
subsurface storage of water [Vörösmarty et al., 2001].
Whereas nonpermafrost soils allow a deep groundwater
system, the subsurface movement of water in permafrost-
affected soils is largely confined to the shallow active layer.
Therefore lateral flow is more important than in nonperma-
frost soils [Slaughter and Kane, 1979]. These characteristics
have a large impact on the runoff response. Permafrost
generally accelerates the initiation of runoff [McNamara et
al., 1998]. As the water movement through the near-surface
soils is relatively fast, the runoff response to precipitation is
characterized by a rapid rise to peak flow and a rapid
decline following peak flow [Dingman, 1973]. In addition,
response times are shortened because vegetation in these
areas tends to be sparse [Church, 1974]. While permafrost-
dominated watersheds generally have a larger contributing
area and a higher specific discharge, the specific base flow
is lower compared to nonpermafrost regions [McNamara et
al., 1998].
[4] The annual thawing and freezing of the active layer

are the driving forces for many surficial processes, such as
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cryoturbation. These perennial processes also have a control
on the hydraulic properties of the soil, specifically the
storage capacity and hydraulic conductivity [Hinzman et
al., 1991]. The variation of hydraulic properties results in
runoff patterns which change throughout the thaw season.
To understand hydrologic dynamics of the arctic, it is
conducive to study the seasonal change in soil moisture in
the active layer. An overview over the seasonal active layer
characteristics is given in section 2.

1.2. Arctic Hydrology in a Changing Climate

[5] Air temperature, snow cover, and vegetation, all of
which are affected by climate change, affect the temperature
of the frozen ground and the depth of seasonal thawing. In
interior Alaska, United States, the warmer climate has led to
shrinking permafrost coverage and an increased active layer
depth [Osterkamp and Romanovsky, 1999].
[6] General circulation models predict that the effects of

anthropogenic greenhouse warming will be amplified in the
northern high latitudes due to feedbacks in which variations
in snow and sea ice extent, the stability of the lower
troposphere, and thawing of permafrost play key roles
[Serreze et al., 2000]. Over the next 100 a the observed
changes are projected to continue and their rate to increase,
with permafrost degradation estimated to occur over 10–
20% of the present permafrost area, and the southern limit
of permafrost expected to shift northward by several hun-
dred kilometers [ACIA, 2004].
[7] A progressive increase in the depth of seasonal

thawing could be a relatively short-term reaction to climate
change in permafrost regions, since it does not involve any
lags associated with the thermal inertia of the climate/
permafrost system [Walsh et al., 2005]. There is a general
consensus among models that seasonal thaw depths are
likely to increase by more than 50% in the northernmost
permafrost locations [Walsh et al., 2005]. It appears that
first-order impacts to the arctic, expected with a warming
climate, result from a longer thawing/summer period com-
bined with increased precipitation [McCarthy et al., 2001].
The longer snow-free season and greater winter insulation
produce secondary impacts that could cause deeper thaw of
the active layer or greater melt of permanently frozen ice in
glaciers and permafrost, increased biological activity, and
changes in vegetative communities. Tertiary impacts arise as
animals, people, and industry respond to the changing
ecosystem.
[8] It is crucial to study the impacts of a changing climate

on arctic water balances, as many processes are directly or
indirectly influenced by components of the hydrological
cycle, e.g., soil moisture, runoff, and evapotranspiration.
However, the question if the arctic tundra will get wetter or
drier is not a simple one as all the components interact with
each other. In the Siberian arctic, for example, there is
evidence of decreasing lake abundance despite increases in
precipitation [Smith et al., 2005].
[9] Changes to the water balance of northern wetlands are

especially important because most wetlands in permafrost
regions are peatlands, which may absorb or emit carbon
depending on the depth of the water table [ACIA, 2004;
Walsh et al., 2005]. In this way, hydrologic changes will
have global implications. Other important feedbacks to
global warming are the albedo feedback and the weakening

of the thermohaline circulation caused by increased fresh-
water flux into the Arctic Ocean.

1.3. Objective

[10] The study presented here is an application of the
TopoFlow model, described in detail by Bolton [2006]. Our
objective is to evaluate its capability of representing arctic
hydrological processes. First, the hydrologically important
processes of Imnavait Creek are described. The study then
focuses on comparing the physical hydrology, measured and
observed in the field, with model results. The model is
executed and evaluated for its capability to reproduce the
different components of the hydrological cycle.

2. Site Description

[11] The Imnavait Creek watershed is a small headwater
basin of approximately 2 km2, located in the northern
foothills of the Brooks Range (68�300N, 149�150W),
250 km south of the Arctic Ocean (Figure 1). The Imnavait
Creek flows parallel to the Kuparuk River for 12 km before
it joins the Kuparuk River that drains into the Arctic Ocean.
The elevation in this area ranges from 880 m at the outlet to
960 m at the southern headwaters. The area is underlain by
continuous permafrost, and the topography consists of low
rolling piedmont hills. Imnavait Creek has been intensively
studied since 1985 by the Water and Environmental Re-
search Center (WERC) at the University of Alaska, Fair-
banks. This research is documented in, e.g., Hinzman et al.
[1991, 1996], Walker et al. [1989], Kane et al. [1989, 1990,
1991b], and McNamara [1997].
[12] If not otherwise specified, all data reported in this

section are documented by Hinzman et al. [1996]. In the
Imnavait Creek watershed the mean annual temperature
averages �7.4�C. In January (July) the average air temper-
ature is �17�C (9.4�C). The annual precipitation averages
340 mm, two-thirds of which falls during the summer
months of June, July, and August. Most rainfall is light
(82% <1 mm/h) and appears evenly distributed over the
catchment. Because of the influence of wind and topogra-
phy, snow distribution and snow pack volumes in the
Imnavait watershed are extremely variable both in time
(year to year) and space (within the watershed), ranging
from a few centimeters on windswept ridgetops to more
than 1 m in the valley bottom. Winter snow accumulation
generally starts around mid-September. A 20-a record
shows that the annual snow water equivalent (SWE) in
Imnavait Creek varies from 69 to 185 mm [Berezovskaya et
al., 2005]. Snowmelt is initiated between 1 and 27 May and
is completed within 6–22 d. This reveals a considerable
range in timing of snowmelt initiation. The vegetation is
mostly water-tolerant plants such as tussock sedges and
mosses [Walker et al., 1989]. Generally, with a relatively
impervious barrier so close to the surface, wet conditions
exist in the active layer near the surface. This provides the
conditions suitable for substantial evapotranspiration during
the summer thawing months [Kane et al., 1989].
[13] Imnavait Creek is a north draining, first-order stream.

The stream is beaded, meaning that the channel connects
numerous interspersed small ponds. These ponds are on the
order of 2 m deep and a few meters in length and width
[Kane et al., 2000]; see Figure 1.
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[14] The headwaters of the creek are found in a nearly
level string bog, or strangmoor, with many poorly defined
and interconnecting waterways [Oswood et al., 1989].
Along the hillslopes, small drainage channels, or water
tracks, carry water off of the slopes down to the valley
bottom. The water tracks can be described as shrubby
corridors with a width of �2 m and spaced at �10–20 m
along the hillslope. The water tracks contain a system of
interconnected deepenings, or small channels of �5–10 cm
width, which are partly directed parallel to the hillslope.
Here the water flow follows microtopographic features,
such as tussocks and hummocks [Quinton et al., 2000].
Although quite obvious in aerial photographs, most of these
water tracks are difficult to detect on the ground, as they are
not incised [Hastings et al., 1989; McNamara, 1997]. The
water tracks generally take the most direct route down the
slope but do not connect directly with the stream in
the valley bottom. As the slope flattens out in the valley
bottom, water moving down the water tracks disperses into
numerous poorly defined channels and slowly makes its
way over to the creek. Water moves downslope in these
water tracks more rapidly than by subsurface means [Kane
et al., 1989].
[15] Runoff leaving the basin is usually confined to a

period of 4 months, beginning during the snowmelt period
in late May until freeze-up in September. Spring runoff is
usually the dominant hydrological event of the year [Kane
and Hinzman, 1988], typically producing the annual peak
flow, and about 50% of the total annual runoff volume.
Stream flow almost ceases after extended periods of low
precipitation, whereas intense summer rainfall events pro-
duce substantial stream flow. Whether runoff is produced
from rainfall events during the summer is strongly related to
rain intensity and duration and antecedent soil moisture
conditions [Kane et al., 1989]. Furthermore, the runoff
response depends on the snow cover (see section 5.2), the
state of the active layer, and mechanisms related to the

channel network: In a beaded stream system, small ponds
act as reservoirs and can store water intermediately. This
mechanism will, depending on the water level of each pond,
result in a delayed hydrograph signal. Furthermore, the state
of the active layer plays a pivotal role in altering runoff
response. The maximum depth of thaw ranges from 25 to
100 cm, severely limiting the ability of the active layer to
store large quantities of groundwater. The rate of thaw is
dependent upon a number of factors, such as soil properties,
soil moisture and ice content, and the distribution and
duration of the snow cover. As a result, the depth of the
active layer and thus the soil moisture is highly variable
both in space and time [Woo and Steer, 1983; Woo, 1986].
Because of the excessive water supply from snowmelt, the
water table in flatter areas rises above the ground surface to
generate surface flow. Spring is therefore the time when the
extent of surface flow is typically at a maximum. As
summer progresses, the soil moisture content is reduced
by an increasing depth of thaw and a continued evapotrans-
piration. This leads to a rapid depletion of the overall soil
moisture content, and a nonsaturated zone develops. Occa-
sional heavy rainstorms, however, can revive surface flow
[Woo and Steer, 1983], and late summer and early fall
rainstorms provide a recharge of soil moisture.

3. Models

3.1. Previous Studies

[16] At present, climate models do not represent the soil
layers at high enough resolution to achieve the soil output
needed to assess changes in permafrost distribution and
active layer characteristics. The need for additional detail is
particularly great for areas with thin or discontinuous
permafrost [Walsh et al., 2005]. Furthermore, the majority
of land surface models have been primarily designed for
lower latitudes and as such are not capable of realistically
simulating the physical processes operating in the extreme

Figure 1. Map of Alaska, United States, with the location of the study area Imnavait Creek.
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climate of the arctic. However, increasing efforts have been
made to adequately model arctic environments over the last
2 decades. Several modeling studies with varying focuses
have been applied to the Imnavait Creek watershed, where
field data from multiple-year studies are available.
[17] Hinzman and Kane [1992] studied the potential

hydrological response during a period of global warming
using the HBV model. The original version of this model
was developed in 1975 by the Swedish Meteorological and
Hydrological Institute as a conceptual runoff model and
modified for cold regions use by Bergström [1976]. It can
be described as a reservoir-type model with routines for
snowmelt, soil moisture accounting, control of surface and
subsurface hillslope runoff response, and a transformation
function to handle stream routing. The model input data are
observations of air temperature, precipitation, and estimates
of evapotranspiration. Model outputs are snowmelt runoff
and the entire summer runoff response. Despite of the good
congruence of measured and simulated hydrographs the
authors report several shortcomings: First, the lack of
physically based routines queries its capability of evaluating
future changes. Second, the prediction capability could be
improved by incorporating the redistribution of snow by
winds and the retardation of runoff by snow damming
[Hinzman and Kane, 1992].
[18] Another model was applied to the same study area by

Stieglitz et al. [1999]. The simple land surface model
TOPMODEL was used to explore the dynamics of the
hydrologic cycle operating in arctic tundra regions. The
model accounts for the topographic control of surface
hydrology, ground thermal processes, and snow physics.
This approach relies only on the statistics of the topography
rather than its details. This has the advantage of being
computationally inexpensive and compatible with the large
spatial scales of today’s climate models. However, the
authors report several deficiencies, such as that the model
performance in temperate watersheds is superior to that for
arctic watersheds. This is attributed to the neglect of snow
heterogeneity, which poses a real obstacle toward applica-
tion on an arctic-wide basis. Furthermore, the representation
of a seasonally changing connectivity of waterways (e.g. the
beaded stream system) is seen to be difficult on a statistical
base. As such, TOPMODEL is capable of simulating the
overall balances, but shortcomings exist in the hydrograph
simulation and soil moisture heterogeneity with high tem-
poral resolution.
[19] A third modeling study with an application to Imna-

vait Creek is presented by Zhang et al. [2000]. Here a
process-based, spatially distributed hydrological model is
developed to quantitatively simulate the energy and mass
transfer processes and their interactions within arctic
regions (Arctic Hydrological and Thermal Model
(ARHYTHM)). The model is the first of this kind for areas
of continuous permafrost and consists of two parts: the
delineation of the watershed drainage network and the
simulation of hydrological processes. The last include
energy-related processes such as snowmelt, ground thaw-
ing, and evapotranspiration. The model simulates the dy-
namic interactions of each of these processes and can
predict spatially distributed snowmelt, soil moisture, and
evapotranspiration over a watershed as well as discharge in
any specified channels. Results from the application of this

model demonstrate that spatially distributed models have
the potential for improving our understanding of hydrology
for certain settings. Nevertheless, the authors point out that
an algorithm for snow damming, the usage of a higher
resolution, and a better data collection network could
improve the model results. Furthermore, the use of triangu-
lar elements makes it difficult to compare simulation results
with other (e.g., remotely sensed) data sets.
[20] From former studies it becomes evident that topog-

raphy plays a crucial role in the development of soil
moisture heterogeneity. The fact that the impacts of this
heterogeneity on surface water and energy fluxes are critical
and perhaps overwhelming [Stieglitz et al., 1999] leads to
the conclusion that the representation of topographic fea-
tures in a model cannot be neglected. Furthermore, there
exist problems in the current models to handle the rapidly
changing thermal (permafrost versus nonpermafrost and
active layer development) and hydraulic (hydraulic con-
ductivity and storage capacity) conditions typical of the
(sub)arctic regime [Bolton et al., 2000].

3.2. TopoFlow

[21] TopoFlow is a spatially distributed, process-based
hydrological model, primarily designed for arctic and sub-
arctic watersheds. TopoFlow is primarily based upon the
merger of the ARHYTHM model [Hinzman et al., 1995]
and a D8-based rainfall-runoff model. Structurally, the most
significant differences between the ARHYTHM and Topo-
Flow models are the incorporation of rectangular elements
and flow routing using the D8 method. In the D8 method,
horizontal water fluxes occur from one element to one of the
eight adjacent elements in the direction of the steepest slope
[O’Callaghan and Mark, 1984]. The model domain is
defined by a rectangular, regular network DEM that encom-
passes the catchment area. Each TopoFlow element has
dimensions of the DEM pixel (x and y directions) with up to
ten user-specified layers of variable thickness in the z
direction. On the basis of the conservation of mass princi-
pal, TopoFlow simulates major processes of the water
balance (precipitation, snowmelt, evapotranspiration,
groundwater flow, and overland/channel flow) as well as
some storage processes (snow accumulation and infiltration/
percolation). Most of these hydrologic processes are formu-
lated in the exact manner as the ARHYTHM model and are
well documented by Zhang et al. [2000]. Yet important
improvements have been made in the process simulation
component of the model. These improvements include
expansion of the methods available to simulate the infiltra-
tion and channel flow processes, the ability to handle a
variety of input variable formats, and a user-friendly inter-
face. A detailed description of the model structure and the
additional methods incorporated into TopoFlow can be
found in the work of Bolton [2006].
[22] The development of soil moisture heterogeneity and

its correct reproduction in models is crucial for the evalu-
ation of its impacts on surface water and energy fluxes
[Boike et al., 1998]. TopoFlow addresses these issues
through (1) its spatial distribution that explicitly models
the movement of water from element to element; (2) by the
implementation of physical routines that are unique in cold
regions; (3) by providing user-friendly preprocessing tools
that aid in handling the spatial variability, such as the
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distribution of permafrost versus nonpermafrost, the active
layer depth, and the snow pack distribution; and (4) by
providing a flexible structure that allows the user deal with
different data types or the lack of measured parameters.
[23] The hydrological simulation is initiated some hours

prior to snowmelt with the end of winter snow pack
distribution used as input. TopoFlow supports the degree
day and the energy balance method for snowmelt. For
evapotranspiration, two methods are provided to account
for different availability of input data: the physically based
energy balance and the semiempirical Priestley-Taylor ap-
proach. TopoFlow allows the spatial distribution of impor-
tant parameters, such as meteorological variables or
coefficients, soil moisture content, soil parameters, and
snow pack distribution.
[24] At the time of this study an instantaneous infiltration

method was available, and the three different flow processes
(channel flow, overland flow, and subsurface flow in the
shallow active layer) were incorporated into the model with
Darcy’s law and Manning’s equation [Schramm, 2005].
Further improvements of the infiltration and percolation
process, such as the finite difference solution of the
Richards equation, Green-Ampt, and Smith-Parlange, have
recently been incorporated [Bolton, 2006] (TopoFlow Web
site, http://instaar.colorado.edu/topoflow/).
[25] The active layer starts thawing after snowmelt, con-

tinues to thaw during the summer, and reaches its maximum
thickness in autumn. Therefore the soil depth in Darcy’s

equation potentially changes with each time step. Soil
moisture capacities for each soil layer also change, because
they are related to the soil depth. As the hydraulic conduc-
tivity is different for the frozen and the unfrozen soil, flow
rates in the frozen layers differ significantly from those in
the unfrozen soil. The thawing of the active layer is
currently incorporated by a simple square root of time
function [Hinzman et al., 1990].
[26] For the overland and channel flow, Manning’s for-

mula is used, where the roughness parameter, the shape of
the cross section, and the channel width can be specified by
the user for each stream order.

4. Model Application

4.1. Digital Elevation Model (DEM)

[27] A DEM with a pixel size of 25 � 25 m is used in this
study. In order to create the input files necessary for Topo-
Flow simulations, the hydrological software package Riv-
erTools is used in this study. RiverTools defines
computationally the watershed area that contributes to a
user-specified element. In this study a watershed area of
1.9 km2 was calculated. This is in good agreement with the
manual delineation of 2.2 km2, taking into account that the
headwaters are complex topographically, i.e., a very flat
area, and therefore the southern watershed boundary is
difficult to determine visually and/or by way of calculation.
Figure 2 depicts the DEM of the Imnavait Creek watershed,
its channel network, and watershed boundaries.
[28] The DEM is used in RiverTools to generate several

files that are needed to extract information for a river
network. The flow grid indicates the direction in which
water would flow away from the corresponding pixel in the
DEM. Here RiverTools provides special algorithms to
determine the flow direction in flat areas that are common
in the arctic tundra. Furthermore, a RiverTools treefile is
derived from the flow grid. This vector-formatted file stores
data for the basin such as contributing area and relief. These
attributes are stored for every element in a given basin.
[29] In order to differentiate where channel flow and

overland flow processes occur, the simulated channel net-
work is compared to the physical system. Elements with a
stream order of less than 3 are considered to be overland
flow, and those �3 are locations where channel flow is
present. Considering the water tracks (described in section 2)
to be channels, the simulated river network compares well
with the channel structure that is visible in aerial pictures.
Finally, grids of upstream areas, downstream slopes, and
Horton-Strahler order are produced with RiverTools for
further use with TopoFlow.

4.2. Input Data

[30] Various research projects on the North Slope of
Alaska have, since the mid 1980s, resulted in the establish-
ment of several unmanned meteorological and research sites
on a north–south transect located along the Dalton High-
way. The measurement program is maintained by WERC,
and data are available on the WERC Web site (http://
www.uaf.edu/water). In the Imnavait Creek basin there are
four main sites where data collection takes place: Imnavait
basin (68�360N, 149�180W, 937 m); Imnavait ridge
(68�370N, 149�190W, 880 m); Imnavait valley (68�370N,

Figure 2. Digital Elevation Model of the Imnavait Creek
watershed, its channel network, and watershed boundaries.
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149�190W, 876 m); and Imnavait flume station (68�370N,
149�190W, 881 m). Compared with other arctic research
basins an immense amount of data has been collected in the
Imnavait Creek watershed. Most of the major processes
have been monitored continuously since 1985 [Kane et al.,
2004].
[31] Measurements collected from 2001 to 2003 are used

in this study. Soil data from former studies complete the
data collection. Sensors for air temperature, air pressure,
wind speed, wind direction, relative humidity, radiation, soil
temperature, and precipitation measure automatically. Ex-
cept for the radiation measurements (March to September)
the recording takes place throughout the year. All meteoro-
logical data used in this study are conducted at the Imnavait
basin site. Liquid precipitation is measured using a tipping
bucket rain gage equipped with a windshield. The threshold
sensitivity of the tipping basket is 1 mm of rain, and the
undercatch is estimated to be 5% (D. L. Kane, personal
communication, 2007). The precipitation data used in this
study have not been corrected to consider the undercatch.
Stream discharge is estimated from stage data using a stage-
discharge relationship. Discharge is measured from the
beginning of the snowmelt until freeze-up. In July 2004,
measurements were carried out at Imnavait Creek to obtain
values for Manning’s roughness parameter used in the
modeling. These measurements were taken at two locations
close to the flume station with both sections being several
meters in length. An average value of 0.01 s/m1/3 was
determined, but is likely to be underestimated due to
measurement restrictions [Schramm, 2005].
[32] The shallow soils consist of a layer of about 10 cm of

organic material over 5–10 cm of partially decomposed
organic matter mixed with silt which overlays the glacial
till. Generally, there is a thicker organic layer in the valley
bottom (�50 cm) than on the ridges (�10 cm). The soil
parameters used in this study are based on a representative
profile measured by Hinzman et al. [1991].
[33] Values for the annual active layer depth are based on

Circumpolar Active Layer Monitoring (CALM) measure-
ments (http://www.geography.uc.edu/~kenhinke/CALM/
sites.html). The depth is measured each summer at the latest
possible date prior to the annual freeze-up. The instrument
used is a metal rod that is pushed vertically into the soil to
the depth at which ice-bonded soil provides firm resistance.
This determines the maximum depth of thaw (MDT). For
Imnavait Creek, approximately 120 measurements are taken
and averaged each year.
[34] The position of the water table used in this study is

interpolated from measurements of volumetric soil moisture
content made using time domain reflectometry sensors at
seven depths within the soil profile at three sites located on
the west facing slope of the watershed [Overduin, 2005].

[35] The SWE is measured late each spring just prior to
snowmelt. To provide SWE data, snow depths are combined
with pit studies to measure snow density, temperature, and
hardness profile [Reynolds and Tenhunen, 1996]. The
measurements are conducted along a valley transect, ap-
proximately in the middle of the basin. Each reported value
is an average of at least 10 measurements [Kane et al.,
2001].

4.3. Calibration/Parameterization

[36] To simulate snowmelt, two methods are used to
compare their ability to reproduce the snow pack ablation:
the degree day method (model generated) and the energy
balance method (calculated separately, as this method was
not available at the time of this study). Concerning the
degree day method, two parameters mainly determine the
simulated snowmelt: the melt factor C0 and the threshold
value of the air temperature T0. In this study a value of
2.3 mm/d �C for C0, is found to produce the best results. T0
is set to �1.2�C. When using the energy balance method for
snowmelt (and later evapotranspiration), the average surface
roughness length z0 needs to be evaluated. In this study a
constant value of 0.0013 m (0.02 m) for surface roughness
length is used for the simulation of the melt period (evapo-
transpiration during summer). These values were deter-
mined by Hinzman et al. [1993]. Standard values are used
for latent heat of fusion (3.34 106 J/kg), latent heat of
vaporization (2.48 106 J/kg), water density (1000 kg/m3),
specific heat of air (1005.7 J/kg �C), density of air
(1.2614 kg/m3), and heat capacity of snow (2090 J/kg �C).
[37] Two methods are used in this study to calculate the

amounts of water lost by evapotranspiration: the Priestley-
Taylor method (model generated) and the energy balance
method (calculated separately as this method was not
available at the time of this study). For the Priestley-Taylor
method the parameter aPT, an empirical parameter, relates
actual to equilibrium evaporation [Priestley and Taylor,
1972; Rouse et al., 1977; Mendez et al., 1998; Kane et
al., 1990]. In this study its calibration is based on the best
alignment with the results obtained by the energy balance
method, as this approach is physically based. Thus the best
aPT is determined to be 0.95. This value is used as an
average for the entire watershed. For the thermal heat
conductivity a value of 0.45 W/m �C was used that was
determined through field measurements [Hinzman et al.,
1991].
[38] For the energy balance method, evapotranspiration is

calculated as described by Zhang et al. [2000]. When this
study was conducted, the energy balance methods (snow
melt and evapotranspiration) were not incorporated into the
model yet, and thus no spatially distributed variables could
be used. This would have been possible for the degree day
method and the Priestley-Taylor method, but was not done
since the aim was to compare these methods to the results of
the energy balance approach.
[39] The assignment of soil parameters to the horizontal

soil layers (see Table 1) is based on studies by Hinzman et
al. [1991] and the application of ARHYTHM to the same
study site by Zhang et al. [2000]. When this study was
conducted, a physically based representation of the active
layer thawing process was not yet available. Instead, input
files with changing hydraulic conductivities are used to

Table 1. Soil Parameters of Imnavait Creek Used as Model Inputa

Soil Layer Depth, cm Porosity, % Hydraulic Conductivity, 104 m/s

0–10 0.88 1.50
10–20 0.63 0.35
20–30 0.50 0.35
30–40 0.48 0.10
40–permafrost table 0.40 0.10

aData based on Hinzman et al. [1991].
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account for the thawing of the soil. The soil is divided into
layers of 10 cm, down to the maximum depth of thaw
(MDT). During the course of the summer the thawing of the
soil progresses and hydraulic conductivities are gradually
(layer by layer) changed from frozen to unfrozen. The
gradient controlling how the thaw depth evolves with time
is determined by the aTD value. The aTD value is calibrated
such that (1) during the initial thawing the input files match
soil temperature recordings, and (2) at the end of the season
the MDT matches the CALM grid measurements. Figure 3
shows the evolution of a gradually thawing active layer
when used as a model input for 2001 and corresponding
values obtained from measurements.
[40] When this study was conducted, the model did not

allow the use of spatially distributed hydraulic conductivi-
ties and the thawing of the soil representing conductivities
at the same time. In the case of a whole summer runoff
simulation the thawing of the soil is an important factor and
cannot be neglected. Thus the simulations are done on
spatially homogeneous soil parameters.
[41] In this model, overland flow occurs when the water

table rises above the surface. It is assumed that all of the
water from precipitation or snowmelt is instantaneously
infiltrated, meaning that the percolation time from the
surface to the water table is neglected. The water content
in each element may change with each time step, and the
total storage capacity of each element may also increase or
decrease as the active layer thaws.
[42] The crucial factor in determining overland and chan-

nel flow is the roughness parameter in Manning’s equation
[Zhang et al., 2000]. In this study the coefficient is
subjected to calibration within the range of values obtained
from field measurements and literature [Maidment, 1992;
Emmett, 1970]. For channel flow the channel bed width

must be specified as well. Table 2 contains the corresponding
values for each stream channel order.

5. Results

5.1. Water Balances 2001–2003

[43] The years 2001 to 2003 differ considerably in terms
of hydrological and meteorological components. For the
water balances (Figure 4), measured data are used for the
rain, snow, and discharge components. Evapotranspiration
is calculated with the energy balance method. The storage
equals the residual term of the input (rain and snow) minus
the output (discharge and evapotranspiration). Thus the
storage term also includes the sum of errors caused by
measurement uncertainties.
[44] In 2001 to 2003 the mean annual precipitation

amounts to 337 mm, 520 mm, and 479 mm, respectively.
Runoff accounts for 54%, 60%, and 67% of the water
budget. The total amount of evapotranspiration is 48%,
42%, and 28% of the water budget. In each year the winter
snow pack is a major source that adds water to the system.
For the years of this study it accounts to 33–41% of the
total amount of water added. A remarkable snow fall of
126 mm occurred in August 2002. The storage term,

Figure 3. Thaw depth of the active layer 2001 used as a model input (aTD = 0.068 during snow melt
period 25 May to 14 June; aTD = 0.032 during summer period 15 June to 13 September), determined
from soil temperature measurements at the ridge, basin, and valley sites and from Circumpolar Active
Layer Monitoring (CALM) grid measurements (average value).

Table 2. Overland and Channel Flow Parameters Used as Model

Inputa

Manning’s Roughness
Parameter, s/m1/3

Channel Bed
Width, cm

Overland flow 0.30 -
Water tracks 0.15 5
Stream order 2 0.10 15
Stream order 1 0.07 40

aData determined by field measurements and calibration.

G04S46 SCHRAMM ET AL.: MODEL APPLICATION OF AN ARCTIC WATERSHED

7 of 14

G04S46

160



calculated as the residual term, shows little differences from
year to year. Whereas in 2001 and 2002 the change in
storage is slightly negative, there is a gain of 21 mm at the
end of 2003.
[45] In the Imnavait watershed, 2001 represents an

average year in most hydrologic components, whereas
2002 and 2003 show special characteristics that differ
from mean values. 2003 is a wet year with continuously
high precipitation, little evapotranspiration, high dis-
charge, and a gain in soil moisture. Conversely, 2002 is
characterized by the unusual summer snow fall and a
high amount of evapotranspiration.

[46] Figure 5 shows the measured cumulative discharges
of all years from the beginning of snowmelt until freeze-up,
revealing distinct differences each year. The early onset of
snowmelt in 2002 causes a considerably earlier start of
discharge. Whereas in 2001 and 2003 the melt discharge is
the highest discharge of the year, the peak discharge in 2002
originates from a snow/rain event in late summer.
[47] The influence of the antecedent soil moisture con-

ditions on the runoff signal has been stated in section 2. This
role is evident in each year of this study. For example, in
2002 the highest storm event of 9.3 mm/h recorded at
21 July results in a barely noticeable rise in runoff, after a

Figure 4. Water balance components for 2001–2003. Rain, snow, and discharge are based on measured
data. Evapotranspiration is calculated using the energy balance method.

Figure 5. Measured cumulative discharges at Imnavait Flume station 2001–2003.
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7-h delay. Instead, a following rain event of 7 mm/h the next
day generates a rise in discharge that exceeds the previous
one by 3 times in peak and total amount. Also, the highest
discharge on record with about 3.7 m3/s is generated by a
precipitation of 6 mm/h about 5 h earlier. In the first case a
dry period of 7 d preceded the heavy rain event, whereas in
the last two cases, precipitation was recorded previously.
[48] The discharge recorded at the end of the summer

season 2003 shows an interesting feature not uncommon in
arctic environments: At the time where the last peak occurs,
freeze-up has already started, and surface temperatures
show negative values for approximately 6 d. In addition,
the last rain event that could have generated runoff is
recorded 7 d prior to the peak in discharge. An explanation
(R. E. Gieck, personal communication, 2004) for the
occurring runoff could be that frazil ice and snow in the
channel had blocked the outflow of one of the ponds
upstream. When the ice dam broke, a small flood surge
passed through the flume.

5.2. Modeling Results

5.2.1. Snowmelt
[49] In 2001 the snow pack ablated within 13 d. The

initial SWE is obtained from snow survey measurements
done prior to ablation. An average value is used for the
entire watershed.
[50] Two methods, the degree day method (SM-DD) and

the energy balance approach (SM-EB), are used to deter-
mine the snow pack ablation. SM-DD is used in the model
simulation, whereas SM-EB is calculated separately.
Figure 6 shows the simulated and the measured ablation
curves for 2001. SM-DD achieves a better congruence than
the energy balance method. Using the energy balance
method, the onset of melt is delayed by 5 d, but completed
earlier than measured. In the degree day method, the onset

of snowmelt coincides exactly with the real onset, but the
end of snowmelt is delayed.
[51] The discrepancy in congruence of the simulation and

the recording could partly be due to the fact that field
measurements are made daily in the morning, whereas both
melt algorithms operate at hourly time steps. In addition, the
pronounced spatial variability of the snow pack was stated
previously, and other studies emphasize that the consider-
ation of snow cover heterogeneity over complex arctic
terrain provides a better representation of the end-of-winter
snow water equivalent and an improved simulation of the
timing and amount of water discharge due to snowmelt.
5.2.2. Discharge
[52] Measured versus simulated hydrographs for the year

2001, and the corresponding cumulative discharges, are
depicted in Figure 7. It should be noted that because of
the model configuration the simulation is split into snow-
melt and summer period. The initial water table at the
beginning of the summer simulation is set to the simulated
height of the water table at the end of the snowmelt period.
[53] The diurnal fluctuations during the melt period,

reflecting the influence of daily snowmelt cycles, are
obvious in both, measured and simulated hydrographs.
The onset of simulated discharge after snow melt occurs
7 d earlier than the measured one. Whereas this difference to
the measured hydrograph is obvious, the total volume of
melt discharge is very close to reality. The deviation in onset
occurs because an algorithm for snow damming has not
been incorporated into the model. Snow, redistributed by
wind, accumulates in water tracks and valley bottoms,
where melt water collects. The water seeps through the
snow until it reaches a degree of saturation where both snow
and melt water start to move, cutting a channel through the
snow pack. Kane et al. [1989] found from measurements in
the Imnavait watershed that the reduction of the snow water
equivalent reaches up to 80% before stream runoff starts.
[54] Another explanation for the discrepancy between

modeled and measured hydrograph could be the spatial
variability of the snow pack. In this study an average value
for initial SWE is used as an input, whereas in reality the
variability of snow distribution with topography is pro-
nounced [Kane et al., 1991b; Hinzman et al., 1996].
[55] During the summer runoff period the predicted

cumulative discharge agrees well with the measured dis-
charge volume. The simulated hydrograph caused by sum-
mer storm events shows some deviation from the
recordings. For most rain events the simulated discharge
leads measured data. Measured peak discharges are usually
lower and have a longer recession time. The Nash-Sutcliffe
coefficient for a weekly average is 0.64. An explanation for
this discrepancy could be the beaded stream system, where
small ponds act as reservoirs and store water intermediately,
resulting in an attenuated hydrograph signal.
[56] Results indicate that the model performs well in the

quantitative reproduction of the streamflow processes, but
could be refined further in the timing of small-scale, short-
term processes (see section 5.3).
5.2.3. Evapotranspiration
[57] Cumulative evapotranspiration and daily evapotrans-

piration rates for 2001 are shown in Figure 8. Evapotrans-
piration is only determined during the summer season.
Priestley-Taylor (ET-PT) values are calculated by the

Figure 6. Measured and simulated snow ablation 2001.
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model, whereas energy balance (ET-EB) calculations are
done externally.
[58] In the total amount, ET-PT agrees well with the

results of ET-EB. Figure 8 also illustrates the differences
between ET-PT and ET-EB. Whereas fluctuations are pro-
nounced in ET-EB, and fluxes are occasionally directed
downward, ET-PT shows a steady rise without major
fluctuations. This is due to the fact that both methods differ
in the representation of the ventilation term, including the
deficit in saturation and the wind component. ET-EB

obtains this term from measurements, whereas in ET-PT
this term is replaced by a constant. The ET-EB calculation
shows the highest flux rates in early summer when both
energy and water are relatively abundant.
5.2.4. Water Table
[59] Simulation results are compared with the measured

water table height during summer 2003 at a water track site
within the watershed (Figure 9). The year 2003 was chosen
for this simulation, because measurements were available
only for this period. Qualitatively, the simulation shows the

Figure 7. Measured and simulated discharge 2001.

Figure 8. Cumulative hourly evapotranspiration 2001 and daily evapotranspiration rates 2001. The
aPT = 0.95 in the Priestley-Taylor calculation.
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same trends as the measurement. The sudden rises in the
simulated water table are due to the instantaneous infiltra-
tion routine, where water percolation through the soil is
neglected. The rapid decline in measured water table in
September is caused by freezing of the soil. This process is
not considered in the model simulations.

5.3. Model Sensitivity Toward Change in Parameters

[60] Figure 10a gives evidence of the influence of the
MDT on total discharge. The importance of MDT is
twofold: First, MDT has (in the current state of TopoFlow)
to be given as input and thus underlies the uncertainties of

measurements. For example, Boike et al. [1998] found that
ground thaw depths determined using the probe method
deviated considerably from the thaw depths determined by
soil temperatures during the period when the active layer
was dry. This is explained by a greater case of penetration of
the frost probe when the active layer is saturated. Second, a
simulation with increased MDT can reveal the runoff
response to an increased melting of ground ice. In this
study an increased MDT of 70 cm (compared to the normal
case of 50 cm) is used in the summer simulation 2001.
[61] Figure 10b gives evidence of the importance of the

initial water table height. It should be noted that only the

Figure 9. Comparison of simulated and measured water tables during the summer 2003 at a water track.
Unit is water table (meters) relative to the local surface elevation. Refreezing of the soil results in the
rapid decline of the measured water table in September.

Figure 10. (a) Simulated discharge 2001 using different active layer depths. Maximum depth of thaw
(MDT) is 50 cm in the normal 2001 simulation and was lowered to 70 cm for sensitivity studies.
(b) Simulated discharge 2001 using different initial water table heights. Case A represents the normal
water table height of the 2001 simulation. In the other simulations the water table height was raised by
2 cm and 5 cm, respectively.
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initial state of the water table height is given as an input,
whereas its further evolution is calculated by the model.
Here a small increase of 2 cm (5 cm), compared to the
normal water table height (case A) causes an increase of
19% (38%) in the total amount of discharge. On the one
hand, the influence of the antecedent soil water content on
total discharge is characteristic for arctic watersheds where
subsurface processes are limited to the shallow active layer.
On the other hand, one should be aware of this sensitivity
when calibrating the model.
[62] Figure 11 shows simulated hydrographs where the

effect of water tracks (described in section 2) on the
hydrograph is tested. The first simulation is based on
the channel network depicted in Figure 2, whereas in the
second simulation the water tracks are leveled to the
adjacent surface elevation. The simulation indicates that
the existence of water tracks accelerates runoff and leads to
higher amplitudes in the hydrograph than would be present
without them. Including water tracks improves the simula-
tion result when compared to the measured hydrograph
[Schramm, 2005]. Concerning the impact of soil parameters
on subsurface flow, model studies reveal that the MDT has
the highest influence, followed by the porosity and the
hydraulic conductivity [Schramm, 2005].

5.4. Sensitivity of the Hydrological System Toward
Changes in Climate Conditions

[63] As arctic temperatures and precipitation increase,
there remains uncertainty on how the additional input of
freshwater will be partitioned into streamflow and evapo-
transpiration. The interactions are further complicated by a
contribution of melted ground ice to base flow when
increasing temperatures deepen the active layer during
summer. An open question is whether a change in climate
will lead to a drying of the soil or to wetter conditions.
[64] Global and regional climate models predict different

changes for the future climate state of the arctic depending
on the warming scenario as well as on model performance.

Regardless of the unanswered question, which scenario is
the most likely one, changes on the hydrology can be
investigated by presuming various conditions and using
those as an input to model simulations. This was done in
this study for different climate change scenarios (see
Table 3) that include a change in three parameters: (1) the
summer temperature, (2) the summer precipitation, and (3)
the maximum depth of thaw.
[65] 2001 is used as the reference year, i.e., all changes of

the above-mentioned parameters are relative to the observed
climate conditions in 2001. Thus changes in the output,
such as simulated runoff and evapotranspiration, can be
compared to the 2001 simulation based on the real data set.
Simulations were executed only for the summer season,
lasting from 15 June until 13 September. The change in
precipitation was distributed equally over the summer
season, sustaining the range between minimum and maxi-
mum precipitation rates. For simplification the assumption
of a 10 cm (20 cm) deepening of MDT by a 2�C warming
was based on a study by Kane et al. [1991a]. The authors
determine that a gradual but steady warming of 2�C would
lead to a deepening of 10 cm (20 cm) after 20 a (45 a).
[66] Results indicate that a warming of 2�C without

additional precipitation results in a higher R/P and ET/P
ratio [Schramm, 2005]. Here the increase in runoff is

Figure 11. Simulated discharge 2001 illustrating the influence of water tracks. Solid line shows the
normal 2001 simulation. Dashed line represents the discharge in a simulation where the water tracks were
leveled to the adjacent surface elevation.

Table 3. Climate Change Scenarios A, C, and E and Their

Changes in Mean Summer Temperature, Precipitation, and

Maximum Depth of Thaw, Relative to the Observed Conditions

in 2001

Scenario A 10 A 20 C 10 C 20 E 10 E 20

Temperature, �C +2 +2 +2 +2 +2 +2
Precipitation, % - - +8 +8 �10 �10
Maximum depth of
thaw, cm

58 68 58 68 58 68

Change in storage compared
to 2001, mm

�7.8 �10.7 �3.5 �6.2 �7.9 �10.8
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generated by a contribution of ground ice melted due to a
deeper thaw depth. Runoff is significantly higher in the
scenarios where an increase of precipitation is superimposed
over the warming. The opposite accounts for the scenarios
where precipitation input is decreased. All scenarios indi-
cate an increased loss in storage compared to the reference
amount in 2001, ranging from �3.5 to �10.8 mm. This
indicates that the enhanced evapotranspiration overwhelms
the increase in precipitation and results in a drying of the
soil.

6. Conclusions

[67] This study presented the application of the hydro-
logical model TopoFlow to Imnavait Creek, Alaska. Results
indicate that the model is an excellent tool for simulating the
overall water and energy balances of an arctic watershed.
The model performs quantitatively well, with measured and
simulated discharges being in a good agreement. The
different components of the water cycle, i.e., evapotranspi-
ration, snow melt, infiltration, and runoff, are well repre-
sented in the model, revealing that the model is able to
handle the seasonal change in meteorological conditions.
Some refinements are possible in the qualitative reproduc-
tion of some subprocesses: The onset of simulated snow-
melt discharge occurs distinctly earlier than the measured
discharge (7 d). This difference is in part due to the process
of snow damming, which is not understood well enough to
be incorporated into the model. Furthermore, the simulated
summer hydrograph shows deviations from the recordings:
Simulated discharge often leads site data; measured peak
discharges are usually lower and have a longer recession
time. This reveals that the model could be further refined in
the small-scale, short-term reproduction of storage-related
processes. Those can be attributed to the following facts: (1)
The channel grid used in the simulation does not consider
the ponds of the beaded stream system; (2) the spatial
variability of the active layer depth is not represented in
the simulation; and (3) the instantaneous infiltration used in
the modeling simplifies the complex soil moisture distribu-
tion on short-term scales. Finally, simulation results could
possibly be improved by spatially distributing several input
variables (now possible in the model), such as snow depth,
aPT of the Priestley-Taylor method, the meteorological
variables, and the soil parameters during the thawing
season.
[68] Sensitivity studies reveal that the model is highly

sensitive to the initial height of the water table that is given
as an input to start the simulation. Even though this
sensitivity is realistic, it requires calibration which naturally
includes a source of error, as measurements are usually not
available in full detail.
[69] While various studies present projected climate

changes in the arctic, there remains uncertainty of how
these changes will impact the hydrological cycle, resulting
in enhanced or diminished runoff and soil moisture. This in
turn is likely to affect the biogeochemistry and/or ecology
of these systems (e.g., via changes in heat and water fluxes,
vegetation cover, etc.). It is possible and desirable to couple
TopoFlow with other models, and the authors encourage
this development. This study shows that TopoFlow is a

powerful tool for answering the question of how climate
change will affect the sensitive wetlands of arctic tundra.

Notation

C0 degree day melt factor, mm/d �C.
ET/P evapotranspiration to precipitation ratio, no units.
R/P runoff to precipitation ratio, no units.
T0 temperature of snow for isothermal conditions, �C.

aPT alpha parameter controlling the thaw depth, no units.
aTD alpha parameter for the Priestley-Taylor equation, no

units.
z0 surface roughness length, m.

[70] Acknowledgments. We gratefully acknowledge financial sup-
port by the U.S. National Science Foundation Arctic System Science
program (OPP-0229705). Special thanks are due to Robert Gieck, Pier
Paul Overduin, and Peter Prokein for their support in the preparation and
interpretation of field data. The two anonymous reviewers are thanked for
their constructive comments that helped improve this paper.

References
ACIA (2004), Impacts of a Warming Arctic: Arctic Climate Impact Assess-
ment, 1042 pp., Cambridge Univ. Press, New York.

Berezovskaya, S., D. L. Kane, and L. D. Hinzman (2005), Snowmelt hy-
drology of a headwater arctic basin revisited, Eos Trans. AGU, 85(47),
Fall Meet. Suppl., Abstract C41A-0195.

Bergström, S. (1976), Development and application of a conceptual runoff
model for Scandinaian catchments, SMHI Rep. RHO-7, Swed. Meteorol.
and Hydrol. Instit., Norrköping, Sweden.
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1 INTRODUCTION  

Snow has an important role in formation of pat-
terned ground. For example, snow melt water infil-
tration into cracks creates polygonal patterned 
ground. Snow differs spatially over patterned ground 
in thickness and physical properties. This has two 
important consequences: (i) ground heat transfer 
varies spatially and (ii) snow melt varies spatially 
and temporally. 

By comparing surface energy balance compo-
nents, the control mechanism at the local scale (such 
as surface characteristics) are examined relative to 
the larger scale factors (such as climate). We com-
pare the energy balance at three patterned ground 
sites during snowmelt seasons of 1999 and 2000: 
Ny-Ålesund (Spitsbergen), the Lena River Delta, 
(Siberia) and Ivotuk (Alaska). Continuous perma-
frost underlies all these sites, but they have different 
climates. 

2 METHODS 

A volume energy balance model between snow sur-
face and permafrost table is applied to calculate tur-
bulent heat fluxes, heat flux by rain and heat flux of 
the ground and snow (Boike et al. 2002): 
 

Qn+Qh+Qe+Qr = ∆Hg+∆Hl+∆Hs+Qm 
 

where Qn is the net radiation balance, Qh and Qe are 
turbulent fluxes of sensible and latent heat, Qr is the 
heat flux supplied by rain, ∆Hg and ∆Hs are the 
changes of sensible heat in the soil and the snow, re-
spectively, and ∆Hl is the change in latent heat of the 
ground. The latent heat of the snow pack, Qm, is the 
remainder in the balance. For Qm > 0, melting is ex-
pected while for Qm < 0, freezing and recrystalliza-
tion are expected. Atmospheric fluxes (defined here 
as Qn, Qh, Qe and Qr) towards the snow pack are de-
fined as positive (energy gain), away from it as 
negative. Net radiation is measured at all sites using 
Q7 or NR LITE net radiometers. The bulk aerody-
namic method is used for the calculation of atmos-
pheric sensible and latent heat fluxes using hourly 
measurements of air temperature, humidity, wind 
speed and snow depth. The heat flux by rain is com-
puted using rainfall rate and air temperature. Ground 
and snow heat fluxes are calculated as hourly 
changes of the soil’s and snow’s sensible and latent 
heat using hourly temperature and volumetric liquid 
water content data. Ground heat flux below the in-
strumented soil volume is ignored because the tem-
perature gradient at the permafrost table is very 
close to zero. Snow heat flux is only calculated for 
the Spitsbergen site since automatic snow tempera-
ture and liquid water content data are available. De-
tails on the method and the calculations are provided 
in Boike et al. (2002) and Kane et al. (1997). Surface 
roughness zo is used as a tuning parameter at the 
Ivotuk and Spitsbergen site since no wind profile 
measurements are available. At the Spitsbergen site, 
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turbulent heat fluxes agree well with fluxes calcu-
lated from the aerodynamic profile method utilizing 
two level measurements at a nearby site (Seman-
deni-Davies et al. 2002). For the Siberia site zo is 
calculated using detailed topographic survey data 
from 1999 following the method of Lettau (1969). 
Calculated roughness lengths are 0.0001 m for the 
Spitsbergen site, 0.001 m for Alaska and 0.01 m for 
Siberia. These roughness lengths are well-
documented over snow and support the distinct sur-
face characteristics: the polygonal ridges and 
troughs at the Siberian site increase zo, while a very 
smooth snow surface and a large fetch lower zo at 
the Spitsbergen site. 

3 STUDY SITES 

IVOTUK is located on the North Slope in Alaska, 
on the central southern coastal plains north of the 
Brooks Range (68°29'N, 155°44'W). Mean air tem-
peratures recorded at the site in 1999 are –26 and 11 
°C for January and July. Mid-winter melt events are 
quite rare and usually only warm the near surface 
snow. The study site is located on typical arctic tus-
sock tundra terrain with 0-1% slope and poor drain-
age. The loamy soil has been characterized as ‘Rup-
tic-Histic Aquiturbel’ (organic ruptured by frost 
heave, reducing conditions, cryoturbation). The up-
per 30 cm are peat and peat muck. Permafrost was 
encountered at about 68 cm depth. 

The BAYELVA catchment is located about 3 km 
from Ny-Ålesund, Spitsbergen (78°55'N, 11°E). 
Continuous permafrost in this region underlies 
coastal areas to depths of about 100 m and moun-
tainous areas to depths greater than 500 m. The 
North Atlantic Current warms this area to average 
air temperatures around –13 and 5 °C in January and 
July and provides about 400 mm annual precipita-
tion falling mostly as snow between September and 
May. Our study site is located at about 25 m above 
mean sea level, on top of a small hill covered with 
unsorted circles. Soil instruments are installed in the 

bare inner part of one circle, consisting of silty clay 
with interspersed stones. 

SAMOILOV is one of the 1500 islands of the 
Lena Delta, located in one of the main river channels 

in the southern part of the delta (72 °N, 126°E). Con-
tinuous permafrost underlies the area to about 400 to 
600 m. This area has the most extreme climate 
(coldest air temperature and lowest precipitation). 
Mean air temperatures recorded at Tiksi are –33.3 
and 7.0 °C for January and July. Yearly total precipi-
tation is around 125 mm, but winter snowfall is low 
(< 40 mm). Strong winds lead to aeolian sedimenta-
tion of sands. The climate station is situated on po-
lygonal patterned ground (low-centered polygon) on 
peatish sand deposits of an ancient delta flood plain. 
Soil instruments are installed within the polygon’s 
apex. 

4 RESULTS 

4.1 Comparison of measured and modelled changes 
in snow water equivalent (SWE) 

Dingman (1994) divides the snow ablation period 
into warming, ripening and output phases. Melt wa-

Figure 1. Tussock tundra terrain at the study site at Ivo-
tuk, Alaska. The Brooks Range is visible in the back-
ground. 

Figure 2. The Bayelva study site on Spitsbergen. The site
is covered with unsorted circles ~1m in diameter.
Bayelva river and Brøggerbreen glacier are in the back-
ground. 

Figure 3. Polygonal patterned ground at the study site 
on the island Samoilov in the Lena River Delta, Siberia. 
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ter flowing out of the snow pack is only created dur-
ing the output phase; during the warming and ripen-
ing stage the snow densifies and compacts due to 
surface melt and snow internal processes. Boike et 
al. (2002) showed for the Spitsbergen site that the 
energy balance model is capable of distinguishing 
these two periods. When Qm values become positive, 
the pre-melt period (warming and ripening of snow) 
is completed and runoff (output) starts. Measured 
and modelled ablation rates are in good agreement 
for the melt period for the examined years of 1999 
and 2000 (Boike et al. 2002). A good agreement be-
tween measured and modelled snow ablation rates is 
also found for the melt period for the Alaska site 
starting on May 31, 2000 (Figure 4). Pre melt snow 
bulk density is about 250 kg m-3 increasing to about 
350 kg m-3 towards June 4 (M. Sturm, pers. commu-
nication). Thus, a density of 350 kg m3 is used for 
snow water equivalent calculation during the melt 
period.  

At the Siberian site, a very heterogeneous snow 
cover, redistribution of snow due to high wind 
speeds and few manual measurements of snow depth 
(the automated snow sensor did not produce reliable 
measurements due to the very thin snow cover) 
make the comparison between modelled and meas-
ured SWE rates difficult. Measured decrease of 
SWE in the field at various sites agrees reasonably 
well with modelled results. The energy balance 
model calculates a total of 86 mm snow ablation 
from May 11 to 25, 1999. During the pre-melt (until 
May 18) 8 mm snow sublimates while minimum and 
maximum decrease in measured field SWE are 6 and 
26 mm using an average measured snow density of 
290 kg m-3. Snow profiles and field data support the 
observation that sublimation is the dominant process 
during the pre-melt period. During the melt period, a 
total of 61, 81 and 90 mm SWE ablate at the stakes 
located at 2, 2.50 and 4 m along the transect (dis-

tance to apex), which are similar to the 78 mm SWE 
obtained from model estimates. 

4.2 Comparison of snow thermal properties before 
melt 

Mid winter warming events, and possibly rain, 
promote formation of internal ice lenses or basal ice 
in the snowpack on Spitsbergen, depending on ther-
mal state of snow (Boike et al. 2002). A typical pre-
melt snow profile is shown in Figure 5. Snow densi-
ties increase to an average of 450 kg m-3 towards the 
melt period. In Siberia, a 24 cm depth hoar layer, 
with a windslab 17 cm above the ground surface, 
and 8 cm of overlying snow comprise the snow pro-
file. A surface crust and hardened layers within the 
snow profile contain a large amount of aeolian 
sediments and indicate high wind speeds (Figure 5). 
Large depth hoar crystals with grain sizes larger than 
3 mm are the result of steep temperature gradients 
between soil and air and their associated vapor pres-
sure gradients. In addition, the long grass tundra 
vegetation promoted depth hoar formation by pre-
serving a loose, aerated layer at the snow cover base. 

 

The Ivotuk profile consists (May 11, 2000) of a 
large depth hoar layer of 38 cm overlain by a further 
32 cm of mixed snow types. Thin ice layers and 
glaze crusts are present in this mixed layer. 

4.3 Snow melt, Spitsbergen 1999 
The process of snow ablation for the years 1999 and 
2000 has been examined in detail in Boike et al. 
(2002). In 1999, snow ablation takes 47 days:  
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Figure 4. Comparison between measured and modelled cumu-
lative changes in SWE for the melt period for the Alaska site
at Ivotuk. Measured SWE was calculated using the decrease
of snow height measured by the snow sensor and an average
measured snow density of 350 kg m-3. Modelled melt rates are
calculated using Qm from the energy balance. 

Figure 5. Contrasting pre-melt snow profiles in 1998 on
Spitsbergen (left) and in 1999 in Siberia (right); the latter is
taken within the polygon’s snow filled center. The snow
profile on Spitsbergen has a higher density, several internal
ice layers and a basal ice layer. The snow on Siberia con-
sists mainly of very loose, large grained depth hoar. Visible
are also two hardened, sediment rich layers. 
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surface melt and snow internal processes (ripening) 
reduce the snow pack thickness (but not SWE) from  
May 5 until June 7, after which output is produced 
within 14 days. Rain on snow events occur fre-
quently, but do not contribute substantial energy. 
The cumulative sum of energy balance components 
during snow ablation in 1999 is shown in Figure 6. 
The dominant source of energy for melt is provided 
by Qn. Evaporation and sublimation use about 30 % 
of Qn. Qr and ∆Hs are insignificant. Due to the long 
ablation period, ∆Hg + ∆Hl are a significant energy 
sink, using 30 % of total energy supplied by Qn. The 
snow melt at this site in 2000 is similar and thus is 
not discussed here. 

4.4 Snow melt, Siberia 1999 
The polygon pattern results in a highly variable mi-
crotopography and snow depth. The snow cover on 
the polygon’s apexes ranges between 0 and 10 cm, 
while the center has a snow filling of up to 60 cm. 
Figure 6 shows the cumulative energy fluxes and ab-
lation of snow at several positions along a transect 
extending from the polygon’s apex to the center. 

Throughout the winter and during the pre-melt 
period, snow exclusively sublimates (sublimation 
possible due to high wind speeds) exposing the 
polygon ridges. The air temperature remains far be-
low 0 °C (Boike & Becker, 2000), wind speeds can 
average a maximum up to 15 m s –1, increasing the 
turbulent losses through latent heat. 

One warming event on May 17 melts the upper 5 
cm of the snow, but snow temperatures are still far 
below freezing, –13 °C at the bottom of the snow. 
Infiltration of surface melt and subsequent densifica-
tion is indicated by an increase of snow density 
(from 250 to 290 kg m-3) and homogenization of 
snow layers. Melt starts around May 18 when Qm 

becomes positive with Qn providing the major 
source.  

4.5 Snow melt Alaska 2000 
During the 17-day pre-melt period (May 14-30, 
2000) the snow cover decreases about 28 cm, caused 
by compaction due to surface melt (event with a 
positive air temperature on May 16) and snow inter-
nal processes. Continuous surface melting starts on 
May 26, suggested by positive air temperatures and 
a steep increase in snow temperatures (Hinzman & 
Peltier, 2001). Starting on May 31, Qm values in-
crease, indicating a ripe snowpack. This is corrobo-
rated by snow temperatures: isothermal conditions 
around 0 °C within the snow pack permit free perco-
lation of melt water to the ground (Hinzman & 
Peltier, 2001). A period of cold sub zero air tempera-
tures between June 1 to 4 interrupts the snow melt 
(Qm plateau). This plateau of no SWE change is de-
picted by the model. After this, a pronounced in-
crease in air temperature and net radiation concomi-
tant with a drop in air humidity produces steadily 
increasing Qm. The energy for warming and ripening 
of the snow is derived from Qn and Qh. During the 
first 6 days of the melt phase, the main energy 
source is provided by Qh, but with progress of melt, 
Qn becomes more important. As winds cross the 
Brooks Range to the south of the site, the air be-
comes drier as it rises and warmer as it descends, 
thus providing energy for Qh. 

5 COMPARISON OF ENERGY BALANCE 
COMPONENTS 

The percentage of energy balance components for 
the three sites is presented in Figure 7. Source pies  

Figure 6. Cumulative sum of heat fluxes and snow depth for the three study sites during the snow ablation periods in 1999
and 2000. The ablation period is divided into pre-melt and melt periods when Qm values become positive. The sensible
and latent heat of the snow pack is only calculated for the Spitsbergen site. Qr and ∆Hs are negligible and not shown here. 
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represent the total cumulative positive energy fluxes 
provided by the energy balance components, 
whereas sink pies represent negative totals. Pie size 
is proportional to the total amount of heat transferred 
and reflects the duration of the total ablation period: 
47 days and 50 GJ m-2 at the Spitsbergen site, 27 
days and 34 GJ m-2 at Alaska and 15 days and 28 GJ 
m-2 in Siberia. There are significant differences be-
tween the energy distributions. Melt energy at the 
Spitsbergen and Siberia sites is largely provided by 
Qn, while almost half of the melt energy at the  
Alaska site comes from Qh. Qe is a small source for 
melt via condensation at the Spitsbergen and Alaska 
site. ∆Hg+∆Hl are a small source of heat at the Sibe-
ria site, through the infiltration and subsequent 
freezing of snow melt water at this apex site. The 
energy transferred into warming and ripening during 
the pre-melt period is largest at Spitsbergen and 
Alaska due to a thick snow cover in both locations. 
Biggest difference in the sinks of the energy balance 
of the three sites is the dominance of sublimation as 
energy sink in Siberia and differences in ground heat 
flux. The former is a result of high wind speed in Si-
beria. At Ivotuk the ground heat flux is lowest (6%) 
due to low thermal gradient across the snow pack 
and the insulating properties of the snow and upper 
soil horizons. A 38 cm thick depth hoar layer and 
deep snow profile (70 cm) plus a thick moss layer 
insulate the soil better at this site. The ground heat 
flux at the Spitsbergen and Siberian site is similar, 
17% and 18% respectively. At the Siberian site, this 
is the result of a large thermal gradient and a very 
thin or absent snow cover on the polygonal ridges. 

In contrast, the snow cover at the Spitsbergen site is 
thick (~80 cm), but depth hoar- if present- is limited 
to a few centimeters. In addition, the lack of an insu-
lating organic surface layer permits heat transfer 
across the mineral soil-snow interface.  

6 OUTLOOK 

Our energy balance method shows differences be-
tween microclimate and soil material effects on heat 
and mass transfer to the soil during the snow melt 
period. Climate affects the snowmelt period primar-
ily via differences in snow pack and by whether at-
mospheric radiative or turbulent fluxes prevail in de-
termining melt energy. Spitsbergen and Siberia, both 
located close to the sea, experience radiative melt-
ing. Local phenomena, such as the orographic influ-
ence of the Brooks Range in Alaska, increase the 
percentage of sensible heat flux.  

The sandy material at the Siberia site is prone to 
deep infiltration, and the observed large thermal 
gradient promotes ice wedge growth though the re-
freeze of snow melt water. The micro-topography of 
the ice wedge form leads to its further development 
by moving water within the apex towards the site of 
wedge growth. 

Further work will concentrate on factors and 
quantification of patterned ground formation 
throughout the year. 
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Abstract

Mud boils, a form of non-sorted circles, cover the ground surface in many periglacial landscapes. The vegetation-covered
trough acts as an effective buffer to the downward movement of water and chemicals, while the bare center experiences larger
fluxes of heat and mass. Since dissolved ions affect the electric conductivity of the soil solution, measurements of the bulk soil
electric conductivity offer potential for estimating solute concentration. Since 1998, bulk soil electric conductivity has been
measured automatically and hourly using 32 time domain reflectometry probes over an approximately 1 m diameter mud boil close
to Ny Ålesund, Spitsbergen. Soil water electric conductivity was calculated from bulk soil electric conductivity using volumetric
soil water content and a calibration parameter. The seasonal and spatial behaviour of water, temperature and solute concentration
within two profiles of this mud boil were analyzed. Concentrations of estimated soil water electric conductivity were highest during
the summer period when the active layer was thawed. Thermodynamic equilibrium modelling of the soil solution during freezing
suggests that precipitation of dissolved species leads to the observed decrease in electric conductivity. There is a pronounced
vertical solute concentration gradient in both profiles, while there is little evidence for horizontal solute concentration gradients
beneath the mudboil.
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1. Introduction

Analysis of the phenomenology and dynamic process-
es of patterned ground yields information on past and
present climate and environmental conditions (Wash-
burn, 1979; Romanovskii, 1996). The objective of this
study is to characterize (seasonally and spatially) the
water and solute dynamics of this heterogeneous system
using soil solution sampling, high temporal resolution
measurements of bulk soil electric conductivity and
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thermodynamic equilibrium modelling of solution chem-
istry. This, in turn, adds insight to themechanical dynamic
of the mud boil, and to the discussions on the origin and
formation of these periglacial features.

Furthermore, these findings contribute directly to the
European Science Foundation project on ‘Sedimentary
Source-to-Sink-fluxes in Cold Environments’. An un-
derstanding of climate processes and their control on
mass transfer processes, such as subsurface behaviour of
solutes in a mudboil, aids in the understanding of mass
export of cold drainage baisins.

2. Theories of mud boil formation

Mud boils are symmetric surface features in
periglacial environments that have puzzled and fasci-
nated researchers since at least 1900. Early observations
and theories of the origin of patterned ground were the
beginning of exciting research. Washburn (1956) sum-
marized and discussed postulations of 19 separate
mechanisms of formation for non-sorted circles in
particular. These ideas are still central in today's discus-
sions of patterned ground formation.

Mud boils (also known as frost boils, frost scars, mud
circles and mud hummocks), classified as non-sorted
circles, are found in areas where the ground is subject to
seasonal freezing and thawing. They are characterized
by a bare, usually doming round mineral soil center,
surrounded by vegetation. Some of the mechanisms
postulated for their formation are: the sorting of soil
materials based on grain size; convection cell like
cryoturbation; diapir formation or upwellings of lower
soil horizons under pressure (Washburn, 1956). A
review of the main mechanisms involved in cryoturba-
tions was presented by Van Vliet-Lanoë (1991) based
upon field measurements and micromorphological data.
She concluded that “differential frost heaving appears to
be the main mechanism of cryoturbation” (pp. 123) and
that the presence of organics enhances differential frost
heaving. Kessler et al. (2001) modelled sorted circle
formation (with barren finer grained circle centers
surrounded by stones) from two layers distinct in par-
ticle size using a purely mechanical model. The freezing
front pushed soil to more compressible soil regions,
accumulating in soil plugs that reach to the surface.
During thawing, consolidation occurred vertically. The
circle was maintained at the surface by the circulation of
the stone and fine material domains, upward in the circle
center and downward at the edges. Walker et al. (2004)
presented horizontal soil profiles across a mud boil.
Nutrient concentrations (available potassium, phosphor,
nitrogen) and water content declined from the margins
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toward the center, a trend which they attributed to more
‘mechanical’ activity towards the center of the boil.

2.1. Study site

The Bayelva catchment is located about 3 km from
Ny-Ålesund, Spitsbergen (78°55′N, 11°E) in the fore-
field of the Brøggerbreen glacier (Fig. 1A, B). In this
region, continuous permafrost underlies coastal areas to
depths of about 100 m and mountainous areas to depths
greater than 500 m. The North Atlantic Current warms
this area to mean monthly air temperatures around
−13 °C in January and 5 °C in July, respectively and
provides about 400 mm annual precipitation mostly as
snow between September and May. Our study site is
located at about 25 m above mean sea level, on top of a
small hill covered with unsorted circles (Fig. 1C). It is
not clear if the mud boils on this hill are currently being
degraded (for example, by gelifluction) or maintained
by active cryoturbation. Vegetation encroaching from
the sides into the mud boil's center – though the centers
are still doming – is an indicator for slow mass dis-
placement and semi-active behaviour. While other
patterned ground phenomena (such as sorted circles
and stripes) are found in the vicinity of the hill, these
mud boils are only present on Leirhaugen hill. The mud
boils were or are formed under local conditions favour-
able for mud boil formation after the last glacial period.

Leirhaugen hill is mainly composed of rock, but
partly covered by a mixture of sediments: glacial till,
finer glacio-fluvial sediments and clay formed by the
last glacial advance (Tolgensbakk, personal communi-
cation). The gray color of the sediments suggests that
the material was deposited by the Kongsfjorden glacier
and not the adjacent Brøggerbreen glacier, which
deposits redder material. Marine sedimentation could
also have contributed since the hill is located below the
marine limit (about 38 m).

3. Methods

We instrumented one of these non-sorted circles
(Fig. 1D) in August 1998 to automatically monitor
hourly temperature and volumetric liquid water content
(θ). Altogether 32 time domain reflectometry (TDR)
probes and 32 temperature probes were installed over
the 1×1 m profile. The position of the TDR probes is
shown in Fig. 2. The TDR and temperature data set
considered in this study is limited to 1999, the year in
which suction lysimeter data were collected. During
installation, soil samples were taken for the analysis of
physical parameters. The texture and composition of 25
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samples were determined using standard methods. Wet
soil was passed through a sieve with 63 μm size to
measure sand content. After destruction of organics and
limestone, silt and clay were separated by sedimentation
Fig. 2. Position of TDR probes (grey and hatched circles) installed in
the mud boil. Temperature probes are installed adjacent to TDR
probes. For the analysis, the left profile under vegetation and the
profile underneath the center of the mud are used (hatched circles). In
addition, nine suction lysimeters (black circles) are installed close to
TDR probes (see also Table 1).
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in Atterberg cylinders. Soil temperatures were recorded
using thermistors calibrated at 0 °C with a precision of
2.4×10−4 °C at 0 °C and an absolute error less than
±0.02 °C over the temperature range ±30 °C. Volumet-
ric liquid water content was calculated from TDR
measurements with an accuracy of 0.02 to 0.005 and a
precision better than 0.005. Soil water was sampled in
1999 using Prenart® suction cups (5 cm long, pore size
2 μm; Gravquick, Denmark) cups that were installed in
1998 at different depths close to TDR probes. Soil water
was analyzed in the field for pH, electric conductivity
and alkalinity. The remaining sample water was filtered
and stored at 4 °C in pre-cleaned HDPE bottles until
laboratory analysis took place. Cation concentrations
were analyzed with ICP-OES (Optima 3000 XL, Perkin
Elemer) and anion concentrations were measured with
ion chromatograph (Dionex 320).

3.1. TDR and bulk electric conductivity

Data on spatial and temporal distribution of water
and solutes in frozen and unfrozen soils are essential for
energy and mass transport models. A fast method to
measure the volumetric water content in situ is TDR.
Fig. 1. The location of Spitsbergen (A) and aerial picture (1:15000) of
the area around Ny-Ålesund (B). The study site (arrow) is located on
Leirhaugen hill close to end moraines of the Brøggerbreen glacier.
Parts of the road network of Ny-Ålesund can be seen in the lower left
part of the picture. The Bayelva study site (C) is located in a field
covered with non-sorted circles. The excavated mud boil is shown in
D. The bare soil circle centers range about 1 m in diameter and are
surrounded by vegetated borders consisting of a mixture of low
vascular plants, mosses and lichens.
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TDR has become a reliable and widely used technique
to measure the water content in frozen and unfrozen
soils (for example, Topp et al., 1980; Patterson and
Smith, 1980; Roth et al., 1990). The TDR technique for
measuring the volumetric water content is based on the
large disparity in the relative dielectric permittivities of
water and the other soil constituents. The bulk relative
dielectric permittivity of the soil determines the velocity
with which an electromagnetic wave travels through the
soil, so that measurement of the travel time for a known
distance allows determination of the material's permit-
tivity. We use a physically-based dielectric mixing
Fig. 3. 2-D distribution of sand, silt, clay and total carbon, nitrogen, sulphur
sampling points.
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model to compute the composite dielectric number of a
multiphase mixture using the relative dielectric permit-
tivities and volume fractions of its constituents (Roth
et al., 1990).

TDR can also be used to measure the impedance of the
bulk soil Z (Ω), which is related to the bulk soil electric
conductivity as a function of time. The bulk soil electric
conductivity is in turn related to the concentration of ionic
solutes (Reluy et al., 2004) and hence TDR is suited for in
situ detection of well-dissociating solutes. The impedance
can be determined from the attenuation of an electromag-
netic wave traveling along the probe after all multiple
of the mud boil in % weight. Linear interpolation is used between 25



Fig. 4. Soil water electric conductivity obtained from suction lysimeter
water at three different times over depth.
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reflections have ceased and the signal reaches a stable
level. Usually it is assumed that the impedance is related
to the bulk soil electric conductivity by:

r25b ¼ KP

Z � Zcable
fT ð1Þ

where σb
25 [S m−1] is the soil bulk electric conductivity

corrected to 25 °C,Kp [m
−1] is the geometric cell constant

of the TDR probe, Zcable [Ω] accounts for the total
resistance of cables, connectors and cable tester and fT [−]
is a temperature factor defined as:

fT ¼ 1þ aðT � 25Þ ð2Þ

where T [°C] is the soil temperature and α=0.019 °C−1 is
the temperature coefficient (Heimovaara et al., 1995). We
calibrated our TDR probes in a range of solutions with
known electric conductivities, following the method of
Heimovaara et al. (1995). As there was no longer a linear
relation between measured impedance and the inverse of
the conductivity for high concentrations, we modified
Eq. (2) to:

r25b ¼ 1
Z � Zcable

� B

� �
Kp fT ð3Þ

where B is an additional fitting parameter. B, Kp and
Zcable were determined by non-linear least squares
fitting.

3.2. Calculation of soil solution electric conductivity σw

The relationship between bulk electric conductivity
and the electric conductivity of the liquid phase depends
on the conductivity of the solid phase and the geometry
of the phases, which is related to soil structure and air,
ice and water contents. There are several empirical
models, partly with some theoretical justification. Boike
and Roth (1997) compared the descriptive power of
three models for a permafrost site in Siberia by a com-
parison of the conductivity measured in water extracted
from suction cups with the conductivity predicted from
TDR measurements. For the coarse textured soils
studied they found the best agreement with a simple
regression model:

rb ¼ Ahrw ð4Þ

where σw [S m−1] is the electric conductivity of the soil
solution, θ [−] is the volumetric liquid water content of
the soil and A [−] is a fitting parameter. For three
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different mineral soils the parameter A varied between
0.7 and 4.8. Best results were obtained with probe
specific calibrations. Furthermore, they suggested that A
did not change from frozen to unfrozen soils and that
this model may be applied to calculate σw for frozen
conditions as well. To our knowledge, the only other
model predicting σw from TDR-determined σb in frozen
soils was introduced by van Loon et al. (1991; also
reviewed in Boike and Roth, 1997). This model has
been applied for the study of solute dynamics in
Swedish field soils (Lundin and Johnsson, 1994) and
in frozen lab columns (Stähli and Stadler, 1997) without
prior calibration to soil solution electric conductivity. As
the model by van Loon et al. (1991) did not predict
solution electric conductivity as well as the regression
model for permafrost soils in Siberia (Boike and Roth,
1997) we did not consider this model further in this
study.

4. Results

Soil composition data from the 25 samples taken
from the profile is presented in Fig. 3. The soil material
generally consists of silty clay with some larger stones.
The silt content decreases from over 50% at the top of
the profile to less than 30% at the bottom, concomitant
with an increase of clay content to over 50% (Fig. 3).
Concentrations of organic carbon, total nitrogen and
total sulphur are highest at the bottom of the profile,
peaking below the mud boil center. Of note are
especially high concentrations of organic carbon (N6%



Fig. 5. Soil water electric conductivity obtained from suction lysimeters
(names of suction lysimeters in legend) compared to values calculated
from bulk electric conductivity (TDR probes) using model (4).
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weight) at the bottom of the profile. Nitrogen is also
elevated below the vegetated trough of the profile.

4.1. Determination of σw

The bulk electric conductivity of the soil is generally
considered to be the sum of the conductive contributions
of the liquid phase and the soil matrix surface

rb ¼ rw þ rs ð5Þ

The matrix surface contribution is generally assumed
to be low relative to that of the soil solution, and is often
neglected (Boike and Roth, 1997). The texture of the soil
in this study site is finer and has far more clay than the
coarse textured soils studied by Boike and Roth (1997).
Since the clay content is high, the conductivity of the solid
phase may no longer be negligible and it is not clear if
these findings are also valid for this site. To verify this and
to calibrate the measurement of σw we used the measured
electric conductivity of water extracted on three dates
(July 17, August 5 and 14, 1999) from suction cups
installed at nine positions near the TDR probes (Fig. 4).
The electric conductivity of the extracted water increased
with increasing profile depth, thus the rise of bulk electric
conductivity cannot be attributed solely to the increase in
finer soil particles.

Suction lysimeter data were used to calibrate the
model (Eq. (4)). The calculated mean A factors for the
regression model are given in Table 1. Calculated A
values lie within the same range as the ones calculated by
Boike and Roth (1997). Fig. 5 shows a comparison of σw

measured in soil water and the corresponding σw

calculated from TDR measurements. Altogether we
can see a good linear relation with some outliers. The two
water samples with high concentrations were collected
during the first sampling and have different ion
composition, as will be explained later in the Discussion
Table 1
Mean calculated A factors for the linear regression model

Suction
lysimeter

Suction lysimeter
location
depth [cm]

A factor No. of
water
samples

pH

B1 91 1.1 4 Neutral, pH=7.1
B2 93 1.0 3 Acidic, pH=4.1
B3 62 2.4 4 Alkaline, pH=7.8
B4 74 2.8 2 Neutral, pH=7.1
B5 48 4.0 5 Alkaline, pH=7.9
B6 54 1.6 3 Alkaline, pH=8.1
B7 36 4.7 6 Alkaline, pH=7.5
B8 41 3.8 4 Alkaline, pH=8.0
B9 10 4.0 3 Neutral, pH=6.7

182
section. A closer examination of the values for individual
probes shows a narrow range of conductivities covered
by the limited amount of samples taken, so that within
the accuracy of the measurements they represent one
data point for each probe. This makes verification of
the model difficult. However, we assume that there are
monotone relations between σw and σb and θ and σb.
Therefore the qualitative behaviour of σw derived from
the TDR measurements is expected to be correct even if
absolute errors are introduced by disregarding the
conductivity of the solid phase.

4.2. Temperature, volumetric water content and soil
solution electric conductivity dynamics

For the following analysis, we chose two profiles: one
located below the vegetated left trough and the other one
below the center of the mud boil (Fig. 2). Fig. 6 shows
rainfall and snow depth, soil temperature, soil volumetric
water content and σw at 4 different depths below the
vegetated trough. As expected, the probe closest to the
surface (0.06 m) shows higher temperatures and daily
temperature fluctuations compared to the lower probes.
The temperature signal is attenuated with depth. In May,
the snow liquid water content increases considerably, a
process also enhanced by rain on snow events (Boike et
al., 2003), and infiltration of water rapidly warms the soil
at all depths. This is reflected in Fig. 6 by the dramatic
increase in the volumetric water content of the soil at
successive depths. The liquid water content mirrors most
clearly the advance of the thaw front. The phase change
ice/water starts during snow ablation and is much
enhanced after the snow has ablated. The soil temperature



Fig. 6. Rainfall and snow depth, soil temperatures, soil water content and soil water electric conductivity from April 1999 to April 2000 at four depths
for a profile underneath the vegetated cover.
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sensor at 0.91m depth passes 0 °C around the end of July.
However, low volumetric water contents (∼0.25) that
remain constant over the summer indicate that the soil is
not completely thawed. The temperature sensor at 1.22 m
depth (not shown in diagram) indicates that the soil never
thaws at this depth. During the summer, volumetric water
content remains constant at 0.62 m depth, indicating the
perched water table above the frozen ground. Once
freezing starts in September, soil temperatures at all
depths drop to below zero and phase change from water
to ice is initiated (“zero curtain effect”). The phase change
is completed by mid-November, after which the soil
profile cools. The volumetric liquid water content in
these frozen soils during winter ranges between 4 and 9%
183
and is lowest at the surface due to desiccation (vapour
migration out of the soil, see Roth and Boike, 2001).

The general seasonal behaviour of σw below the
organic (except for the probe nearest to the surface at
0.06 m) can be summarized as follows: increase of σw

during thawing, highest concentrations during the sum-
mer and decrease during the fall phase change. However,
during the spring thaw, the behaviour of σw is different
for each soil depth. At intermediate depth (0.32 m), σw

increases during thaw, but continues to increase even
after the soil is completely thawed, indicating either
transport of solutes to this area or local and continued
increases in the concentration of charged solutes. At
0.62 m depth, a pronounced drop in conductivity occurs
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during thaw at about 15% liquid water content, which
indicates that dilution of the soil water has occurred,
probably via downward migration of meltwater with
lower concentrations of dissolved ionic species. In ad-
dition, this is the soil depth with the highest σw in the
frozen soil. Since this is the soil depth that remains
thawed longest in the fall (Boike et al., 2003), migration
of excluded ions would take place towards this depth.
This is also suggested by a small increase of θ and σw in
December after closure of the zero curtain.

Throughout the whole summer σw is relatively stable,
with small increases of σw occurring at the three
intermediate depths simultaneously with an increase of
θ after a series of rain events during the latter half of
Fig. 7. Rainfall and snow depth, soil temperatures, soil water content and so
underneath mud. A=3.8 in Eq. (4) was used for TDR probe at 0.07 m unde
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August. However, there is also a peak in σw measured
with the deepest probe at the end of July, which is not
connected to a corresponding increase of water content.
Only the surface probe shows an increase in θ at this time,
caused by a minor rain event. As the same peak can be
recognized at the deepest probe below the mud boil
center, it is unlikely to be an artefact and either an in situ
increase in solute concentration, for example by dissolu-
tion of salts, or lateral inflow must have occurred.
Generally in the thawed organic profile, soil water
conductivity increases with depth and the highest concen-
trations occur at the bottom of the profile (0.91 m).

In the barren soil below the center of the boil the
fluctuations of temperature, water content (Fig. 7) and σw
il water electric conductivity from April 1999 to April 2000 for profile
r mud.
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near the surface are generally higher than below the
vegetation covered trough. Due to the lack of vegetation,
the profile thaws earlier. Inmid-July, the thaw front passes
the probe at 0.99m depth. Over the course of the summer,
the center of the mud boil thaws to greater depth com-
pared to the vegetated trough. The water content of the
soil surface layer shows greater fluctuations in response to
wetting by rainfall and subsequent drying since these
processes are not buffered by vegetation. The σw values
increase with depth in a fashion similar to the profile
under the vegetated trough, with highest values of σw at
the bottom of the boil and, σw values are generally higher
at the bottom of the mud profile. Decreases inσw from the
beginning of June (0.07 m) until the middle of July
(0.99 m) in the mineral profile indicate the dilution of the
soil solution by downward migration of meltwater. As
observed for the organic profile, these decreases in soil
solution electric conductivity are associatedwith thawing,
but occur before the liquid water content increases.

Soil waters from deep suction lysimeters B1 and B2,
and from shallower lysimeters B5 and B6, were analyzed
for cation and anion concentrations. Based on lysi-
meters B6 and B5 (about 60 cm), the most concentrated
species are HCO3

− and Mg2+ followed by Ca2+N
SiaqNSO4

−2NCl−NK+NNO3
−. Ionic concentrations at B6,

beneath the center of the mud boil are generally higher
than at B5, beneath the vegetated trough, with exception
of NO3

− and Siaq. The deeper soil solutions (around
100 cm) are closer to the permafrost table and were
most concentrated in SO4

2−, followed by Mg2+NCa2+N
HCO3

−NSiaq=K
+=Cl−. The first samples collected from

B2 in July 1999 show very low pHs of 4, higher Feaq (20–
40μg L−1) and very highAlaq (1–2mgL−1) concentration
compared to later samples. A possible inorganic mecha-
nism leading to such a low pH in natural water is
dissolution of pyrite. Two possible overall redox reactions
are given below (Langmuir, 1997, pp. 458):

FeS2 þ 7=2O2 þ H2O→Fe2þ þ 2SO2−
4 þ 2Hþ ð6Þ

FeS2 þ 14Fe3þ þ 8H2O→15Fe2þ þ 2SO2−
4 þ 16Hþ

ð7Þ

This reaction needs electron acceptors that can either
be provided by oxygen or by an abundance of Fe3+.
Although this reaction would explain both high sulphate
concentrations and low pH, more details (e.g. redox
potential) are required to reveal if oxidation and
dissolution of pyrite is the reason for the low pH values.
During excavation of this and another soil pit coal
fragments were found and exploratory excavations for
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coal are located nearby. The low pH, occurrence of coal
and enrichment in Fe all support dissolution of pyrite
as a common cause. The low pH enhances chemical
weathering and therefore contributes to the overall in-
crease in solute concentration at depth.

The rapid decrease in σw when soils freeze (Figs. 6
and 7) is counter-intuitive, since an increase in con-
centration due to the exclusion of ions during freezing is
expected. A first approach to model the change in solute
composition and concentration of soil water at sub-
freezing temperatures can be performed with the geo-
chemical equilibrium model FREZCHEM62 (Marion
and Grant, 1994). This program is written to model
changes in chemistry during stepwise freezing of a water
solution and considers either continuous contact be-
tween solution and precipitated phase or fractional
removal of precipitated phase from solution. It does not
incorporate soil physical factors like mineral, organic or
colloid surfaces that most likely contribute to changes in
water chemistry. However, it allows estimation of the
chemical development of a solution during freezing.
Results of the modelling with FREZCHEM of solutions
B1 and B6 collected at 1 and 0.6 m depth is shown in
Fig. 8. Liquid water content rapidly decreases below
subfreezing temperatures and at −5 °C only 0.006% of
the total water content present before freezing is still
unfrozen. During freezing salts of different composition
precipitate from solution in the sequence: CaSO4·2H2O,
MgCO3, CaMg(CO3)2, K2SO4, and Na2SO4·10H2O.
The precipitation of these salts causes the changes in
molar elemental ratios displayed in Fig. 8. The most
striking difference between the soil solution with high
SO4

2− concentration (B1, B2) and high HCO3
− concen-

tration (B6) is in the change of Na/Cl ratios. While in the
B1 soil solution the Na/Cl ratio constantly increases, it
decreases in B6 due to the formation of KCl at −10 °C.
Compared to TDR measurements, the calculated liquid
water content based on water chemistry is much lower, a
difference amounting to up to 9% by volume. An im-
portant part of liquid water in frozen soils exists as thin
water films on particle surfaces (Ugolini and Anderson,
1973), and such water–surface interactions are not
considered in FREZCHEM. If surface-bound water is
not in contact with the solute-rich solution excluded
from the forming ice, then the predicted precipitation of
salts due to freezing would hold. Measurements of σw

depend on a direct current pathway between electrodes
(in this case, TDR sensor wave guides), so that isolated
pockets of high concentration will not contribute to the
measured bulk electric conductivity of the soil. Surface
bound water, however, contributes to the measurement
of σb (Guy–Chapman double layer theory).



Fig. 8. Molar element ratios and liquid water concentration (%) modelled with FREZCHEM62 between +5 and −20 °C. The soil solutions are taken
from suction cups B6 and B1. Changes in element ratios indicate formation of solid salt precipitates that remove specific elements from solution.
Liquid water content refers to percent of liquid water of total amount of water that was present before freezing. At −20 °C liquid water content is less
than one per mille.

Fig. 9. Calculated total ion concentration in eq L−1 in remaining solution during freezing. EC is calculated from Eq. (8) using total ion activity (eq/L−1)
(∑ai =∑Niγi where γi is the activity coefficient provided by FREZCHEM62) instead of ion concentration Ni.
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To compare the modelled solution with measured
conductivity, the electric conductivity is calculated
following the approach of Reluy et al. (2004) relating
electric conductivity (EC) to the equivalent concentra-
tion of ions in solution (∑N). The relation between EC
and ∑N is given by:

EC ¼ 10�6uVF
X
i

Ni ð8Þ

where F is Faraday's constant (Cmol−1), and u′ is the
concentration-weighted mean equivalent mobility:

uV¼

X
i

Niui
X
i

Ni

ð9Þ

where ui is the limiting equivalent ionic mobility of ion i
[mS cm2 mol eq−1 C]. For calculationwe used values ofui
from Reluy et al. (2004). Instead of normalities, Ni, we
used the activities calculated with FREZCHEM for each
ion and ion pair. The results of this calculation are shown
in Fig. 9, indicating that the solution electric conductivity
increases with increasing solute concentration from
around 0.05 S m−1 to 60 S m−1. The total concentration
of ions in the remaining unfrozen solution increases by a
factor of∼1000, whereas without precipitation of salts the
concentration would increase by a factor of∼17000 at the
final water content. Modelled changes to soil solution, in
the absence of mineral–soil solution interactions, lead to a
predicted increase in soil water electric conductivity of
three orders ofmagnitudewith freezing. Thewater electric
conductivities in the thawed soil estimated for the solution
analyzed here are of the same order of magnitude as those
predicted by this model (e.g. for a measured solution
electric conductivity of 0.038 Sm−1, we predict an electric
conductivity of 0.050 S m−1).

If the contribution of the clay particle surface
conductivity to σb is significant, the isolation of clay
particles by ice layers could be another reason for the
reduction of σb. In that case σw in frozen soil might be
underestimated by the values calculated from bulk
electric conductivity measured with the TDR probes.
5. Discussion

5.1. Observed changes in soil water electric conductivity
with time

Estimated soil water electric conductivity responds to
freezing, thawing and summer rainfall events. Using the
model of Boike and Roth (1997), we show that the
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largest annual increase and decrease are associated with
thawing and freezing, respectively, of the soil. During
thaw, for both soils under the boil and the vegetated
trough, soil water electric conductivity at all depths
decreases by up to 30% before the increase associated
with thawing occurs. The thaw increase occurs
simultaneously with the increase in liquid water content
associated with the phase change of ice to water. We
suggest that the initial decrease in electric conductivity
indicates that the infiltration and refreezing of snow
meltwater has diluted the available soil solution.

5.2. Increase in solute concentration with depth

Our data show that soil solutes within the mud boil
are stratified horizontally throughout the year and that
this stratification, with highest concentrations at the
bottom of the profile, is dominant over any vertical
stratification (organic versus mud). Lundin and Johns-
son (1994) also find that σw increased with depth and
percentage of fines in Swedish agricultural soils.
Alekseev et al. (2003) and Kokelj and Burn (2003)
also find the highest concentrations in the soil profile at
the boundary between seasonally thawed soil and
permafrost. Alekseev et al. (2003) conclude that
permafrost landscapes in general accumulate solutes at
the upper boundary of the permafrost, which acts as a
geochemical barrier.

In addition to this depth stratification, we observe a
slight increase in soil electric conductivity beneath the
center of the mud boil. Depressions, as in our case the
bowl-shaped region beneath the mud boil, have even
higher concentrations of solutes. These subtle variations
in concentration might be the initiator of irregularities in
the permafrost table due to the depression of the freezing
point and thus, the precursor of certain patterned
ground, such as these non-sorted circles. Once a bowl-
shaped depression of the permafrost table exists, cell-
like circulation pattern within the active layer can be
initiated (i.e. the equilibrium model after Mackay,
1980). However, Fig. 8 shows that the depression of
the freezing point by solute exclusion from a freezing
solution with the chemistry of extracted soil water is
only sufficient to maintain less than 0.1 mL of water in
the liquid state per liter of soil solution below −10 °C,
implying that the effect of solute exclusion on the
permafrost table depth are minimal compared to those of
differences in surface cover and overlying soil thermal
properties. Differential frost heave is more likely
responsible for the formation of the mud boils as also
stated by Van Vliet-Lanoë (1991). Walker et al. (2004,
pp. 178) postulated that frost boils typical of coastal
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areas pump solutes to the surface as a result of relatively
high evaporation rates and that the salts thus deposited
inhibit vegetation growth. In contrast to these findings,
our data suggest that net accumulation of solutes occurs
at the base of the active layer, with little difference
between mud boil and adjacent vegetated regions. In
both profiles, the highest values of σw occur at depth,
whereas the lowest values are found in the upper coarser
horizon.

The increase with depth probably results from one or
both of two general processes. First, seasonal freezing
may lead to a cumulative downward migration of solutes
as a result of solute exclusion from the freezing soil
water. This downward migration is ultimately limited by
the presence of the permafrost table, which provides a
natural boundary to downward percolation. Secondly,
the fraction of finer material increases with depth at this
site providing a higher surface area susceptible for
chemical weathering.

5.3. Comparison to thermodynamically modelled freezing

The high temporal resolution of soil water electric
conductivity data derived from TDR measurements
permits qualitative identification of processes such as
dilution (melting of pure ice) or concentration in frozen
soil during snow ablation and water migration in the
thawed soil. These are in congruence with the observed
hydrologic and thermal dynamic. However, the absolute
concentration values during the frozen period are much
lower than expected if exclusion of solutes from the
freezing soil solution occurs, despite the fact that
thermodynamically modelled freezing indicates that
several salts precipitate from soil solution during freezing.
The time difference between the increase in water content
and soil water electric conductivity during thawing might
indicate kinetic delay of re-dissolution of these salt
crystals. Furthermore, some of the precipitates, like
carbonates and Ca-sulfates, may not re-dissolve com-
pletely. The higher amount of particulate inorganic carbon
found at depth of mud boil may be a direct result of
precipitation of fine carbonates combined with mechan-
ical movement of fines to the bottom of the mud boil. The
contribution of solutemovement is unlikely since it would
be against the concentration gradient.

The calculation of electric conductivity from salt
concentration and salt composition strongly depends on
ion mobility. However, values used for ui have been
determined for temperate solutions. Subfreezing tempera-
tures and changes in the viscosity of water may decrease
ion mobility and electric conductivity. Further experi-
mental investigations are needed to determine mobilities
188
of single ions and ion pairs at temperature below 0 °C.
Furthermore, water bound to clay particle and ice surfaces
may have lower solute concentrations than regions
containing solutes excluded from freezing pore water,
leading to lower overall measured salt concentration per
unit volume of soil. Ostroumov et al. (2001) found that
liquid drops on the surface of the forming ice were
probably responsible for solute transport in frozen
deposits close to the freezing front. The implication is
that excluded solutes are restricted to small, unconnected
domains within the soil that would not contribute to
measured bulk soil electric conductivity.

5.4. Implications for cryoturbation

Walker et al. (2004) hypothesize that particles and
dissolved organic material are carried downward at the
margins of frost boils by soil movement and leaching,
whereas organics accumulate in the thawed zone of the
frost boil. At the center of the mud boil, upward migration
of organics occurs. The high concentrations (N6%) of
organic carbon in our mud boil (Fig. 2) support their
hypothesis. The differences in thermal and hydrologic
regime, thawdepth, and total nitrogen, organic carbon and
total sulfur concentrations between mud and vegetated
trough profiles create a physically different environment.
This, in turn, affects the vegetation and possibly governs
the mechanical forces that create the mud boils.
Cryoturbation is the most effective process in moving
organics and (weathered) minerals upwards from the
bottom of the active layer, thus counteracting the
downward fluxes. Cryoturbation is likely to change with
a changing climate. On Svalbard, mean annual
ground surface temperature currently increases at a rate
of ∼0.4 °C per decade (Isaksen et al., 2001).

6. Conclusion

The influence ofmud boils on solutemigration is small
compared to the influence of the seasonal freeze–thaw
cycle in the presence of permafrost. The soil solution
electric conductivity increases with depth beneath a mud
boil, irrespective of lateral position, but seasonal changes
in conductivity between frozen and thawed soil are up to 5
times greater. TDR-determined bulk electric conductivity
is a useful tool, since it permits high temporal resolution
measurement of changes in soil electric conductivity, and
thus a means of investigating solute dynamics. The
deviation between TDR determined and thermodynami-
cally modelled changes in soil solution chemistry
identifies two future research goals: (i) a new model
accounting for changes in phase geometry during freezing
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and (ii) including the effects of soil surface physics in
thermodynamic models of freezing.
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Quantifying the thermal dynamics of a permafrost site
near Ny-Ålesund, Svalbard

Kurt Roth
Institute of Environmental Physics, University of Heidelberg, Heidelberg, Germany

Julia Boike1

Alfred-Wegener-Institute for Polar and Marine Research, Potsdam, Germany

Abstract. The dynamics of permafrost soils is manifest in the soil temperature which can
be measured with high accuracy and high temporal resolution. Using continuous data over
a period of 778 days from a mineral hummock field at the Bayelva site, Svalbard, we
deduce and quantify the processes which constitute the dynamics. In particular, conductive
heat flux, generation of heat from phase transitions, and migration of water vapor are
analyzed. Support for the interpretation of the data comes from high-resolution time
domain reflectometry measurements of the liquid water content.

1. Introduction

Permafrost underlies about one fifth of global land areas
[French, 1996] and hence constitutes an important terrestrial
system. Models indicate that high-latitude regions are affected
most strongly by a change of the climate, and warming has
actually been reported in several studies [Overpeck et al., 1997;
Huang et al., 2000; Serreze et al., 2000]. Quantitative under-
standing of the processes underlying the thermal and hydraulic
dynamics of permafrost soils is thus paramount to anticipate
consequences of a changing atmospheric forcing as well as to
improve the parameterization of the soil-atmosphere interac-
tion in climate models.

The major stages for the seasonal thermal dynamics of the
active layer at a permafrost site are a winter cold period when
the soil is completely frozen, a warming period when snow
melts and possibly infiltrates into the still frozen soil, a down-
ward moving thaw front during the summer thaw period, and
an isothermal plateau during the fall freeze back.

Conduction is widely accepted to be the dominant mecha-
nism of heat transfer in soils. Other nonconductive heat trans-
fer mechanisms associated with the convection of water, either
in the liquid or in the vapor phase, are possible with appropri-
ate gradients. The significance of conductive and convective
heat transfer for the thermal dynamic of permafrost and active
layer has been discussed in numerous, and often controversial,
publications. Conduction is assumed to be the dominant heat
transfer process during the winter cold period, although the
possibility of convection in frozen soil has been reported in
field and lab experiments [Parmuzina, 1978; Chen and Cham-
berlain, 1988]. When the snow cover becomes isothermal and
snowmelt starts during the warming period, the soil rapidly
warms at all depths, presumably because of the infiltration and
refreezing of snowmelt water and of migrating vapor into the
frozen soil. Most studies agree that nonconductive heat trans-

fer processes must be responsible for the rapid warming of the
soil [Putkonen, 1998; Hinkel and Outcalt, 1994]. Conversion of
latent heat is thought to be most important during the summer
when moisture evaporates from the surface and the active layer
thaws. Evaporation consumes 25–50% of the total incoming
energy at a Siberian study site [Boike et al., 1998] and 30–65%
in northern Alaska [Kane et al., 1990]. According to Outcalt et
al. [1998], evaporative cooling at the surface of the active layer
was responsible for the deviation between observed and mod-
eled soil temperatures of the active layer and upper perma-
frost. Thawing of the active layer is another important sink for
thermal energy. It consumes up to 40% of the total net radi-
ation at the Siberian site of Boike et al. [1998]. Generally, a
high percentage of the total heat flux into the ground (between
70 and 100%) is converted into latent heat [Rouse, 1984; Boike
et al., 1998].

Besides conduction of heat, transport of thermal energy by
convection of water, either in the liquid or vapor phase, has
been discussed. Hinkel et al. [1993] identified infiltration of
summer precipitation as an effective method to transfer heat to
the base of the active layer, especially in drained, organic soils.
Pore water convection during the summer thaw period, driven
by the density inversion of water, has been proposed as the
initiator for the formation of sorted circles [Krantz, 1990; Ray
et al., 1983], but Hallet [1990] argued that this process is un-
likely and that it has not been observed in finer-grained sedi-
ments typically found in patterned ground. Putkonen [1998]
calculated a Peclet number much smaller than 1 for this site
and concluded that advection of heat due to water motion is
negligible.

When net radiation decreases during the fall, the soil is
cooled to a practically isothermal condition, the so-called zero
curtain at 0�C. The large amount of latent heat which must be
removed from the profile through an almost isothermal soil
stabilizes soil temperatures at 0�C for a prolonged time. Hinkel
and Outcalt [1993, 1994] suggested that internal distillation
driven by osmotic gradients transfer heat across this isothermal
zone. In contrast, Romanovsky and Osterkamp [2000] accu-
rately predicted soil temperatures during the freeze back using
a conductive heat exchange model by including effects of un-
frozen water and therefore excluding moisture migrating as a
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transport mechanism. Putkonen [1998] estimated that the max-
imal possible vapor and latent heat flux under given soil ther-
mal properties was �2 orders of magnitude smaller than con-
ductive heat transport, hence being insignificant. The eventual
progress of the frost front is governed by the spatial heteroge-
neity of the soil [Boike et al., 1998].

Experimental identification and quantification of heat trans-
fer processes in permafrost soils is hampered by the lack of
accurate methods for measuring relevant state variables of the
system, for example the phase density of ice or water vapor,
and even more so by the lack of sufficiently accurate instru-
ments for measuring fluxes of thermal energy and of water. We
are thus left with deducing process hypotheses based on the
internal consistency of incomplete data sets. This situation is
not alleviated significantly by numerical simulations which still
suffer from incomplete representation of physical processes,
such as the separation of the water phase upon freezing of the
porous medium, and by typically inaccurate parameterizations
of material properties, such as the conductivity for liquid water
and vapor. As a consequence, detailed case studies are re-
quired to gain the type of knowledge prerequisite for assessing
the impact of a changing atmospheric forcing on permafrost
soils as well as the ensuing feedback on the atmosphere.

Apart from the relevance outlined so far, the dynamics of
permafrost soils is of inherent scientific interest because it
encompasses highly nonlinear and strongly coupled processes
which lead to a complex phenomenology. Understanding such
a system quantitatively will not only improve conceptualiza-
tions of terrestrial permafrost and its role in a dynamic envi-
ronment, it is also pertinent to discussions about the environ-
ments of other planets, for example, to recent questions about
water on Mars [Costard, 1988; Zuber et al., 1998].

In this paper we demonstrate an approach for exploring the
thermal dynamics of a continuous permafrost site using a time
series of soil temperature. Our goals are (1) to examine the soil
thermal processes using bulk thermal properties and (2) to

quantitatively examine soil heat transfer processes through the
annual cycles using high-resolution soil temperature and mois-
ture data.

2. Site Description and Measured Data
The Bayelva catchment is located �3 km west of Ny-

Ålesund, Svalbard, at (78�55�N, 11�50�E). Continuous perma-
frost in this region underlies coastal areas to depths of �100 m
and mountainous areas to depths �500 m [Liestøl, 1977]. The
North Atlantic Current warms this area to an average air
temperature �5�C in July and �13�C in January, and it pro-
vides �400 mm of annual precipitation that mostly falls as
snow between September and May [Førland et al., 1997].

Our study site is located some 30 m above mean sea level, on
top of a small hill covered with unsorted circles (Plate 1). The
bare inner part of the soil circle is �1 m in diameter and is
surrounded by vegetated borders consisting of a mixture of low
vascular plants, mosses, and lichens. We instrumented one of
these circles in August 1998 to automatically monitor hourly
temperature and half-daily liquid water content. Soil temper-
atures are recorded using thermistors calibrated at 0�C with a
precision of 0.00024�C at 0�C and an absolute error less than
�0.02�C over the temperature range �30�C. Liquid water con-
tent is calculated from time domain reflectometry (TDR) mea-
surements using the semiempirical mixing model of Roth et al.
[1990] which was augmented by including ice as the fourth
phase. The accuracy of the measurement of volumetric water
content by TDR is estimated to be between 0.02 and 0.05,
while its precision is better than 0.005. A weather station mea-
suring solar radiation, net radiation, air temperature, snow
depth, and rainfall stands within 5 m of the instrumented soil
site. Field accuracy of the net radiation measurements is esti-
mated to range between 10 and 20% of the measured value.

During installation, soil samples were taken for the analysis
of physical properties. The soil consists of silty clay with inter-

Plate 1. View of the experimental site with Bayelva river in the background. Instruments visible are, from
left to right, solar power panel, rain gauge, boxes with electronics and batteries, wind generator, weather
station, snow height sensor, and net radiation sensor.
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spersed stones. Clay content by weight increases from 20%
near the surface to 80% at 0.8 m depth with a corresponding
decrease of silt and sand content. The average soil bulk density
obtained from six samples is 1.70 � 103 kg m�3 with porosity
ranging from 0.36 to 0.5.

In this paper we are using data from temperature sensors
and TDR probes installed in the circle’s center at depths 0.065,
0.245, 0.405, 0.625, 0.765, 0.995, 1.125, and 1.250 m below the
surface (Plate 2). Hourly data collection started in September
1998. The data spans over 2 years, from September 14, 1998
(day 257), to October 31, 2000 (day 1035), which results in
measured values for �18,500 points in time. In order to reduce
the amount of data we used the linear hat filter

f��tk	 :
 �
i
�n

n

w�i	 f�tk�i	� �
i
�n

n

w�i	 w�i	 :
 1 � �i/n � , (1)

where f is the quantity to be averaged, w is the weight function,
and f� is the averaged value. For our data we chose n 
 12,
which results in a temporal resolution of 12 hours. We remark
that the final results are not affected by the order of filtering
and analysis, which will be described in section 4, since both are
linear. We thus applied the filter prior to the analysis.

Through both winters, the snow cover built up in two stages,
first to a height of �0.3 m then to �0.7 m. They differ signif-
icantly in the duration of these two stages, however. During the
first winter, the thin snow cover lasted some 50 days, and the
thick one lasted for some 130 days. During the second winter,
the lengths of the periods were reversed: almost 190 days for
the thin and only 70 days for the thick cover. Since average air
temperature and net radiation during both winters were com-
parable, the thinner snow cover caused a considerably stronger
cooling of the soil. The minimum soil temperatures at 0.5 m
depth were below �15�C.

During the first year, days 264–619, the average net radia-
tive input was �13.4 W m�2, while during the second year,
days 620–986, it was �2.4 W m�2. Mean air temperatures were
comparable for these periods: �4.4�C and �5.6�C, respec-
tively. Together with the longer duration of the snow-free
ground in the first summer this atmospheric forcing led to a
deeper and prolonged thawing of the active layer.

Soil temperatures exhibit the characteristic behavior of the
freeze-thaw cycle that has already been described for other
sites, for example, by Boike et al. [1998]. The active layer thaws
gradually during the summer, at this study site to depths be-
tween 0.9 and 1.1 m. Freeze back occurs in succinctly different
steps. First, temperatures drop to 0�C throughout the thawed
zone, around days 628 and 990, respectively, at this site, which
is often referred to as the zero curtain [Outcalt et al., 1990].
This phenomenon practically eliminates conductive heat trans-
fer because of the vanishing thermal gradient. In the second
step a wide, almost isothermal plateau with temperatures be-
tween 0 and �2�C develops, which becomes slowly eroded
from above as well as from below. The isothermal regime ends
at a cold front that encroaches from the surface at a speed that
is comparable to that of the thawing front in summer. This
front is most prominent at the onset of the second winter
between days 690 and 720. Afterward, temperatures drop rap-
idly.

As expected, liquid water content is highest near the bottom
of the thawed zone where the frozen soil and the ice form an
impermeable layer. Water contents during the second summer
are much higher than during the first one because of signifi-

cantly higher precipitation. Looking at the transition from the
thawed to the frozen state, we notice that passing the 0�C line
does not appear to noticeably affect the liquid water content.
Instead, it decreases very slowly across the isothermal sub-
freezing plateau and only drops to small values with the pass-
ing of the winter’s cold front. Liquid water exists in this profile
even with temperatures below �15�C. This has also been re-
ported for other sites [e.g., Farouki, 1981; Romanovsky and
Osterkamp, 2000].

3. Theory
Conservation of thermal energy in a one-dimensional system

may be formulated as

�

�t �chT
 �
�

� z jh � rh, (2)

where ch is heat capacity, T is temperature, z is depth, jh is
heat flux, and rh is the rate of heat production. For purely
conductive transport of heat, to which we will restrict our
analysis, the flux is described by Fourier’s law

jh � �kh

�

� z T, (3)

where kh is the bulk thermal conductivity. For the most simple
case of a stationary homogeneous soil these equations may be
combined to obtain the diffusion equation

�

�t T � dh

�2

� z2 T �
rh

ch
, (4)

where

dh �
kh

ch
(5)

is the thermal diffusivity. Analytical solutions of (4) are avail-
able for a wide range of flow geometries and boundary condi-
tions [Carslaw and Jaeger, 1990; Crank, 1975].

The diffusion equation (4) is based on the tacit assumption
that the medium considered is a single-phase system, such as a
solid, which is described in the continuum limit. The values of
the material properties ch and dh may then be calculated from
first principles. For the case of a multiphase system like a
permafrost soil, (4) is only retrieved after averaging over a
sufficiently large region [e.g., Hassanizadeh and Gray, 1979],
and the material properties become dependent on the volume
fractions of the constituting phases as well as on their geome-
try. The heat capacity is obtained easily by summing the con-
tributions of the phases, i.e.,

ch � �
k

�k�kchk, (6)

where �k, �k, and chk
are volume fraction, mass density, and

heat capacity per unit mass, respectively, of phase k. In con-
trast, the thermal diffusivity dh depends on the geometry of the
phases in a complicated way. It is often parameterized using
the model of Philip and de Vries [1957].

In this work we assume the structure of the soil to be such
that averaging the pore-scale processes will, indeed, produce a
diffusion equation for the dynamics of heat transport, and we
will consider the material properties ch and dh as bulk prop-
erties.
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Plate 2. (top) Measured meteorological variables, (middle) soil temperature T( z , t), and (bottom) volu-
metric water content �w

liq( z, t) after averaging over �12 hours with the linear hat filter (1). Rainfall data are
only available after day 578. Contour lines of soil temperature are drawn with increments of 2�C (solid line)
and 0.2�C (dashed line), respectively, around 0�C (black-and-white-dashed lines). These lines are repeated in
the plots of �w

liq and all subsequent contour plots to facilitate cross-referencing. Time is given in Julian days
starting January 1, 1998, as well as by month and year. Open areas indicate missing data, and horizontal black
lines indicate the positions of the probes.
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For the case of negligible heat production, rh 
 0, the
solution of (4) in a semi-infinite medium with initial tempera-
ture T 
 0 and surface temperature T(0, t) is given by the
convolution integral (see Carslaw and Jaeger [1990, chapter II,
section 2.5] or Jury and Roth [1990, equation (2.51)])

T� z, t	 � �
0

t

T�0, �	 fT�t � � , z	 d� (7)

with the kernel (transfer function)

fT�t, z	 �
z

2��dht3
1/ 2 exp ��
z2

4dht
� . (8)

Under the premises of a medium with uniform thermal prop-
erties and of a purely conductive heat transport with negligible
heat production, (8) allows us to project temperatures mea-
sured at the soil surface to any depth.

Obviously, the thermal dynamics of permafrost soils cannot
be understood from conductive heat transport alone. Further
dominating processes are the transitions of water between the
solid, liquid, and vapor phase and the convective transport of
heat either in the liquid or in the vapor phase. In (2) all the
heat-producing processes are lumped into rh. To quantify
them from temperature measurements, we integrate (2) over
the small element [ zi, zi�1] � [t j, t j�1], which will eventually
be determined by the spatial and temporal discretization of the
data. Assuming ch and dh are constant, we obtain with (3) and (5)

�
t j

t j�1 �
zi

zi�1

rh� z, t	 dz dt � ch� �
zi

zi�1

T� z, t j�1	 � T� z , t j	 dz

� dh �
t j

t j�1

T�� zi�1, t	 � T�� zi, t	 dt� , (9)

where T� denotes the derivative of T with respect to z . This
integral may be evaluated approximately from measured tem-
perature data using the trapezoidal rule for integration and
central finite differences for the derivative. It represents the
heat produced in the depth interval [ zi, zi�1] during the time
interval [t j, t j�1]. We notice that ch and dh affect the esti-
mated heat production rate in different ways in that ch is a
multiplication factor, while dh determines the relative weights
of temperature changes and heat fluxes. Uncertainties in the
value of ch thus only translate into an uncertain magnitude of
rh( z, t), while uncertainties of dh may change its entire form.

4. Analysis
In this section we first look at the soil freezing characteristic,

which is of utmost importance for understanding the dynamics
of freezing soils. Then, postulating uniform thermal properties
for the soil, we estimate values for the constant parameters ch

and dh. The value for ch is obtained from (6), the one for dh

is obtained from fitting projections of measured surface tem-
peratures to temperatures measured at the corresponding
depths. We verify a posteriori that the assumption of uniform
thermal properties is justified for this site. Finally, the estimated
values are used together with the high-resolution temperature
measurements to calculate the rate of heat production. Relating
the heat production to corresponding changes in liquid water
content and, in turn, comparing them with the high-resolution
TDR data allows for an independent verification.

4.1. Soil Freezing Characteristic

In a pure liquid, phase change occurs at a well-defined tem-
perature. In contrast, a mixture of soil and water typically
shows a rather smooth transition which is described by the soil
freezing characteristic �w

liq(T) [Yershov, 1998]. Figure 1 shows
the empirical soil freezing characteristic for the Bayelva site at
a 0.245-m depth. For temperatures below �0.5�C, �w

liq(T) is a
rather well-defined function, and, as a consequence, liquid
water content may be expressed in terms of temperature. For
T between �0.5 and 0�C, �w

liq does not only depend on T but
also on the total water content. This may be understood as
resulting from thermodynamic nonequilibrium which becomes
stronger with increasing liquid water content because it takes
more time to move the correspondingly larger amounts of
latent heat. The data at other depths exhibit the same quali-
tative behavior with small vertical offsets.

It is worth noting that the measurements indicate a volume
fraction of �0.05 for liquid water at �15�C, which is compa-
rable to the accuracy of the data. However, we recall the high
clay content at this site and the fact that such high unfrozen
water contents are generally encountered in fine-textured soils
[Farouki, 1981] as well as in other porous materials [Morishige
and Kawano, 1999]. In any case, for the present analysis a
constant offset of the measurements, as it would most probably
arise from using an inaccurate mixing model for inverting the
TDR data, is immaterial since only differences of water con-
tents are used.

4.2. Bulk Thermal Properties

On the basis of measured soil properties we estimate volume
fractions {�s, �w, � i} 
 {0.6, 0.05, 0.3} for a frozen soil.
Together with densities {�s, �w, � i} 
 {2.65, 1.0, 0.91} �
103 kg m�3 and specific heat capacities {chs

, chw
, chi

} 


Figure 1. Empirical soil freezing characteristic obtained
from plotting measured values of liquid water content versus
temperature for the probes at 0.245 m depth. The axes on the
right indicate the latent heat associated with the change of �w

liq

if the excess water freezes (Hsl) or if it evaporates (Hsv).
Notice that the origin of these axes is irrelevant, only differ-
ences matter.
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{0.733, 4.22, 2.11} � 103 J kg�1 K�1 we obtain with (6) the
estimate ch

frozen 
 2.0 � 106 J m�3 K�1 for the bulk volumetric
heat capacity of the frozen soil. For the thawed soil with {�s,
�w, � i} 
 {0.6, 0.3, 0.0} we similarly obtain ch

thawed 
 2.4 �
106 J m�3 K�1. In these calculations, we neglected the contri-
bution of soil air because of its very low mass density. Here-
inafter we will use the average value ch 
 (2.2 � 0.2) � 106

J m�3 K�1.
As shown by (7) and (8), for pure heat conduction the

temperature at depth z depends only on the temperature his-
tory of the soil surface and on the thermal diffusivity dh. To
estimate dh, we choose a time interval during which noncon-
ductive processes are presumably negligible. The surface soil
temperature is approximated by the values measured by the
topmost probe at a depth of 0.065 m. (Notice that because of
snow cover and boundary effects this is a much better choice

than the air temperature recorded at a 2-m height at the
weather station.) The value of dh is then adjusted such that the
temperature projected to a depth of 1.25 m, the location of the
deepest probe, is in optimal agreement with the actual mea-
surements (Figure 2). To do this, we can adjust two parame-
ters: the thermal diffusivity dh and a constant temperature
shift. The constant shift accounts for the initial condition that
is different from T 
 0�C and for nonconductive processes in
the time between t 
 0, the start of the measurements, and the
time when the profile was completely frozen. We chose a time
with a sufficiently low temperature as a matching point (dia-
mond in Figure 4). As is apparent from the graph, the value of
the essential free parameter dh is not sensitive to the choice of
this point as long as the temperature is sufficiently low. It could
have been chosen anywhere between t 
 400 days and t 

500 days. Setting dh 
 8 � 10�7 m2 s�1 gives an excellent
agreement for the time interval where temperatures are sig-
nificantly below 0�C and most of the soil water is frozen. This
compares favorably with values calculated by Yershov [1998, p.
284] which for frozen silty clay loess are in the range 5.5 �
10�7–8 � 10�7 m2 s�1.

Obviously, this method cannot be used to project tempera-
tures across a thawing or freezing front. Consequently, values
calculated for the thawed period deviate considerably from the
measurements. It is interesting, however, that the same pro-
jection without any further adjustments is able to describe
reasonably well the temperatures for the following frozen pe-
riod, as is shown in the top graph of Figure 4.

Estimating dh for the nonfrozen soil is impaired (1) by the
short time intervals and shallow depths where the soil is actu-
ally thawed and (2) by the heat consumed by evaporation from
the soil surface. However, at least for short periods, the value
dh 
 8 � 10�7 m2 s�1 again leads to excellent agreement
between projected and measured temperatures. This is illus-
trated in Plate 3, which displays the difference between mea-
sured and projected temperatures for the entire soil profile
during periods where heat conduction is the dominating pro-
cess. Apparently, effective heat conduction at this site may be
described by a constant thermal diffusivity, at least for periods
and regions without strong phase transitions. This gives a pos-
teriori justification to our initial assumption of a uniform me-
dium. Although we cannot say anything about bulk thermal
parameters when the transitions between phases dominate the
thermal regime, we presume that the value of dh is not affected
significantly. Thus we will hereinafter use dh 
 8 � 10�7 m2

s�1 and roughly estimate its uncertainty from Figure 4 as 20%.
Figure 3 shows the kernel (8) for dh 
 8 � 10�7 m2 s�1.

It illustrates that fluctuations of the surface temperature can
travel rapidly through the soil: The maximum value of fT at
0.6 m depth is reached after �1 day, and at 1.2 m it is reached
after merely 3.5 days. On the other hand, the time over which
the surface forcing is integrated increases rapidly with depth,
as is apparent from the very long tail.

4.3. Conductive Heat Flux

The mean value theorem applied to (3) for the conductive
heat flux through some depth zi�1/ 2 with zi � zi�1/ 2 � zi�1

yields

jh�t, zi�1/ 2	 � �kh

T�t, zi�1	 � T�t, zi	

zi�1 � zi
. (10)

Choosing zi�1/ 2 
 [ zi � zi�1]/ 2, this becomes the tradi-
tional finite difference approximation (Plate 4). The value of

Figure 2. Measured temperatures at depths of 0.065 m
(dashed line) and 1.25 m (thick solid line) together with pro-
jections of 0.065 m temperature to 1.25 m depth (thin solid
line) using (7) and (8) with dh 
 8 � 10�7 m2 s�1. The
dashed-dotted lines are projections with dh changed by �20%.
Projected temperatures are matched to a measurement at the
time indicated by the diamond. The top graph shows the entire
data set; the bottom graph is the enlarged section outlined in
the top graph.
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kh 
 chdh is obtained from the estimates of ch and dh as 1.7
W m�1 K�1 with a relative error of 30%. This again compares
favorably with the results of Yershov [1998], who gives values of
1.2–1.6 W m�1 K�1 for a frozen silty clay loess. Compared with
the uncertainty of kh, the errors of the temperature measure-
ments and their locations are negligible. We notice that the
uncertainty of kh affects the magnitude of the estimate of jh

but not its form. In contrast, the choice zi�1/ 2 
 [ zi �
zi�1]/ 2 does not affect the magnitude, but it leads to a local
distortion of the form in that the position where (10) applies in
reality shifts between zi and zi�1 depending on the magnitude
and direction of jh.

4.4. Production of Latent Heat

We define the mean production of latent heat in the element
[ zi, zi�1] � [t j, t j�1], where zi and zi�1 are the depths of
adjacent temperature probes and t j and t j�1 are successive
measurement times, by

r�hi
j �

1
�t j�1 � t j
� zi�1 � zi
 �

t j

t j�1 �
zi

zi�1

rh� z, t	 dz dt . (11)

The integral is estimated using (9) with the spatial derivative
T� approximated by finite differences. The value of r�hi

j is as-
signed to the center of the element. Estimating r�h for the depth
interval [ zi, zi�1] thus requires temperature measurements at
the four depths of zi�1, zi, zi�1, and zi�2. Plate 5 shows r�h for
two choices of the parameters ch and dh, namely for the upper
and lower limits of their respective uncertainty band. To facil-
itate the later discussion, r�h is also expressed as the equivalent
rate r�w of water undergoing phase change, which we define as

r�w
	
 :


r�h

L	


, (12)

where L	
 is the enthalpy of the transition from phase 	 to
phase 
. Values used are Lsl 
 0.333 MJ kg�1, Llv 
 2.45
MJ kg�1, and Lsv 
 2.78 MJ kg�1, where s, l, and v stands
for solid, liquid, and vapor, respectively.

4.5. Importance of Latent Heat and Conduction

We consider stationary solutions of (2) in a uniform soil
layer with constant rh for the case where the boundaries are

maintained at the same constant temperature. With the layer
extending between ��/2 and ��/2, where � is a characteristic
length, we obtain jh( z) 
 rhz , where we have set the integra-
tion constant to 0. For a stationary situation the heat flux thus
varies proportionally to rh in each uniform layer. On this basis
we define the dimensionless number R :
 rh�/jh. We recog-
nize that R is the ratio between the change of heat flux over the
distance � resulting from rh and the total conductive heat flux.
Hence we use R as a measure for the relative contributions of
latent heat and conductive flux to the thermal dynamics. Plate
6 shows the estimate

Ri
j :


r�hi
j �

�j hi
j , (13)

where r�h is defined in (11); � is taken from Figure 8 as 0.4 m,
the typical width of the layer where latent heat is consumed in
the cold period; and �j hi

j is the average heat flux over the time
interval [t j, t j�1].

5. Discussion
The thermal and the hydraulic dynamics of a permafrost

soil’s active layer are strongly coupled and run through char-
acteristically different stages during the annual freeze-thaw
cycle. The aim of the following discussion is (1) to decipher and
to quantify the contributing processes from temperature mea-
surements and (2) to corroborate the findings with measure-
ments of the liquid water content.

At this site we may distinguish four periods in the phenom-
enology of the thermal dynamics: (1) the “cold period” be-
tween the cold front and the transition to positive (incoming)
heat fluxes, which approximately coincides with the onset of
snow melt, (2) the “warming period” between the transition to
positive heat fluxes and the thawing front, (3) the “thawed
period” between the thawing front and the zero curtain, and
(4) the “isothermal plateau” between the zero curtain and the
cold front. Each has its characteristic dynamics which has al-
ready been described by others in a qualitative manner [e.g.,
Hinkel and Outcalt, 1994, 1995; Putkonen, 1998]. In sections
5.1–5.5 we consider these periods individually and quantify the
relevant processes. As the basis we use Plate 2 for measured
temperatures and liquid water contents, Plate 4 for the con-
ductive heat flux and for the thermal gradient which is propor-
tional to the flux, and Plate 5 for the production of heat.

5.1. Cold Period

The two cold periods covered by the data are roughly be-
tween days 340 and 500 and between days 700 and 880. During
much of the first cold period the ground was covered by a thick
layer of snow, which greatly reduced the heat exchange with
the atmosphere. Thus cooling of the soil profile was rather
moderate despite low air temperatures. Conductive heat fluxes
in the measuring region during this period ranged between 0
and �6 W m�2 with a mean of �2.6 W m�2. During most of
the second cold period, snow cover was thin, and cooling of the
soil profile was hence quite strong with heat fluxes exceeding
�20 W m�2 at an average of �5.5 W m�2.

As a consequence of the soil freezing characteristic, cooling
of the profile requires the reduction of the liquid water con-
tent. The excess water may either freeze, or it may evaporate
and migrate toward cooler regions where it condenses or
freezes out. Freezing of liquid water releases latent heat and

Figure 3. Transfer function fT( z , t), the normalized re-
sponse of soil temperature to a narrow impulse perturbation at
the surface, defined in (8) for dh 
 8 � 10�7 m2 s�1. The two
dashed lines represent cuts of fT( z, t) for depths of 0.6 and
1.2 m.
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hence counteracts cooling, whereas evaporation consumes la-
tent heat and furthers cooling. The relative weight of the two
processes depends on thermal diffusivity, the effective diffu-
sion coefficient of water vapor, and the temperature gradient.

Looking at r�h, we find strong consumption of heat at inter-
mediate depths between 0.5 and 1 m and production above and
below this zone. This is more pronounced in the second, colder
period. Apparently, evaporation of excess water dominates at
intermediate depths. The vapor diffuses toward the cooler
layers above, supposedly also into the snow cover, where the
latent heat is deposited. Inspection of the data shows that
between days 340 and 480, �w

liq decreased by �0.03, corre-
sponding to 30 kg m�3. To evaporate this mass, some 73 MJ of
heat are required per cubic meter of soil. For the 140 days this
leads to an average power density of some �6 W m�3. For the
second period, �w

liq decreased by �0.04 between days 720 and
810, which leads to an average power density during this time
interval of about �13 W m�3. These numbers agree reason-
ably well with the calculations shown in Plate 5. The analysis
was corroborated qualitatively by observations during a spring
field trip which revealed a thick layer of depth hoar, large,
beautiful snow crystals, at the bottom of the snow. This is
interpreted as an indication of vapor migration into the snow.
Direct measurements of vapor flux out of the ground have
been reported for other sites [e.g., Santeford, 1978; Woo, 1982].

While we can at least estimate an upper limit for the amount
of water evaporating from depths between 0.5 and 1 m from
the TDR measurements and thereby corroborate the calcula-
tion of r�h, this is not possible for the amount of condensing and
freezing water vapor since it does not manifest itself in a
change of the liquid water content. Still, we may estimate a
lower bound for the amount of water transferred to the depth
interval of 0.32–0.45 m between days 700 and 800 from r�h.
Inspection of the data yields r�h 
 4.7 � 1.6 W m�3 for this
interval, where the uncertainty stems from the parameters ch

and dh. This corresponds to the freezing of 15 � 5 kg of water
per cubic meter of soil during these 100 days.

The nature of the heat production at depths below 1 m
during the cold period is less obvious. We interpret this as
resulting from freezing or condensing water in the absence of
appreciable vapor migration and hence of negligible evapora-
tion. We suggest one reason for this is that during the thawed
period, liquid water content at this site is maximal at depths
between 0.8 and 1 m. Compared with the shallower depths with
lower water contents, this region may thus be expected to
become less permeable for water vapor upon freezing. Support
for this interpretation comes again from field observations.
During the instrumentation of the site, a massive ice-rich layer
without apparent pores was actually identified below �1 m.
Accumulation of ice at the base of the active layer, i.e., at the
top of permafrost, has been quantified and reported from field
and laboratory experiments by others [e.g., Yershov, 1998; So-
lomatin and Xu, 1994].

As would be expected, the production of heat, which de-
pends strongly on migration and condensation of water vapor,
is modulated by fluctuations of the surface temperature. We
noticed earlier that such fluctuations can penetrate the entire
soil profile in a rather short time. Prolonged warmer periods,
for instance, between days 430 and 440 or between days 805
and 815, reduce or even invert the thermal gradient and thus
reduce the condensation rate. This is reflected in a strong
decrease of the heat consumption in the source regions of
water vapor at intermediate depth and in a corresponding

reduction of heat production in the drain regions above, as
becomes particularly evident at later times of the cold period.

With temperatures still very low but rising after days 470 and
825, respectively, the processes discussed so far are reversed.
From the surface, a temperature increase is forced, which
releases frozen water according to the soil freezing character-
istic and also increases the vapor content of the soil air. Melt-
ing and evaporation consumes heat, which counteracts the
temperature increase. This heat is transported by the water
vapor to deeper layers which are slightly cooler. Condensation
and freezing, again in accordance with the soil freezing char-
acteristic, releases this heat and warms the layers. As a conse-
quence of this feedback, a uniform temperature profile devel-
ops, and the soil becomes warmer as a whole. The conductive
heat flux, which is quite variable and changes its sign several
times with depth, corroborates our interpretation. Apparently,
this process reaches only down to �1 m as is indicated by r�h

and by inspection of the temperature data, which show the
warming of the profile below 1 m to lag behind that of the
layers above. The less permeable soil layer suggested above
would also explain this result.

We notice that our findings of the dynamics of the frozen
active layer contrasts those of other sites for which it was
stipulated that upon closing of the zero curtain, internal dis-
tillation and water advection cease for the rest of the winter
[Hinkel and Outcalt, 1994; Romanovsky and Osterkamp, 2000].

5.2. Warming Period

With average daily air temperatures above 0�C after days
498 and 872, respectively, the conductive heat flux turned pos-
itive throughout the observed soil profile. It remained rather
weak during the warming period, however, with a mean of 4.4
W m�2 at an average net radiation of 16.5 W m�2 for the
interval between days 500 and 530. The corresponding num-
bers for the interval between days 880 and 915 are 5.7 W m�2

for the average conductive heat flux and 26.6 W m�2 for the
average net radiation. The large difference between these
fluxes reflects the heat consumed by the melting of the snow
cover.

The onset of the first warming period is characterized by a
rapid increase of the air temperature from �14�C to �1�C
within 48 hours. The topmost temperature probe responded
with an increase from �7�C to �3�C within 5 days. According
to the soil freezing characteristic, this warming increases �w

liq by
�0.015, which is confirmed by the TDR measurements, and
consumes �5 MJ m�3 soil corresponding to r�h � �11 W m�3.
However, instead of a consumption we find a release with r�h of
the order of �20 W m�3 down to a depth of 0.9 m. This is
explained by the dynamics of the snow cover. Temperature
measurements, which are not reported here, show that it
warmed between days 491 and 495 and was isothermal between
days 495 and 500. This may even have generated some melt-
water that could rapidly infiltrate the soil through cracks. In
any case, the greatly increased temperature enforced a down-
ward vapor flux toward the colder layers. While we cannot
estimate the relative weight of these two processes, we can
calculate the mass of water required for each of them to re-
produce the observation that r�h is some 30 W m�3 larger than
expected without movement of water. For the 5-day period
between days 498 and 503 the freezing of some 38 kg of water
per cubic meter of soil would be required if infiltrating melt-
water was the only cause. Conversely, if we assume only vapor
movement, some 4.5 kg m�3 would suffice. This corresponds to
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Plate 3. Difference between measured and projected temperatures for periods with dominating heat con-
duction. Projection is from a depth of 0.065 m using (7) and (8) with dh 
 8 � 10�7 m2 s�1. Along the
vertical patterned lines, measured and projected temperatures were matched. Open areas indicate time
intervals where projection is not permissible because of a strong influence of phase transitions. Measured
temperatures in the shallowest probe at 0.065 m (dashed line) and of the deepest probe at 1.25 m (solid line)
are shown in the top frame.

Plate 4. Conductive heat flux estimated from the centered finite difference approximation of (3). Black
contour lines are for temperature and the red contour is jh 
 0. Horizontal lines indicate the depths for which
jh was estimated, and open areas correspond to missing data. Notice the logarithmic scale.
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Plate 5. Production of latent heat estimated from (9) for (a) lower and (b) upper bounds of ch and dh.
Horizontal black lines indicate the depth of temperature probes. As an aid for interpretation, color bars are
given for r�h as well as for equivalent rates of water in a solid to liquid (r�w

sl) and a liquid to vapor (r�w
lv) phase

change.

Plate 6. Dimensionless ratio between contributions to thermal dynamics originating from production of
latent heat and from heat conduction.
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an increase of the volumetric ice content by �0.042 and 0.005,
respectively. Both extremes could easily be generated by the
melting snow cover. We comment that infiltrating snowmelt
water has been observed in many field studies and that the
corresponding warming of soil down to greater depths has
been attributed to refreezing meltwater [e.g., Thunholm et al.,
1989; Woo and Marsh, 1990; Marsh and Woo, 1993]. Hinkel and
Outcalt [1994] also postulate that rapid warming of soil is
caused by meltwater and downward migration of vapor.

By day 505, average daily air temperature returned to �0�C
for some 25 days, presumably stabilized by the thawing of the
snow cover. The concurrent warming of the soil thus reduced
the thermal gradient and with it the vapor flux. The advancing
thawing front finally pushed the source region for the water
vapor deeper into the soil with the drain region bounded by the
less permeable layer at 0.9 m depth.

Below 0.9 m the heat consumed by the melting of water
required by the soil freezing characteristic is not compensated
by condensing vapor. Inspection of the data shows that during
the period between days 500 and 550, �w

liq increases by 0.025,
which leads to the estimate r�h � 2 W m�3. The average value
calculated for this time interval and for z � 1 m is 2.5 � 1.1
W m�3, which is in excellent agreement with the measure-
ments.

The dynamics during the second warming period is qualita-
tively identical to the first one and is not discussed any further
here.

5.3. Thawed Period

The thawing front which starts this period is a macroscopic
phase boundary between the partly frozen and the completely
thawed soil. We distinguish it from the microscopic phase
boundaries, which exist in the partly frozen zone, because the
latent heat associated with the transition T º T � �T is much
larger for T 
 0�C than for subzero temperatures (Figure 1).
As a consequence, the macroscopic phase boundary stabilizes
the temperature against much larger heat fluxes, and thereby
behaves more like a classical sharp phase boundary, than is the
case for its microscopic counterpart.

As expected, we find the highest heat consumption rates in
the rather narrow thawing front. Inspection of the data yields
for the first thawing front, which we define as the region with
�0.6 � T [�C] � 0 between days 530 and 570, an average
power density of �40 � 13 W m�3. The corresponding value
for the second thawing front between days 910 and 960 is
�32 � 10 W m�3. The consumption of heat in the thawing
front reflects the net effect of three processes: (1) the thawing
of the remaining frozen water, (2) the evaporation of water
vapor which migrates to layers below the thawing front, and (3)
the condensation of water vapor migrating downward from the
warmer, already thawed soil above. The first two processes
consume heat, whereas the third one produces heat. From the
data available here it is not possible to reliably calculate the
amounts of water involved in each of the processes.

We now consider the situation at depths greater than �1 m.
As already suggested in section 5.1, the migration of water
vapor at these depths is severely impeded. On the basis of this
premise we calculate the change of �w

liq from r�h. Inspection of
the data yields for the period between days 570 and 620 an
average power density of �7.7 � 2.5 W m�3. Using (12), we
calculate from this an increase of 0.10 � 0.03 for �w

liq during
this time. The TDR measurements actually show an increase of
0.10.

Turning to the actually thawed region, we find a strong
production of heat for depths below �0.4 m. The only process
to generate it is the condensation of water vapor that origi-
nated at shallower, warmer depths and migrated toward the
colder layers. The data give 18 � 5.5 kg m�2 for the amount of
water that is transferred in this process. The measurements of
�w

liq support this interpretation if we make the reasonable as-
sumption that after condensation the water flowed to the base
of the thawed zone, where it accumulated. This downward
migration of moisture is also supported by the TDR data.

We notice that during the thawed period a large portion of
the net radiation, 25–70%, is consumed for evaporating water
from the soil surface [Ohmura, 1982; Rouse et al., 1977; Boike
et al., 1998]. This loss of water from the surface layer is com-
pensated by rainfall and by the capillary rise of liquid water
from greater depths. Inspection of the TDR data reveals that
at our site the source region for the capillary rise reaches to a
depth of only �0.3 m. In a shallow zone we thus find water
fluxes to be strongly transient, upward and downward, driven
by atmospheric forcing. At greater depths, water flux is always
downward: vapor migration toward lower temperatures and
liquid migration in the gravity field.

The two thawed periods covered by the data are qualitatively
similar. Quantitative differences resulted from the weather
patterns, for instance, when a cold episode in the second pe-
riod interrupted and delayed the thawing front for a few days.
We notice that, again, as during the cold period, fluctuations of
the air temperature rapidly propagate through the completely
thawed zone and are stopped only by the thawing front which
constitutes a macroscopic phase boundary. Temperatures in
the thawed zone thus follow the air temperatures as described
by (7).

With air temperatures decreasing, the thawed zone cools
and eventually reaches 0�C. Freezing sets in and the dynamics
becomes controlled by other processes.

5.4. Isothermal Plateau

The closing of the zero curtain may be interpreted as the
rapid movement of the macroscopic phase boundary from the
bottom of the completely thawed region to the soil surface.
Compared with the reverse movement, i.e., the penetration of
the thawing front, this is a fast phenomenon because only a
small fraction of the water is involved in the associated phase
change. With further cooling of the soil surface the macro-
scopic phase boundary advances into the soil as a cold front.

The macroscopic phase boundary prevents temperature
fluctuations from the surface to reach greater depths. As a
consequence, temperatures stay near 0�C, and conductive heat
fluxes are very small. For instance, the average of jh in the
region where �0.2 � T [�C] � 0 is only �0.6 W m�2. While
conductive processes are thus practically negligible, the pro-
duction of heat from the freezing of water is not. For the
interval between the depths of 0.31 and 1.03 m and the tem-
peratures �0.2� � T � 0� (�C), inspection of the data shows
a decrease of the liquid water by 48 kg m�2 and for tempera-
tures �2� � T � �0.2� (�C) a decrease by 124 kg m�2.
Calculating the same quantities from r�h, we obtain 24 � 7 and
126 � 38 kg m�2, respectively. The significant difference for
the first interval may be easily explained by water vapor that
leaves the considered region. Indeed, after the discussion in
section 5.3 we expect that part of the heat produced by freezing
is immediately consumed by evaporating water. This vapor
migrates toward colder zones where the heat is released again.
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As Plate 5 shows, between days 630 and 670 a large part of the
cold front is beyond the region where we can calculate r�h, and
we expect a significant loss of water vapor. Taking this into
account, we find excellent agreement between measurements
and calculations.

5.5. Why Does This Analysis Work?

The discussions in sections 5.1–5.4 emphasized the impor-
tance of latent heat production in all four periods. At first this
appears to contradict the finding that temperatures at greater
depths can be projected from measured surface temperatures
assuming pure heat conduction (Plate 3). In order to resolve
this we consider a homogeneous soil at T � 0�C and negligible
movement of water.

We calculate the effective heat capacity from the energy �E
required to change the temperature of a unit volume by an
infinitesimal value �T. This is

�E�T	 � �T� ch �
d�w

liq�T	

dT �wLsl� , (14)

where the first term in brackets comes from the energy re-
quired for changing the temperature of the material, with ch

being the heat capacity defined in (6), and the second term
comes from the energy consumed in the phase change. We
neglect the small amount of energy associated with the corre-
sponding change of the vapor content. The effective heat ca-
pacity thus becomes

ch
eff�T	 :


�E�T	

�T � ch �
d�w

liq�T	

dT �wLsl. (15)

In the next step we calculate the production rate of latent heat
associated with the rate of change of temperature. Using the
chain rule of differentiation on the soil freezing characteristic,
which we write as �w

liq(T( z, t)), we obtain

rh �
d�w

liq�T	

dT
�T
�t �wLsl. (16)

We now formulate the dynamics of the effective heat conduc-
tion in analogy to (2) as

�

�t �ch
eff�T	T
 �

�

� z jh � rh, (17)

we insert (15) and (16) and obtain, after some transformations
using the product rule on ch

eff(T)T and, again, the chain rule,

�

�t �ch
eff�T	T
 �

�

� z jh � rh

� ch

�

�t T� 1 � T
�wLsl

ch

d2�w
liq�T	

dT2 � �
�

� z jh � 0. (18)

The second term in the brackets results from the rate of change
along the soil freezing characteristic with time. As can be seen
from Figure 1, for sufficiently low temperatures the curvature
of �w

liq(T) becomes very small. For our site the second term can
actually be shown to be much smaller than 1 below about
�2�C. Neglecting it, we recover

�

�t �chT
 �
�

� z jh � 0, (19)

which is the basis of (7) and (8). We thus find that for a
homogeneous soil at sufficiently low temperatures and with
negligible water fluxes, (19) gives an approximately correct
description of the thermal dynamics even when production of
latent heat is significant. This explains the success of the pro-
jections (7) and (8).

Finally, the apparent homogeneity with respect to effective
thermal processes warrants some comments since, after all, this
site is a classic example of patterned ground. We recall that the
profile analyzed here is at the center of a mineral hummock
and is thus much more uniform than one at the fringe where
rather thick pockets of organic material are encountered. The
very fine texture of the material adds to the homogeneity since
total water content is roughly constant. Thermal capacity thus
does not vary much over the year and through the profile,
which may be seen from a short sensitivity analysis of (6). The
case is not so simple with effective thermal diffusivity, as was
mentioned in section 4.2. Avoiding speculations on its spatial
and temporal variability, which are notoriously difficult to ver-
ify anyway, we base the assumption of a constant value of dh on
the success of projecting surface temperatures to deeper layers
(Figure 2 and Plate 3). For cold periods the extent of agree-
ment between measured and projected temperatures at all
depths leaves little room for a possible variation of dh. This is
also true for the thawed periods, although to a lesser degree
because the duration of the time series is much shorter. For
periods with very strong phase changes the constant value of
dh is but a suggestion which we currently cannot check. This
uncertainty obviously also extends to production rates of heat
that are calculated using the constant value of dh.

6. Summary and Conclusions
The thermal and hydraulic dynamics of a permafrost site was

monitored over a period of 778 days in a depth interval be-
tween 0.06 and 1.25 m. We found it useful to separate the
observed phenomenology into four sections: the cold period,
the warming period, the thawed period, and the isothermal
plateau.

We found that at this site, bulk thermal properties, in par-
ticular, heat capacity and thermal diffusivity, do not vary
strongly, neither in time nor with depth. Also, the soil freezing
characteristic was found to be invariant through the two
freeze-thaw cycles observed so far.

We showed theoretically, in (14)–(19), that the effective
thermal dynamics including phase transitions may be approx-
imated by pure heat conduction, with the thermal properties
assigned their bulk values, if (1) the mass movement of water
is negligible and (2) temperatures are such that the curvature
of the soil freezing characteristic is sufficiently small. The va-
lidity of this approximation was demonstrated by the successful
prediction of the temperature in the entire soil profile from
projections of measured near-surface temperatures. We con-
cluded from this that the thermal properties at this site are
approximately constant. Obviously, such a projection yields
grossly wrong results when a macroscopic phase boundary lies
between the measuring depth and the projection depth. We
found, however, that reasonable prediction is possible even
across time intervals during which such a boundary existed. In
particular, temperatures fitted at some time during the first
winter could be projected, using the forcing at the surface, to
the next winter without any further adjustments.

Measurements of the soil temperature, together with the
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constant bulk thermal parameters determined previously, en-
abled us to calculate conductive heat fluxes and heat produc-
tion rates with high precision and high temporal resolution.
From these calculations we could deduce and quantify the
details of the thermal and hydraulic dynamics at this site.
Independent quantitative verification was possible through
measured liquid water contents. We remark that a crucial
prerequisite for our analysis is a profile of calibrated temper-
ature sensors with a high accuracy since unbiased estimates of
spatial derivatives up to order 2 are required. Once such a
measurement chain is established, it provides a very sensitive
instrument for reliably detecting heat fluxes and releases of
latent heat in the active layer of a permafrost soil.

We found that the production of latent heat and the asso-
ciated migration of water vapor is an important agent in the
thermal dynamics at this site for all four periods and that it is
the dominating process in the isothermal plateau since heat
conduction is practically negligible there. We further deduced
from the measurements that practically unimpeded vapor mi-
gration is possible down to some 0.9 m. Below that depth,
vapor migration was found to be severely restricted by a mas-
sive ice-rich layer. Although the amounts of water involved in
the migration of latent heat were generally rather small, the
large value of the enthalpy of evaporation, which is larger than
that of melting by a factor of 7.4, makes vapor an efficient
means for the transport of thermal energy.
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Short Communication

Mapping of Periglacial Geomorphology using Kite/Balloon Aerial
Photography

Julia Boike* and Kenji Yoshikawa

Water and Environmental Research Center, Institute for Northern Engineering, University of Alaska, Fairbanks, USA

ABSTRACT

Kite and balloon aerial photography is introduced as a remote-sensing method for periglacial features
and vegetation. High-resolution aerial pictures obtained by this method from Alaskan study sites are
used for geometric analysis of ice-wedge networks, quantification of patterned ground, and mapping
of water and vegetation. High-resolution aerial photographs could be an important data set for
monitoring changes in permafrost pattern, periglacial processes and vegetation over time and space.
Copyright  2003 John Wiley & Sons, Ltd.

KEY WORDS: kite/balloon aerial photography; periglacial geomorphology; mapping patterned ground

INTRODUCTION

Kite and balloon aerial photography (KAP/BAP)
is a well-known remote sensing method and has
been used for scientific surveys, meteorological
observations and military surveillance for centuries.
With new, light-weight cameras, this method of
obtaining remotely- sensed pictures is a lower cost
alternative compared to pictures taken from airplanes
or helicopters. KAP has been successfully used for
mapping old forest on Axel-Heiberg Island (Bigas,
1997), and stereo observations of Antarctic penguins
(Becot, 1998). Our interest is the mapping of snow,
ice and periglacial landforms, typically of remote
areas in the Arctic, where use of helicopters or
planes is expensive and logistically cumbersome.
We employed heavy duty weather balloons filled
with helium (which is readily available) around
Fairbanks and Ny-Ålesund, Svalbard. KAP was
tested at Ellesworth Mountain, Antarctica; Svalbard,
western Greenland and northern Japan; and at various

* Correspondence to: Dr J. Boike, Water and Environmental
Research Center, Institute for Northern Engineering, University
of Alaska, Fairbanks, 306 Tanana Drive, 99775-5860, USA.
E-mail: ffjb2@uaf.edu

sites in Alaska. In the following, we demonstrate the
use of kite and BAP with examples from Alaskan
study sites.

EQUIPMENT

Platform

The basic equipment consists of a kite, line and
spool, camera suspension and camera. Payload
typically totals about 0.5 to 2 kg. The wind condition
determines the size of the kite. Large rigid kites are
flown in lighter wind conditions and soft parafoil kites
in stronger winds. The kite line should be attached
to a firm site and only be handled with gloves. If
attached to the waist (for example by a harness),
walking and thus choosing the desired location is
possible. During the strongest winds (>12m/s), the
kite system needs a ground anchor with a figure eight
ring, to allow for the retrieval of the kite.

Depending on the application and budget size,
there is a wide range of kites, suspensions and
cameras available. We tested a variety of equipment
with these main concerns in mind: i) weight and bulk
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size; ii) easy handling, especially in cold weather
conditions; and iii) stability.

Our favourite kites are the rigid delta kite for light
to moderate winds and the parafoil kite for moderate
(>6 m/s) to strong winds (Figure 1A, B). The latter
has no rigid parts and can be stuffed into a small sack.

BAP is easier to operate than kite-borne, and the
camera can generally be positioned, both laterally and
in terms of altitude, more easily than with a kite. This
setup can be handled by one person, but it requires
an environment with little or no wind. Transporting
balloon helium to remote areas is difficult, and the
helium itself is expensive.

Shutter Control

There are a number of ways in which the pictures can
be taken. Radio-controlled exposure enables taking
pictures of the desired location, but we found the
extra equipment and handling more cumbersome
compared to preset interval exposure functions. Some
cameras have a built-in interval function (such as
35 mm Braun trend, digital Ricoh RDC-6000) or the
possibility for a programmable data back (such as
MF19 data back for Nikon F501). An option for
digital cameras is a remote control accessory (such as
DigiSnap), a small light-weight module that enables
the external control of the camera via the serial port
which provides an interval function.

Image Media

We experimented with various films (Fuji Color neg-
ative film, Kodak Ektachrome Professional, Infrared
EIR Film, high speed infrared and Tri-X—i.e.,
black/white) with different bandwidth filters (ultra-
violet, visible, infrared transparent or block). Our
favourite camera is the Olympus C2020 (digital),
triggered by the DigiSnap 2000 module. Benefits of
this camera include its bright lens, small lens distor-
tion, standard communication protocol, small size and
robustness, suitability for filter attachment, and wide
range CCD sensibility (ca. 300–1200 nm). Gener-
ally, the benefits of digital cameras are (1) images
obtained immediately that can be evaluated and
retaken on the spot, (2) wider wavelength sensi-
bility than film, (3) cost performance, and (4) no
waste of film. The image quality has become very
close to conventional film; however, minimum target
size and distance (elevation) should be adjusted. For
example, set on maximum resolution the Olympus
C2020 records a 1600 ð 1200 pixel image. For recog-
nition of a pattern, such as a 1 metre ice-wedge-trough

Figure 1 (A) Delta kite, (B) Parafoil kite and (C) T-suspension
attached with balloon.

depression, a minimum of 20 pixels is required, thus
limiting the camera height to about 52 m:

H D L Ł �/��min Ł 2 tan��/2��
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where: H: camera height (m); L: recognition for
threshold (m; 1 m in this example); �: camera reso-
lution (pixel; 1200 in this example); �min: minimum
of required resolution (20 pixels for this study); and
�: camera lens angle (60 in this example)

With flying altitude and lens setting, the optimal
subject size can be chosen. Increasing altitude
decreases the overall contrast and brightness due
to the increase of atmospheric backscatter.

Mount and Stabilization

Usually, a self-leveling apparatus, Picavet, helps to
dampen the effects of vibrations and sudden move-
ments of the kite or balloon. Another possibility
is a universal joint suspension that allows rotation
around the vertical and horizontal axes. Both sus-
pensions can be built from materials available at
hardware stores. Improved camera stabilization can
also be attained by attaching two or three additional
lines to the camera suspension (a triple system would
enable controlled pictures). However, based on our
field experience, handling with several lines—even
with several people—is difficult. Furthermore, sud-
den line movement is still possible and/or the system
can move altogether. We found the use of a simple
T-shaped pendulum suspension (made from a camera
tripod), directly attached to the kit line (Figure 1C),
easiest and most effective to use. Simultaneous pho-
tographs of the same area with different band pass
filters can be taken using a double or triple cam-
era suspension. Two (or three) Olympus cameras
mounted on a 22 cm long bar 10 cm apart, pointing
in the same direction, are triggered simultaneously
using one DigiSnap (Figure 1C). The bar can either be
attached directly to the kite line or via a suspension.

EXAMPLES OF APPLICATIONS

Location of Ice-Wedge Polygons and Geometric
Analysis of Polygonal Ground, Goldstream Creek,
Fairbanks

Figure 2 shows the Goldstream Creek area near
Fairbanks. We needed an aerial picture of this area
for locating ice wedges for sampling (the ice-wedge
depressions were not visible at ground surface) and
for geometric analysis of the polygonal network.
For the transformation of the original image into an
orthonormal picture, a correction is carried out based
on aspect ratio and Universal Transverse Mereator
projection. Correction is applied using northing and
easting transects of defined lengths (as shown in

Figure 2 The Goldstream valley site in Fairbanks, Alaska, 2001.
The picture was taken in November 2001 using balloon aerial
photography with a Nikon camera and Fuji Color negative film
(ASA 400). The marked angle on the ground in the right picture is
60 ð 60 m to the north and west. Original red, green, blue colours
are converted to a grey-scale image.

Figure 2) or several ground control points (GCP).
The geometric analysis of the polygonal network
rendered an average span of ice-wedge cracking of
17 m (standard deviation 2.9 m) and an aspect ratio
of 1.5 (standard deviation 0.2).

Quantification of Patterned Ground, Howe Island,
Alaska

Aerial pictures made with KAP on Howe Island
(located off the Alaskan Arctic coast northeast
of the Prudhoe Bay oil fields) were taken for
the quantitative analysis of permafrost patterned
ground. The patterned ground forms present on
the island are flat-centred polygons, non-sorted
circles and small non-sorted polygons (Figure 3).
Using Minkowski numbers (Mecke, 2000), it was
shown that two adjacent sites had distinctly different
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Figure 3 Kite aerial photograph using Olympus C2020 of Howe
Island, August 2002. Polygonal ground, non-sorted circles, and
small non-sorted polygons can be distinguished. The resolution,
calculated using two white paper plates (diameter 26 cm) as
ground control markers, is 38 mm per pixel.

characteristics, namely single-scale and multi-scale
organization. The analysis of high resolution aerial
photographs thus provides information about changes
in permafrost patterns and periglacial processes over
time and space.

Vegetation Mapping, Goldstream Creek,
Fairbanks

We experimented with filters at the Goldstream
polygonal site in Fairbanks, working to distinguish

between different vegetation covers and water-
saturated zones. The vegetation growing on the raised
tussock mounds (Eriophorum vaginatum) differs
from the surrounding, lower water-logged vegetation
mainly comprising mosses (Sphagnum spp.). Isolated
black spruce trees (Picea mariana) are widespread.
Figure 4 shows the spectral reflectance characteris-
tics of vegetation and water on 9 September 2002.
Active vegetation mainly reflects the near-infrared
spectrum. Water has the lowest albedo (around
0.2), while blueberry (Vaccinium uliginosum L.)
and tussocks have the highest. Using an infrared
filter (>800 nm, bandwidth B in Figure 4) thus
allows distinguishing between water-logged (darker)
and drier (whiter) areas (Figure 5A). Through fil-
ter arrangements, particular band patterns of the
specific object can be chosen. We used a combi-
nation of yellow (> ¾520 nm) and hot mirror filter
(<¾720 nm), narrowing the wavelength transmit-
tance between 520 to 720 nm (Figure 5B; bandwidth
A in Figure 4). Processing of Figure 5B consisted
of subtracting the red channels minus the green
channels, thus visualizing spruce trees as dark spots
(Figure 5C).

OUTLOOK

In addition to being fun, kite flying is a simple and
relatively inexpensive way to obtain remotely-sensed
pictures. GCP or other land marks, such as transect
lines and direction, are required for most of the
post-image processing. Using illumination markers,
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Vaccinium uliginosum L.

Salix sp.

Water

Picea mariana

Green Sphagnum sp.

Red Sphagnum sp.

Tussock (Eriophorum vaginatum)

Figure 4 Major surface materials wavelength patterns (350–1050 nm) on 9 September 2002 at the Goldstream valley site, collected
using a spectrometer (FieldSpec Pro, Analytical Spectral Devices, Inc). Bandwidths (A) (520–720 nm) and (B) (>800 nm) were chosen
through filter arrangement and are used for the analysis in Figure 5.
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30 m 30 m 

A B

30 m 

C

Figure 5 Balloon aerial photographs of Goldstream area taken 9 September 2002, using (A) an infrared filter (>800 nm), and (B) a
yellow and hot mirror filter (520–720 nm), converted to grey scale image. (C) is processed by subtracting the red minus green channels
of image (B), visualizing spruce trees as dark, isolated spots. Whiter areas are tussock mounds, partly covered with leafless branches.
Enlargement of the centre box on each picture is shown in the lower right corner.

differences in light and shade could potentially
be corrected. Other benefits of KAP/BAP are that
wavelength transmittance can be controlled using
filters, particular objects can be monitored, and high-
resolution images can be compared to commercial
aerial photographs. Further potential application
could be stereo photography to produce digital
elevation models (DEM).

ACKNOWLEDGEMENTS

We gratefully acknowledge financial support by the
Deutsche Akademie der Naturforscher Leopoldina
awarded to JB (BMBF-LPD 9901/8-11) and the
National Weather Service in Fairbanks, Alaska,

who provided the weather balloons just at the right
moment.

REFERENCES

Becot C. 1998. Accurate stereo KAP. The aerial eye 4(3):
8–9, 18.

Bigas C. 1997. Kite aerial photography of the Axel
Heiberg Island fossil forest. In Proceedings of the First
North American. Symposium on Small Format Aerial
Photography: 147–153. American Society Remote
Sensing Photogrammetry.

Mecke KR. 2000. Additivity, convexity and beyond:
applications of Minkowski Functionals in statistical
Physics. Lecture Notes in Physics 554: 111–184.

Copyright  2003 John Wiley & Sons, Ltd. Permafrost and Periglac. Process., 14: 81–85 (2003)

211



�������	
���


��������	���	���������	���	
��������	
��	
���������	��	���	�������	
	�������	����	�� !�"��!�	�������	

#��$���!�	�!���	!%	&!�'�!���	&��������	(�!"��	!�	
�)!'�!$	* ����� 	
�+����� 	, ���	
)���-

.!�)��	&�!�!�����'�	��������	
���
����������	���	����	�����	
���	����	������
�����	/"��	�0	-	

/"�'	1�	�����	,��$�� ��'	!%	2�� 3��	.���+��3 �	,
2�	45�0-450
�

212



1589
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Abstract

Accurate land cover, such as meso-scale to high-resolution digital elevation models (DEM), is needed to obtain 
reliable inputs for modeling the hydrology and the exchange between the surface and atmosphere. Small format aerial 
photography can be used to acquire high-resolution aerial images using balloons and helicopters. This method presents 
a low-cost, efficient method to construct a DEM of the polygonal patterned ground on Samoylov Island in the Lena 
Delta, Northern Siberia (72.2°N, 126.3°E). The DEM should be the foundation for modeling meso-scale hydrological 
processes on the island and identifying locations of discharge. The whole island could be covered with images taken 
from heights between 600 m and 800 m. All points of the DEM, with a resolution on the ground of 10 m, have a 
horizontal and vertical accuracy better than 1.0 m. This accuracy and the resolution depend on the survey height, the 
resolution of the camera system, the number and the quality of the images, and the algorithms used in the analysis. All 
listed parameters are explained and discussed in the paper.

Keywords: aerial photography; balloon; digital elevation model; polygonal patterned ground; Samoylov Island.

Introduction

The application of small format aerial photography to 
acquire high-resolution aerial images is still challenging. 
Balloons, kites, and helicopters are interesting and valuable 
tools for aerial photography. Several techniques with their 
advantages and disadvantages are briefly introduced and 
discussed in Bigras (1996) and Henry et al. (2002). Boike 
and Yoshikawa (2003) showed the successful use of balloon 
aerial photography for mapping snow, ice, and periglacial 
landforms around Fairbanks and Ny-Alesund, Svalbard. 
Recently, Vierling et al. (2006) successfully employed 
a tethered balloon with an altitude up to 2 km to acquire 
remotely sensed data. Further application fields are briefly 
explained in Aber and Aber (2002). 

The goal of our work was to generate a digital elevation 
model (DEM, regular or irregular distributed points) of 
the polygonal patterned ground on Samoylov Island in the 
Lena Delta, Northern Siberia (72.2°N/126.3°E). The DEM 
should be the foundation for the modeling of meso-scale 
hydrological processes on the island for answering questions 
like: where are polygonal seas, how big are they, and where 
does the water drain into the Lena?

The landscape of the island is shaped by the micro 
topography of the wet polygonal tundra. The development 
of low-centered ice-wedge polygons results in a prominent 
micro relief with the alternation of depressed polygon centers 
and elevated polygon rims with elevation differences of up 
to 0.5 m over a few meters distance. Satellite images with 
resolutions between 15 m and 30m, such as Landsat (Aber 
& Aber 2002), do not represent this micro relief sufficiently. 
Difficulties of using satellite images are discussed in detail 

by Dare (2005). It is, however, the most important factor for 
small-scale differences in vegetation type and soil moisture, 
and is therefore a major variable when considering heat and 
trace gas fluxes on the meso-scale. 

Depending on the general conditions, feasible equipment, 
cost, and available measurement time, the required horizontal 
and vertical accuracy of the DEM should be better than 1 m. 
Since remote-control-aircraft and drones are not permitted 
in Siberia, we used a tethered helium balloon. In addition 
it was also possible to take images from a helicopter. The 
photogrammetric equipment consists of a Nikon D200 with a 
14 mm lens, 26 fabric-made targets for ground control points 
(GCPs), and additional geodetic equipment (tachymeter Elta 
C30).

This paper presents a low-cost, efficient method to acquire 
high-resolution aerial images using helium filled balloons. It 
discusses (1) different steps of obtaining aerial images from 
a balloon and a helicopter, (2) data analysis, (3) advantages 
and disadvantages of different assimilation platforms and (4) 
further improvements to increase the resolution of the DEM 
and the horizontal and vertical accuracy of the coordinates 
of each point. 

Methods

The motivation mapping of the patterned ground on 
Samoylov Island was achieved using photogrammetric 
methods on aerial images with overlapping areas, allowing 
the determination of 3D coordinates (stereoscopy). There 
are different methods available ranging from simple 
stereoscopic methods with two images to a bundle block 
adjustment (Henry et al. 2002) over all taken images. Here 
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the former method was used, since the flight path, height, and 
orientation of the balloon and thus the resulting images were 
somewhat unpredictable. The data analysis then consisted of 
two important steps: firstly a separate backward intersection 
for the calculation of the image orientation and secondly a 
forward intersection for the calculation of the 3D coordinates 
of the points of the DEM.

Before the fieldwork was carried out, the optimal camera 
system and the number of the GCPs was determined. The 
pre-condition for the DEM was a resolution on the ground 
better than 10 m with an accuracy in coordinates better than 
1 m. Thus prior calculations were done on flight height, the 
size of the GCPs, the distance between them, and the required 
number of images covering the whole island. The survey 
height and the number and size of the GCPs finally were a 
compromise between the available time for measurement, 
the investment for the camera system, and the mentioned 
optimal conditions for resolution and accuracy.

Equipment
The equipment for the aerial photography consists of 

a Nikon D200 camera with a 14 mm lens (Fig. 1) and 26 
fabric-made targets used as GCPs (Fig. 2). The Nikon D200 
is a digital mirror reflex camera with a CCD sensor of 10.2 
megapixel. With the calculated flight height of 800 m, one 
pixel maps an area of ~0.12 m² on the ground.

Depending on the flight height, the focal distance of the 

lens, and the condition that each GCP should represent 
an area of at least 6 x 6 pixels in the digital images, their 
diameter had to be greater than 2.0 m (Fig. 2). 

To precisely calculate the image orientation, it was 
necessary to set up enough GCPs on the island to get a 
minimum of 4 points within each image. Considering the 
calculated flight height of 800 m, this resulted in at least 20 
GCPs (called 101–120) with a spacing of about 500m to 
get an optimal coverage of Samoylov Island (~5 km²). Six 
control targets with a diameter of 1.0 m were additionally 
laid out to condense the point network (point IDs 202–207). 
The entire network of GCPs is shown in Figure 3.

A local coordinate system on Samoylov Island was 
fundamental to the photogrammetric fieldwork. Therefore 
4 datum points (Fig. 3, point IDs 1–4) were set up, each 
marked with a 1m iron pipe in the permafrost soil. The 
distances between these points reached from 800 m to 1200 
m. In Figure 3 the coordinate (0, 0) shows the origin of the 
local coordinate system with a fixed height of 100 m. For 
setting up the coordinate system we used the tachymeter Elta 
C30. The repeatability of the coordinates of the datum points 
was better than +/-2 cm.

Fieldwork
The fieldwork was divided into two parts. Firstly, GCPs 

were laid out, and their coordinates were surveyed in the 
local coordinate system. Secondly, aerial photographs were 
taken using a tethered balloon and a helicopter. 

After laying out the GCPs, their registration was conducted 

Figure 1. Camera system: Nikon D200, hanging at the tethered 
helium filled balloon.

Figure 2. Fabric-made targets used as ground control points with a 
diameter of 2.5 m.

Figure 3. Schematic illustration of Samoylov Island: Network of 
26 ground control points (squares); The coordinate (0,0) shows the 
origin of the local coordinate system with a fixed height of 100 
m. The 4 datum points are displayed as triangles. The dashed line 
separates the flood plain (western part) and the plateau (eastern 
part).

214



Scheritz et al.    1591  

in the local coordinate system with help of the tachymeter. 
The accuracy of the distances between the datum points 
and the GCPs was better than 1 cm. The coordinates of all 
GCPs had an absolute accuracy better than +/-5 cm. These 
accuracies depended on the determination of the center of 
the GCPs, the accuracy of the angle measurements with the 
tachymeter, and the distances to the survey points.

The balloon used in mapping the patterned ground on 
Samoylov Island is depicted in Figure 4, and an example 
image is given in Figure 5. The interval timer of the camera 
was adjusted to 1 minute, so the camera could take images 
for nearly four hours. Using the tethered balloon, one third 
of the entire island (western part, flood plain, Fig. 3) could 
be covered from a height of about 800 m.

Additionally, images were captured from a helicopter from 
altitudes between 600 m and 900 m. Using the helicopter, 
the middle part of the island could be covered with a flight 
height of ~600 m, the eastern part with flight heights of 
nearly 800–900 m.
  

Calibration of the camera system
For the subsequent data analysis it was necessary to 

determine the parameters of the inner orientation of the 
camera system (interior parameters: principal distance 
c, coordinates of the principal point x

0
, y

0
, parameter of 

distortion dx, dy). The calibration of the camera system 
as specified in Luhmann (2000) was conducted before the 
fieldwork at the Institute of Photogrammetry at the Dresden 
University of Technology (Table 1). 

To verify these camera parameters, a calibration-field 
was set up on Samoylov Island. Using the Elta C30, the 
coordinates of these points were measured with a relative 
accuracy of a few millimeters. The parameters of the inner 
orientation, that were consecutively determined, were nearly 
the same as in the laboratory, so the relation between the 
body of the camera and the objective can be assumed as 
stable.

Data Analysis

To analyze the collected data, a program was generated 
based on the algorithms of Luhmann (2000) and Schwidefsky 
& Ackermann (1976). The program includes the collinearity 
equations, which correlate the image coordinates (x,y) and 
the object coordinates (X,Y,Z) for each point:

	

	

First, a backward intersection was calculated for each 
single image to determine the outer orientation (perspective 
center (X

0
, Y

0
, Z

0
) and rotation matrix R). Approximated 

Figure 4. Tethered balloon, filled with helium, diameter 2–3 m.

Figure 5. Polygonal patterned ground admitted from a height of 
~750 m, in front the rope to the balloon.

Table 1. Nikon D200, interior parameters.

Parameter of inner orientation:
Horizontal size
Vertical size

 3872 Pixel
 2592 Pixel

Pixel size  0.0058mm
Principal point  x

0
 =  0.10424mm

 y
0
 = -0.19185mm

Principal distance  c  = -13.32284mm
Parameter of distortion dx, dy (without units):
Radial  a

1
 = -0.000495642

 a
2
 =  1.65615e-006

 a
3
 =  0.0

Assymetric distortion
Tangential distortion

 b
1
 =  1.72277e-005

 b
2
 = -1.51355e-005

Affinity 
Shear 

 c
1
 =  0.000149996

 c
2
 =  2.72591e-005

r
0
 - parameter  r

0
 =  8.44

dx
ZZrYYrXXr
ZZrYYrXXr
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


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0
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dy
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parameters of the outer orientation were necessary and 
could be calculated applying a special algorithm developed 
by Schwidefsky and Ackermann (1976). The calculation of 
the outer orientation was successful for all images, which 
had minimized 4 GCPs.

Second, approximated coordinates for the points of the 
DEM were determined with help of a regular raster with a step 
size of 10 m based on the local coordinate system. The height 
of each point was set up to the average height of all GCPs. 
With the known outer orientation of the images a backward 
intersection could be determined for each preliminary point 
of the DEM, so the approximated positions could be found 
in the images. Then a search patch was defined around these 
locations and a matching-algorithm (with sub pixel accuracy) 
was implemented to locate precisely the same patch in other 
images. The matching algorithm was calculated with a cross-
correlation:

	

       

At each position (x', y') a correlation coefficient k was 
determined depending on the gray scale value g of each 
pixel. The output consisted of a correlation image with all 
calculated values of k. Then, an algorithm was implemented 
which fitted an ellipsoidal paraboloid in the correlation 
image to find the exact position of the correlation maximum. 
At the end a forward intersection was calculated as a least 
square adjustment to get the exact 3D-coordinates for the 
points of the DEM.

The output dataset consists of all calculated coordinates, 
the standard deviation, and the correlation factor for the 
matching of one point between different images. If the 
correlation factor is greater than 0.7, and if the accuracy of 
the coordinates (horizontal and vertical accuracy) is better 
than 1 m, the point is stored as a point of the resulting DEM 
of Samoylov Island.

Results

Figure 6 shows the triangulated DEM. The horizontal and 
vertical accuracy of the coordinates of each point is better 
than 1.0 m (1σ, i.e., confidence interval of 68%). Polygonal 
lakes are easy to distinguish, because the algorithm was not 
able to match over the uniform water surface. Also, areas 
with bad data coverage are recognizable, for example in the 
southeastern part of Figure 6. The main reason for this is that 
the helicopter height changed very fast during the taking of 
the subsequent images, resulting in changing scaling factors 
of these images and smaller correlation factors. Other reasons 
for degraded correlation are poor illumination conditions 
and insufficient contours. As a result, only few points were 
found with a correlation larger than 0.7, whereas for most 
points the correlation factor was lower than 0.5. The island’s 
center and the western and northern part have the best 
coverage of points. The helicopter was flying over the center 

at a nearly constant height of 600 m. In addition, the height 
of the tethered balloon over the flood plain (western part, 
Fig. 6) was nearly constant, which made the calculations 
(in particular the matching algorithm) really successful. 
The estimated points from both datasets could be matched 
with correlation factors up to 0.99 and with horizontal and 
vertical accuracies partially better than 0.5 m.

Figure 6. Triangulated irregular DEM with an approximated step 
size of 10 m of Samoylov Island: x- and y-coordinates are in a local 
coordinate-system (scale in m).

Figure 7. Surface of Samoylov Island: x- and y-coordinates are in 
a local coordinate system (scale in m). The heights of the points of 
the DEM are relative heights with respect to the origin of the local 
coordinate system (0.0) with a height of 100 m.
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In Figure 7 the triangulated network from Figure 6 is 
shown as a surface for the whole island. The flood plain is 
easy to distinguish, as well as the ridge between the flood 
plain and the plateau and the cliff line with height differences 
up to 8 m.

Discussion

The goal of this project was to generate a DEM of the 
whole of Samoylov Island. The short observation period 
and the cost of and permission for the equipment formed the 
boundary conditions for the field work, under which a trade-
off between the resolution, accuracy, and practicable amount 
of work for the acquisition and evaluation of photos had to 
be found. We finally decided to use a tethered, helium-filled 
balloon and a camera with a high precision lens (Nikon D200 
with 14 mm lens). On the ground, 20 fabric-made targets 
with a diameter of 2.5 m and 6 targets with a diameter of 1.0 
m spanned a network of GCPs.

Taking aerial photographs with a balloon is a low-cost and 
efficient method to acquire high-resolution aerial images. 
However, to take images with a balloon-borne camera, a calm 
day with good illumination conditions is required. Especially 
the wind speeds limit the observation time – during the 3 
weeks of the field work on Samoylov Island we had only 
2 days with good weather conditions. Taking images from 
a helicopter is independent from wind conditions and more 
stable in maintaining the height and the flight path. But this 
application is very expensive, and it is also dependent on 
good illumination conditions.

A sensitive step within the data analysis is the matching 
algorithm, because different illumination conditions like 
cloud shadows and different scaling factors of the images are 
a disadvantage. Also the search patch has to be big enough 
to get sufficient correlations between different images with 
high correlation factors. To avoid correlations between 
neighboring points of the DEM (this would degrade the 
accuracy of coordinates) the step size has to be at least twice 
the size of the search patch. Depending on the survey height 
of 800 m and a search patch of 24 x 24 pixel, the resolution 
on the ground of the DEM was set to 10 m. Therefore, all 
points of the generated DEM should be independent from 
each other.

Under these terms each point of the DEM has a horizontal 
and vertical accuracy better than 1 m. Naturally there are 
improvement possibilities to retrieve the micro relief of the 
polygonal wet tundra, such as the use of more and smaller 
targets for GCPs concomitant with a lower flight height 
and thus a higher resolution and accuracy. Furthermore the 
standard deviation of the coordinates of the DEM improve, 
if the points can be found in more than 2 images. Therefore, 
a better and regular image-coverage of the whole island 
from the same survey heights and good stereoscopic bases 
(relation between survey height and image-spacing) are a 
requirement for high resolution DEMs. 

Conclusions

The method described in this paper is, depending on 
the measurement time, cost, and equipment, very useful 
to measure typical permafrost landscapes with the desired 
resolution and accuracy. Depending on the survey height 
and conditions described above, the horizontal and vertical 
accuracy of each point in the generated DEM of Samoylov 
Island shown in Figures 6 and 7 is better than 1.0 m for nearly 
70% of all triangulated points. The obtained resolution of 
the DEM amounts to 10 m. Additionally, the combination 
of images from balloon and helicopter was successful if the 
flight height was approximately equal.

The meso-scale DEM discussed in this paper is now 
utilized (at the Alfred Wegener Institute for Polar and Marine 
Research in Potsdam) to determine the channel routing in a 
spatially distributed hydrologic model for Samoylov Island. 
Additionally, it is also possible to generate a orthomosaic 
(Bitelli & Girelli 2004) with the known parameters of the 
outer orientation of the images. This methodology provides 
a good basis for quantification of fluctuating coastlines in 
permafrost landscapes.
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Quantifying Permafrost Patterns using Minkowski Densities
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ABSTRACT

Minkowski densities and density functions are measures for quantifying arbitrary binary patterns.
They are employed here to describe permafrost patterns obtained from aerial photographs. We
demonstrate that images taken at two neighbouring sites shown distinctly different patterns and
quantify the difference. It is found that one of the sites exhibits an essentially single-scale structure
while the other one has a multiscale organization. Minkowski densities and density functions are thus
proposed as sensitive and objective measures to quantify the change of permafrost patterns in space or
in time. Copyright # 2005 John Wiley & Sons, Ltd.

KEY WORDS: permafrost; patterned ground; density functions

INTRODUCTION

Permafrost forms like sorted circles, hummocks,
polygons, and stripes are spectacular manifestations
of the complex dynamics of periodically frozen soils.
Their structure depends on the parent material as well
as on the external forcing by the thermal and hydraulic
regime (Hallet, 1990) and by possible fluxes of solid
matter (Francou et al., 2001). While these forms are
interesting in their own right as examples of self-
organized natural systems (Kessler et al., 2001), they
may be even more interesting as indicators of chan-
ging environmental conditions which would lead to
changing patterns. These can be observed rather
inexpensively and over large regions through aerial
photographs. A major hurdle in this approach is the
objective quantification of observed patterns. While
easily recognized and categorized by eye, they are
notoriously difficult to cast into numbers which is a
prerequisite for quantifying changes. A popular ap-
proach to this problem is to interpret the pattern as a
realization of some random space function and to

estimate its statistical properties, in particular covar-
iance functions of various order and correlation
lengths (Journel and Huijbregts, 1978; van Kampen,
1981). A difficulty with this approach is that already
moderately complicated patterns require higher order
covariance functions which are hard to estimate for
natural patterns that in general are not stationary.
Alternatively, the pattern may be interpreted as a
fractal object whose dimension and generator are to
be determined (Mandelbrot, 1977; Bacry et al., 2001).
Difficulties here are that there is hardly ever a single
underlying generator and that the available data do not
cover sufficiently many scales. While both approaches
have been demonstrated for describing various pat-
terns they appear less attractive for quantifying pat-
terns in permafrost soils. In this paper, we follow a
different approach, interpret the patterns as arbitrary
geometric objects and use Minkowski numbers and
functions (Mecke, 2000) to characterize them.

THEORY

Minkowski Numbers

A quantitative geometric description aims to reduce
the complexity of an object to a limited number of
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relevant quantities. In our context, relevant means that
the chosen measures distinguish between character-
istic patterns. Such measures should satisfy some
basic requirements so that the results obtained for
different patterns and by different observers are com-
parable. Specifically, these requirements are:

Additivity: The results obtained for the unification of
two subregions X and Y should be the same as the
summation of the results obtained for the individual
subregions, properly accounting for their overlap
which has been counted twice. For the measure M
this may be formulated as MðX [ YÞ ¼ MðXÞþ
MðYÞ � MðX \ YÞ. Additivity is especially important,
since we are typically not in the position to study a
given pattern as a whole but are analysing limited
regions.

Motion invariance: The results must not change if a
given object is moved or rotated, hence are indepen-
dent of the position of the observer.

Continuity: Small changes of a given object must
lead to small changes of the measure. Since imaging
techniques are typically afflicted with various types of
noise, the measure should be robust in this context.

In the following we assume that the object of
interest is the set X of black pixels of some binary
structure �, hence X � �. Specifically, the object X
might represent stones, vegetation or bare soil and �
is the image to be analysed. Given such a binary
image, integral geometry provides dþ 1 basic mea-
sures, where d is the dimension of �. These measures
are called ‘Minkowski numbers’ Mk and satisfy the
requirements mentioned above. The first measure M0

is simply the mass of the structural unit, which in two
dimensions is its surface area A. Hence

M0ðXÞ ¼ AðXÞ ð1Þ

The other Minkowski numbers are defined through
integrals over the boundary @X of the object X. Notice
that @X defines the shape of X unambiguously. In d-
dimensional space there are d basic integrals related to
the boundary and its d � 1 principle radii of curvature.
For d¼ 2 the first integral measures the total length of
the boundary,

M1ðXÞ ¼
Z
@X

ds ¼ LðXÞ ð2Þ

and the second integral measures the total curvature of
the boundary,

M2ðXÞ ¼
Z
@X

1

r
ds ¼ CðXÞ ð3Þ

where ds is the boundary element and r is its radius of
curvature, positive for convex and negative for con-
cave shapes. Notice that the curvature integral equals
2� for each closed convex boundary (objects) and
�2� for each closed concave boundary (holes). Thus,
M2 is closely related to the Euler number � which
counts the number Nobject of isolated objects minus the
number Nhole of holes within the objects, which are
also referred to as loops (see top of Figure 1). In
particular

�ðXÞ ¼ Nobject � Nhole ¼
1

2�
M2ðXÞ ð4Þ

M2 is a dimensionless topological measure that quan-
tifies the connectivity of the pattern while M1 and M0

are metric entities with units [L] and [L2], respectively.
To compare results obtained from different images,

we remove the effect of image size through normal-
ization with respect to the total area A(�) of the
region considered. Thus, we introduce the Minkowski
densities

mkðXÞ :¼
MkðX [ �Þ

Að�Þ ð5Þ

Figure 1 Sketch for Euler number defined in (4) and its change
upon opening. The topmost pattern consists of one single object
with one redundant connection: cutting along the dashed line
removes one connection without generating a new object. Any
(topologically) different cut creates a new object, the corresponding
connection is thus not redundant. Hence, with (4), �¼ 0. The first
step to opening this pattern consists of eroding it with a circular
element of radius r. This leads to the grey pattern in the middle. The
second step consists of dilating, adding a ‘skin’ of thickness r and
produces the pattern at the bottom. Opening with radius r removes
all smaller features, here the narrow ridge between the larger
patches. For the opened pattern, �¼ 1.
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as intensive quantities and will use them throughout
this paper.

Hadwiger’s Theorem

At a first glance, Minkowski numbers appear to be yet
another characterization of some properties of a geo-
metric object. What makes them particularly appeal-
ing though is a theorem due to Hadwiger (1957), cited
in Mecke (2000), which states that any functional
’(X) that depends on the object’s form alone and that
is additive, motion invariant, and continuous may be
written as a linear combination of Minkowski num-
bers. Hence

’ðXÞ ¼
Xd

k¼0

ckMkðXÞ ð6Þ

where ck are real coefficients that depend on the
property ’(X) but are independent of the object X.
Minkowski numbers thus form a complete basis of the
space of all these functionals. This is the motivation
for using Minkowski densities and density functions
for quantifying complex patterns.

Calculation of Minkowski Numbers

Given the binary image of an object where each pixel
is either 1 for the object or 0 for the background, the
calculation of the Minkowski numbers is straightfor-
ward (Ohser and Mücklich, 2000). They can be
obtained from a local evaluation of the pixel config-
uration within a 2� 2 neighbourhood at each location
within the image. There are n¼ 24¼ 16 possible
configurations q, each of them with a specific con-
tribution to the different Minkowski numbers: (i) the
number of pixel belonging to the object is related to
M0, (ii) the number of transitions 1 $ 0 leads to M1,
and (iii) the number of vertices (pixels), edges and
faces, Nv, Ne, and Nf , respectively, is related to
M2¼ 2�� by the classical Euler formula

� ¼ Nv � Ne þ Nf ð7Þ

In Figure 2, all 16 configurations q together with their
specific contributions IkðqÞ are shown. The
Minkowski densities may thus be calculated from
the frequencies

f ðqÞ ¼ NðqÞP15
q¼0 NðqÞ

ð8Þ

of the different configurations within an image, where
NðqÞ is the number of 2� 2 neighbourhoods with

configuration q. The Minkowski densities may thus be
calculated as

mk ¼ !k

X15

q¼0

IkðqÞf ðqÞ; k ¼ 0; 1; 2 ð9Þ

where

!0 ¼ 1P
q f ðqÞ ð10Þ

!1 ¼ �

4

1

½�þ
ffiffiffi
2

p
��

P
q f ðqÞ

ð11Þ

!2 ¼ 2�

�2
P

q f ðqÞ ð12Þ

and � is the side length of 1 pixel. We comment that
these weights are correct only for the special case of
square pixels and must be adapted for other shapes
(Ohser and Mücklich, 2000). Similarly, the pattern to
be analysed must be isotropic, without preferred
directions, at least microscopically. However, they
may be anisotropic macroscopically.

Minkowski Density Functions

The dþ 1 Minkowski densities characterize a parti-
cular binary representation of an object. A natural
extension is to consider some transformation of the

Figure 2 Complete set of the 16 possible pixel configurations in a
2� 2 neighbourhood for a two-dimensional binary image. Pixels
that belong to the object X are represented by a black circle. For
each configuration, its contribution to M0 (top right), M1 (lower
left), and M2 (lower right) is given. The mode of evaluation is
illustrated in the small figure at top left: For the contribution to M0

the upper left pixel is considered. For the contribution to M1 the
transitions 1 $ 0 are counted for the directions indicated by thick
lines, including the two dashed ones. For M2, the upper left vertex
(pixel), the solid thick edges (provided they connect two occupied
pixels), and the two grey shaded faces (provided they have three
occupied vertices) are considered and evaluated according to (7).
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original object or of its binary representation and to
calculate Minkowski densities as functions of this
transformation’s parameter vector p. This leads to
the Minkowski density functions mkðpÞ. In this
work, we will use three particularly useful transfor-
mations:

1. Given a grey-scale image, binary representations
are obtained for different values of threshold g0

and mk is calculated for them. The resulting func-
tions mkðg0Þ for instance facilitate choosing g0

such that an optimally and objectively segmented
pattern results. The generalization to colour images
is straightforward.

2. To study the spatial variability of Minkowski
numbers within a given pattern, mk is calculated
locally over a circular region of radius r to obtain
mkðx; rÞ for the intersection of the original pattern
with a circle of radius r located at x. This allows
the identification of similar features within a given
pattern.

3. To gain insight into the size distribution of features,
the original pattern is opened with a circular
element of radius r, i.e. all features of the pattern
that are smaller than r are removed (Serra, 1982).
This transformation is quite powerful, but may not
be well-known. It is thus illustrated in the follow-
ing with some artificial patterns before turning to
the real application.

We choose three qualitatively different examples,
(i) a single-scale pattern deduced from a cracked soil
surface, (ii) a scale-free fractal pattern, and (iii) a
multiscale pattern with a discrete hierarchy of scales
(Figure 3). For each of these examples, we consider
the black part as the pattern to be described. Opening
it by radius r consists of two steps: First, it is eroded
by radius r, i.e. the fraction that is within a distance r
from the interface to the white part is chipped away.
Some of the smaller pieces or narrow bridges between
larger patches are thereby removed completely as

illustrated in Figure 1. In the second step, the remain-
ing black part is dilated, again with radius r, i.e. a
‘skin’ of thickness r is added. This two-step procedure
effectively removes all features smaller than r and
leaves the larger ones untouched. With this back-
ground, we look at the Minkowski density functions
mkðrÞ for the three exemplary artificial patterns
(Figure 4). Since we are not concerned with the real
extent of the structures it is convenient to measure all
distances in units of a pixel, which gives the resolution
of the pattern. Notice that a ‘pixel’ usually refers to an
area element while we will use the name for the side
length of such a (quadratic) element.

First consider the single-scale pattern which essen-
tially consists of a network of black lines that are of
roughly equal thickness. Since there are many more
closed loops (redundant connections) than isolated
objects, the Euler number and thus m2 is negative.
The first opening step leaves the pattern practically
unchanged because the surface is rather smooth.
Hence, also the Minkowski numbers are practically
constant. Increasing r further removes some of the
bridges. Since these are roughly linear elements, the
area density m0 and the boundary density m1 decrease
by comparable factors. Removing bridges destroys
loops and creates isolated patches. Hence m2 increases
and eventually becomes positive thereby indicating
that isolated patches outnumber the redundant con-
nections. We finally notice that the thickest structure
in the original pattern has a diameter of 8 pixel:
opening with r¼ 4 pixel removes the entire pattern
since then m0 ¼ 0.

The second example, the fractal pattern, is of a
completely different character. As m2 reveals and as is
quickly confirmed by looking at Figure 3, tiny isolated
patches greatly outnumber loops. What is less ob-
vious, however, is that removing these small struc-
tures by an opening with r¼ 1 pixel creates a pattern
where loops outnumber patches. This swings back
once more for r> 2 pixel. Concerning the size

Figure 3 Exemplary ‘pure’ patterns—single-scale (left), fractal (middle), multiscale (right)—for which the Minkowski functions are
shown in Figure 4.
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distribution, we conclude from the continuous decline
of m0 and m1 with increasing r that the distribution is
smooth and that the original pattern has no natural
length scale beyond the trivial ones that are given by
the size of a pixel and by the extent of the entire
region. Plotting log(m0) and log(m1) versus log(r)
would show if the pattern is indeed a simple fractal
and would yield the respective dimensions.

Finally, the third example is revealed as a multi-
scale pattern by both m0 and m1, and m2 shows that it
essentially consists of the superposition of patches.
The clearest evidence of the multiscale architecture

stems from m1ðrÞ whose slope changes abruptly at
r¼ 4 pixel. The minute change of m0 for r< 4 pixel
shows that the areal fraction of these small-scale
structures is also small. Based on the information so
far, one cannot decide if they result from surface
roughness or if they are small isolated patches. How-
ever, the rapid decrease of m2 reveals that the latter is
the case. Removing surface roughness would not
affect the value of m2 since no objects are created or
removed.

APPLICATION

Permafrost patterns are typically not as uniform as the
examples considered above and the base information
is in general not in binary form. Nevertheless, Min-
kowski numbers and functions are a powerful tool for
the quantitative analysis and interpretation of such
patterns. This is demonstrated in the following for the
surface patterns at two permafrost sites that are only a
short distance apart. In particular, we focus on the
pattern of vegetated areas.

Material

We use aerial images taken on Howe Island (N70�180,
W147�590), located off the Alaskan Arctic coast,
northeast of the Prudhoe Bay oil fields (Figure 5).
The surface is loess overlaid by stabilized alluvium.
Bare soil, partly encrusted with salt or cryptograms,
covers 80–90% of the area. Dominant patterned
ground forms are high- or flat-centred ice-wedge
polygons tens of metres in size and non-sorted circles,
also called mud boils or frost boils with diameters of
1–2 m. The non-sorted circles are either continuous
patches of bare soil or are broken into smaller sized
polygons with diameters of 0.1–0.4 m. Vegetation,
mainly discontinuous prostrate shrubs, inhabits the
borders of the bare ground circles and ice-wedge
polygonal troughs where water content is higher.
The organic layer is thin, typically less than 3 cm.

Aerial images were taken with a digital camera
(Olympus C2020) suspended from a kite (Boike and
Yoshikawa, 2003). The camera contains an interlaced
RGB CCD with 1600� 1200 square photo receptors.
Images were obtained at the camera’s largest focal
length, 19.5 mm corresponding to 105 mm for a
35 mm camera, and stored at highest resolution. The
ground resolution of the images as calculated from a
few reference marks are approximately 37 mm per
pixel at site H1 and 29 mm per pixel at site H2. Again,
we are not concerned with the real extent of the
structures and will measure all distances in units of
a pixel.

Figure 4 Minkowski density functions for the single-scale (solid),
fractal (dotted), and multiscale (dashed) pattern shown in Figure 3.
Notice the different scale of r for m2 as compared to m0 and m1.
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Prior to analysis, the aerial photographs were pro-
cessed through the following steps: (i) Transformation
of RGB colour image into an eight-bit grey scale
representation (256 levels of grey) by averaging the
three colour channels. (ii) Stretching contrast of the
image such that the darkest 1% of the pixels turn black
and the lightest 1% turn white with linear interpola-
tion in between. (iii) The last step, inverting the
image, was done only to facilitate the perception of
the pattern of interest.

We comment that, for precise quantification, a few
more preliminary steps would be required. These
include transforming the original image into an ortho-
normal representation and correcting possible nonuni-

form illumination. Both steps require a number of
reference marks on the ground that are not available
for the images used here. Notice that while this
renders the numbers obtained from the subsequent
analysis less useful for a detailed quantitative analy-
sis, it does not compromise the qualitative comparison
of different patterns.

The most crucial step with respect to applications is
the segmentation of the image, i.e. the transformation
of the grey-scale image into a binary representation
since this determines what features will eventually be
analysed. In general this will be a rather complicated
step that requires input from different colour channels
of the image and possibly some ancillary information
like surface topography. Since our focus is on pattern
analysis, however, we will employ the most simple
threshold method. We thus choose an appropriate
threshold g0 for the grey value g and assign the value
0 (white) to pixels for which g< g0 (vegetated sur-
face) and the value 1 (black) to all others (bare
surface). For site H1, results of preliminary image
processing and segmentation with some distinguished
values of g0 are shown in Figure 6. In the following,
we will refer to the black part of the pattern, which
corresponds to the bare soil, as the ‘black phase’.
Consequently, the vegetated soil surface is repre-
sented by the ‘white phase’.

Dependence of Minkowski Densities on
Segmentation Threshold

We consider the black phase of binary representations
of sites H1 and H2 to study the dependence �mmk on the
segmentation threshold g0 (Figure 7). The notation �mmk

is chosen to distinguish the Minkowski densities of the
entire pattern from those of subregions which will be
introduced in subsequent sections.

As expected, �mm0, which equals the area fraction of
the black phase, increases monotonically with g0. It
actually is the probability distribution function of the
grey values. Apparently, the area fraction increases
more rapidly for smaller values of g0 at site H2 than at
H1. This results from the large patches of bare soil
that also stand out in Figure 5.

The number �mm1 corresponds to the length density of
the interface between the black and white phases.
For the type of regular structure considered here, �mm1

may be expected to be small for extreme values of g0

since the corresponding patterns consist mainly of
small black or white patches. Provided the character
of the interface, in particular its variation, does not
depend on g0 there will be a monotonic relation
between the area of an object and its interface length.
As long as the patches remain isolated, we thus expect

Figure 5 Original aerial images from sites H1 (top) and H2
(bottom). The discontinuous vegetation cover appears darker in
contrast to the lighter bare ground, distinguishing the patterned
ground features. At site H1, the polygonal ice-wedge network, non-
sorted circles and small non-sorted polygons can be distinguished.
Site H2 is largely dominated by non-sorted circles, each surrounded
by a vegetated border. Distance units at the axes are kpixel with a
resolution of some 37 m/kpixel at H1 and 29 m/kpixel at H2.
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a monotonic increase of �mm1 as g0 departs from the
extreme value. This general behaviour is realized at
both sites. For intermediate values of g0, the shape of
�mm1ðg0Þ reflects the respective gains and losses of
interfacial area as new objects occur and coalesce,
respectively. The two sites show marked differences
in that the two overlapping peaks for site H2 indicate
the existence of two separate classes of objects with
different brightnesses whereas the single-peaked
shape for site H1 hints at a more uniform distribution
of brightnesses.

We finally consider �mm2 which is proportional to the
Euler number of the black phase. We recall that �mm2 is a
topological quantity, in contrase to �mm0 and �mm1 which
are metric quantities. In two dimensions, it gives the
difference between the numbers of isolated objects
and redundant connections, divided by the total area.
As already noted in the previous paragraph, for
extreme values of g0 we expect the pattern to consist
predominately of isolated patches (see Figure 6).
These will be black patches for small values, repre-
senting isolated objects, and white patches for large
values, corresponding to holes, hence to redundant
connections. Thus, �mm2 is expected to be positive for
small values of g0 and negative for large ones. With g0

departing from its extremes, the number of objects
will initially increase, leading to a corresponding
increase of the magnitude of �mm2. Eventually, with g0

departing further, more isolated black and white

objects will merge than there are created and the
magnitude of �mm2 will decrease. We thus expect to
find at least two extrema in �mm2ðg0Þ, one positive
towards small values of g0 and one negative towards
large values. For both sites, this general shape is
clearly discernible in the lower graph of Figure 7.
For intermediate values of g0, we may expect quite
some variability for the shape of �mm2(g0) between
different sites, as is already the case for the two sites
considered here. Looking at H2, we find from �mm0 that
the area fraction with grey values in the interval
(100,150) is about 0.15 and that also the length of
the interface as shown by �mm1 changes significantly in
this interval. However, �mm2 is approximately constant
in this interval which means that if the number of
objects changes at all, this change is balanced by the
number of redundant connections. This indicates that
the topology of the black phase does not change
significantly in this interval. The situation is quite
different at site H1, where we find a continuous
change of the metric and of the topological quantities.

As a final remark, we notice that the functions
�mmkðg0Þ are approximately orthogonal, i.e.

X255

i¼0

�mmjðiÞ � h�mmji
� �

�mmkðiÞ � h�mmki½ � � 0; j 6¼ k ð13Þ

where h�mmji :¼ 256�1
P255

i¼0 �mmjðiÞ. This means that the
three functions �mmk(g0) contain approximately

Figure 6 Preliminary image processing consists of transformation from RGB to grey scale (upper left), contrast stretching, and inversion
(upper right). Segmentation with threshold g0 then leads to a binary representation of the pattern (bottom row). The value of g0 is chosen
such that m2 is maximal (g0¼ 49), zero (g0¼ 141), and minimal (g0¼ 211), respectively.

Quantifying Permafrost Patterns 283

Copyright # 2005 John Wiley & Sons, Ltd. Permafrost and Periglac. Process., 16: 277–290 (2005)

226



independent information on the pattern as a whole.
Notice that this is a different statement from
Hadwiger’s theorem which only refers to the binary
representation of the pattern for a particular value of
g0. Clearly, these functions cannot reveal detailed
structures of the image but rather are lowest order
descriptions. Their use would be analogous to that of
statistical moments for characterizing probability den-
sity functions. It appears to be worthwhile to explore
to what extent different patterns occurring in nature
can be categorized simply by the shape of the corre-
sponding Minkowski density functions �mmk(g0). Ob-
viously, a quantitative exploration of this requires
carefully normalized images which in turn demands
a set of reference marks on the ground. However, if

these are not available, as will often be the case,
qualitative comparison is possible even with the type
of rough normalization described in Material. We will
not follow this line here, however, and proceed to
analyse the spatial structure in more detail.

Spatial Variability of Minkowski Densities

Natural patterns often contain elements on different
scales as is also the case for the two permafrost sites
considered here. It is thus useful to calculate the
Minkowski densities not only for the entire field of
view but also for subregions. The first question arising
concerns the size of these subregions. As a pragmatic
approach, we employ the concept of the representative
elementary volume (REV), choose circular subre-
gions with radius r, calculate mk at different locations
as a function of r, and choose r such that the circle
encompasses small-scale variations but is not yet
affected by large-scale variations. Figure 8 shows
mkðrÞ for a few typical locations at H1 with
g0 ¼ 141. For small values of r, less than 30 say, mk

strongly depends on the immediate neighbourhood
and thus fluctuates strongly with r. However, with
increasing values of r, mkðrÞ often approaches a rather
constant value that is representative for the small-
scale patterns. In some instances, mk becomes stable
only for very large values of r. These typically
correspond to locations that are near the boundary
between some large-scale features. From Figure 8, we
choose r¼ 50 as a reasonable radius for an REV.

With an REV in hand, we explore the spatial
variability of the Minkowski densities by assigning
to each location x the value of mk in the REV centred
at x. Figure 9 shows the resulting density functions for
the black phase of H1 with segmentation threshold
g0 ¼ 141.

We first notice that the large-scale features of the
pattern are visible in all three Minkowski densities
even though the details are characteristically different.
Easiest to interpret is m0, which in two dimensions
equals the areal density of the phase considered. It
clearly identifies regions of extended vegetated
patches (low values of m0), of extended bare patches
(high values of m0), and of the rather wide transition
regions between. Obviously, we lack the spatial re-
solution of the original image and thus cannot say
anything about the structures of the transition regions
which could be larger isolated lumps as well as finely
interweaved phases. This information is to some
extent contained in the Minkowski densities m1 and
m2, however.

In regions with extreme values of m0 either the
black or the white phase dominates strongly.

Figure 7 Global Minkowski density functions �mmk g0ð Þ for the
black phase of binary representations of H1 (solid) and H2 (dashed).
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Correspondingly, the density of interfaces between
them is small. Examples are the regions around
x¼ (1.2, 0.7) and x¼ (1.5, 0.45) where m0 is smaller
than 0.1 and larger than 0.9, respectively. In both
regions, we find values of m1 that are more than an
order of magnitude smaller than the largest values at
this site. Transition regions on the other hand, with
values of m0 around 0.5, may contain high or low
densities of interfaces, depending on the arrangement
of the phases. Examples for regions with comparable
values of m0 but quite different values of m1 are
around x¼ (0.7, 0.35) and x¼ (1.3, 0.5).

Further information about small-scale structures,
namely about their connectivity, is contained in m2

which in two dimensions is proportional to the differ-
ence between the number of isolated objects and the
number of redundant connections of the black phase.
Regions with comparable values of m0 and m1 may
thus be discriminated with respect to m2. An example
is provided by the surroundings of x¼ (0.45, 0.65)

Figure 8 Typical examples for the dependence of Minkowski
densities mk on radius r of circular subregions (black phase of H1
for g0¼ 141). The numbers that identify the curves in the top graph
correspond to the locations given in Figure 9.

Figure 9 Spatial variability of Minkowski densities m0 (top), m1

[10�1 pixel�1] (middle), and m2 [10�3 pixel�2] (bottom) for the
black phase of H1 with threshold g¼ 141. The corresponding
pattern is shown in the upper left of Figure 10. Numbers are
calculated for circular areas with radius r¼ 50 pixel and plotted
with a resolution of 10 pixel. Axes are labelled in kpixel. Numbered
circles identify locations with radius r¼ 50 pixel used for Figure 8.
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and x¼ (1.1, 1.0). We further find that the black phase,
which corresponds to the bare soil regions, consists of
predominantly isolated objects near the boundaries of
the large-scale features while in their interior the
black phase is connected.

Of course, visual inspection also provides the
information just outlined. The advantage of using
Minkowski densities is that we can easily quantify
such subjective impression and that inspection can be
performed automatically, thereby facilitating the pre-
cise monitoring of large areas.

Comparing Sites

We compare the binary representations of H1 with
g0 ¼ 141 and of H2 with g0 ¼ 102, respectively,

which are shown in Figure 10. These values are
chosen such that �mm2 � 0 for the global pattern at the
respective site (see Figure 7). The density functions
m0(x), . . . ,m2(x) are shown in the top rows of
Figures 11–13 with the same resolution as used for
Figure 9. As already mentioned, m0 discrimi-
nates between solid patches and open transitional
regions. Obviously, the forms of the transitional
regions differ considerably between the two sites,
with an apparent multiscale organization at H1 and
dominating single scale shapes at H2. While this is
reflected in considerably larger interface densities at
H1 as compared to H2 (see also Figure 14 with r¼ 0)
the difference is most pronounced in the spatial
variation of m2. At H1, the connectivity varies greatly
in space. Regions with a highly connected black

Figure 10 Binary representations of H1 with g0 ¼ 141 (left column) and of H2 with g0 ¼ 102 (right column) before (top row) and after
(middle row) opening with a circular element of radius 5 pixel. The bottom row shows the difference between the original and the opened
pattern, i.e. those parts of the patterns are smaller than a circle with r¼ 5 pixel. Axes are again in kpixel.
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Figure 11 Minkowski density m0—the area fraction of black phase—for the original patterns shown in the top row of Figure 10 (top row)
and for the patterns opened with r¼ 5 pixel shown in the middle row of Figure 10 (bottom row). The left column is for site H1, the right one
for H2. Grey-scale is dimensionless.

Figure 12 As Figure 11 but for Minkowski density m1, the surface density. Notice the different grey scales. Their units are
10�1 pixel�1.
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phase, m2> 10�2 pixel�2, are adjacent to regions
where the black phase essentially consists of isolated
objects, m2<�10�2 pixel�2. At H2 in contrast, m2 is
rather uniform over most of the field with values
between �10�3 pixel�2.

As pointed out above, a more detailed analysis is
possible by looking at opened patterns for which
elements that are smaller than a circle with some
radius r are removed. Opening has three effects on a
pattern: (i) interfaces are smoothed which reduces
their length, (ii) narrow bridges between larger
patches are removed which tends to increase the
number of isolated objects and at the same time to
reduce the number of redundant connections, and (iii)
small objects are removed entirely. Clearly, the impact
of opening depends strongly on the organization of a
pattern, as is illustrated by the bottom row of Figure
10 where those features are depicted that disappear
upon opening with r¼ 5 pixel. Opening the pattern
removes 55% of the black phase at H1, �mm0 decreases
from 0.60 to 0.28, but only 36% at H2 (Table 1).
Corresponding to the decrease in �mm0 and the inter-
facial smoothing, we also find a strong decrease of the
interfacial length density �mm1 which decreases to 23%
of its original value at H1 and 32% at H2. We remark
that in contrast to �mm0, �mm1 need not decrease with
opening, although it usually will with the type of
patterns considered here. While �mm0 and �mm1 are typi-
cally found to be monotonically decreasing functions

of the opening radius, �mm2 will in general be of a rather
complicated form. The reason for this is that opening
removes small isolated objects, thereby reducing �mm2,
but also removes narrow bridges which creates new
objects and reduces connections, causing �mm2 to in-
crease.

More important than the different average changes
of �mm0 at the two sites, however is that the opening at
H1 removes an entire feature of the pattern, namely
the small polygonal bare patches along the boundary
between the largest structures (see bottom row of
Figure 10). In contrast, opening at H2 leads to rather
minor modifications, mostly to interface smoothing.
This difference is also manifest in the spatial structure
of the Minkowski densities (bottom rows of Figures
11–13). At H1, the original large regions of rather
compact black phase have almost disappeared with
only small patches remaining (Figure 11), the regions
with negligible interfacial length density are greatly
enlarged (Figure 12), and the connectivity patterns
change completely with some highly connected regi-
ons transformed into ones with predominantly isola-
ted objects, for instance near x¼ (0.8,1.0) (Figure 13).
In contrast, the changes at H2 are rather moderate with
the overall structure hardly affected over most of the
region. An exception to this are small regions, for
instance around x¼ (0.1,0.6) and x¼ (1.5,0.8), which
are structurally more similar to H1. This comparison
demonstrates the power of Minkowski densities to

Figure 13 As Figure 11 but for Minkowski density m2, the Euler number density. Notice the different grey scales. Their units are
10�3 pixel�2.
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identify and quantify multiscale organizations of
patterns as they are encountered at H1 but not at H2.

We comment that the analysis just presented could
be sharpened further by discriminating between differ-
ent sub-patterns and by then restricting the calculation
of mk(x) to similar sub-patterns. Figure 10 shows for
instance that the top right corner at H2 is structurally
more similar to the pattern found predominantly at H1
than to the rest of the pattern at H2. Such a discrimina-

tion could be readily automated since the patterns can
be distinguished based on their Minkowski densities.

Minkowski Density Functions

We consider the global Minkowski densities �mmk as
functions of the opening radius r, again for binary
representations of H1 with g0 ¼ 141 and of H2 with
g0 ¼ 102 (Figure 14). The multiscale organization of
the pattern at H1 postulated in the previous section
becomes further manifest in that both �mm0 and �mm1

decrease rather rapidly for r< 6 pixel and tail off for
larger values of r. In comparison, the decrease at H2 is
more gradual. An even stronger discrimination be-
tween the two sites is apparent in �mm2. The initial
opening step makes �mm2 more negative at both sites,
although the effect is much stronger at H2 than at H1.
Inspection of the images (not shown) reveals that the
strong decrease of �mm2 results from a large number of
small objects that get removed even though some
redundant connections also disappear. At H2, the
following opening steps let �mm2 jump to slightly
positive values where it remains practically constant
for 3� r< 12 and decreases slowly to 0 afterwards.
This indicates that for a rather extended range of sizes,
the topology of the pattern remains constant. At H1, in
contrast, opening beyond the first step leads to a very
strong increase of �mm2 which is caused by the creation
of isolated objects by eroding away narrow necks with
widths between 2 and 4 pixel. These newly formed
isolated objects are rather small, however, and dis-
appear rapidly upon further opening. With r> 5 pixel,
�mm2 continues to decrease, but at a more moderate rate.

As an aside, we comment that log-log plots of �mm0

and �mm1 at the two sites show that the interfacial length
density at H2 may follow a power law distribution, but
that the other quantities are of a more complicated
form. The underlying patterns thus cannot be de-
scribed as simple fractals.

SUMMARYAND CONCLUSIONS

We have introduced Minkowski densities and density
functions as tools for quantifying patterns and demon-
strated them by analysing three artificial patterns. We
then applied them to aerial images obtained from patt-
ered ground at two neighbouring permafrost sites.
Although these tools cannot rival our visual perception
in discriminating and possibly also in categorizing nat-
ural patterns, they do have two significant advantages:

1. They can be performed automatically and thus
facilitate the analysis of very large data sets as

Table 1 Global values of Minkowski densities �mmk

before and after opening by a circle with radius of
5 pixel.

k H1 H2 H1open H2open Units

0 0.60 0.52 0.28 0.33 1
1 1.54 1.07 0.35 0.34 10�1 pixel�1

2 �0.038 0.032 0.144 0.096 10�3 pixel�2

Figure 14 Minkowski densities �mmk as functions of the opening
radius r at sites H1 (solid) and H2 (dashed).
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for instance produced by high-resolution satellite
imagery. Automated analysis is typically most
efficient with some initial manual adjustment of
parameter ranges, most importantly for thresholds
and averaging areas in case of spatially varying
patterns. However, even those steps can be auto-
mated with more sophisticated algorithms that
implement and combine the analyses that led to
Figures 7 and 8. Exemplary visual inspection of the
results will remain mandatory as with all auto-
mated procedures.

2. They are quantitative, hence allow us to monitor
transitions in space and changes in time in an
objective manner that does not depend on the
interpreter’s experience and form. This also facil-
itates comparisons of patterns from different sites.

We should comment in closing that the methods
introduced here reduce an arbitrary pattern to a few
numbers or at most to a few functions. Clearly, a huge
fraction of the information contained in the pattern is
thereby lost and it will, in particular, not be possible to
recreate the pattern from the reduced information.
Such data reductions are well known from statistical
analyses where rich data sets are reduced to their first
few moments, e.g. mean and variance, and the corre-
sponding functions, e.g. the autocovariance. The
power of such reductions is their focusing on just a
few aspects and in eliminating all the others. They are
only useful to the extent that the focused aspects are of
interest. However, since areal fractions, interface
densities, connectivities, and distances to interfaces
are relevant for many functional aspects of a perma-
frost environment, Minkowski numbers and functions
are proposed as a useful tool for quantifying the
observed patterns.

Implementations of the tools used in this work are
contained in the public domain package QuantIm
which may be obtained from www.iup.uni-heidelberg.
de/institut/forschung/groups/ts/tools.
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