
An adjoint model for the determination of the mean 
oceanic circulation, air-sea fluxes und mixing coefficients 

Bestimmung von mittlerer ozeanischer Zirkulation, 
OberflÃ¤chenflÃ¼ss und Mischungskoeffizienten mittels 
der Adjungierten Methode 

Reiner Schlitzer 

Ber. Polarforsch. 156 (1 995) 
ISSN 01 76 - 5027 



Reiner Schlitzer 

Fachbereich 1 
UniversitÃ¤ Bremen 
Postfach 330440 
28334 Bremen 

jetzt 

Alfred Wegener Institut fÃ¼ Polar und Meeresforschung 
Postfach 120161 
27515 Bremerhaven 
Bundesrepublik Deutschland 

Printed version of a Habilitation thesis submitted to and accepted by the Physics Depart- 
ment of the University of Bremen (October, 1993). 

Die vorliegende Arbeit ist die inhaltlich unverÃ¤ndert Fassung einer Habilitationsschrift, 
die im Oktober 1993 vom Fachbereich Physik der UniversitÃ¤ Bremen angenommen wurde. 



Contents 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Zusammenfassung ii 
Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  iv 

1 Introduction 1 

2 Hydrographie Station Data 7 
. . . . . . . . . . . . . . . . . . . . . . . . . .  2.1 Spatial and Temporal Data  Coverage 7 

. . . . . . . . . . . . . . . . . . . . . .  2.2 Use of the Hydrographie Data in the Model 10 

3 Model Setup and Strategy 19 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.1 Model Grid and Geometry 19 

. . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.2 Parameters and Model Equations 20 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.3 Clusters 22 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.4 Mixing Tensor 23 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.5 Cost Function 25 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.6 Adjoint Model 28 

4 Initialization of Model Parameters 3 1 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.1 Pre-optimization 31 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.2 Iterative Procedure 32 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.3 "Independent Layer" Approach 35 

5 Model Calculations and Results 39 
. . . . . . . . . . . . . . . . . . . . . . . . . .  5.1 Overview of Numerical Experiments 39 

5.2 Calculations with the Upwind Differencing Scheme (UPW) . . . . . . . . . . . . .  40 
5.3 Calculations with the Centered-in-Space 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Differencing Scheme (CS) 68 
. . . . . . . . . . . . . . . . . . . . .  5.4 Diapycnal Mixing Linked t o  Stability (CS-N) 73 

. . . . . . . . . . . . . . . . . . . . . . . . .  5.5 Adding Heat Flux Constraints (CS-H) 76 

6 Discussion and Conclusions 87 

Acknowledgments 95 

References 97 



Zusammenfassung 
In der vorliegenden Arbeit wird ein neues Modellkonzept zur Bestimmung der mittleren, 

grofiraumigen ozeanischen Zirkulation sowie von OberflÃ¤chenwÃ¤rmeflÃ¼s und Mischungs- 
koeffizienten vorgestellt. Dieses Konzept beruht auf der sogenannten Adjungierten Me- 
thode und hat die Einbeziehung und Nutzung groÂ§e Mengen hydrographischer Daten 
zum Ziel. Es werden dabei mit dem Modell StrÃ¶niungsfelde bestimmt, die mit den be- 
obxhteten Verteilungen von Temperatur und Salz als auch mit den aus geostrophischen 
Berechnungen gewonnenen Geschwindigkeitsscherungen konsistent sind. Das verwendete 
Modell Ã¼berdeck den gesamten Atlantik und hat realistische Topographie. Die AuflÃ¶sun 
des Modellgitters reicht, von 2 . 5 ~ 2 . 5 '  bis 10xlOO in der Horizontalen und von 60 m bis 
500 m in der Vertikalen. Als Anfangswerte der StrÃ¶munge im Modell werden aus den hy- 
drographischen Daten berechnete geostrophische Geschwindigkeiten verwendet. Anfangs- 
werte fÃ¼ 0be.rflÃ¤chenwÃ¤rmeflÃ¼ und Mischungskoeffizienten werden der Literatur ent- 
nommen. Das Modell erfÃ¼ll Masse-, WÃ¤rme und Salzerhaltungsgleichungen exakt und 
berechnet aus diesen und den aus den Daten berechneten Randbedingungen Modellver- 
teilungen fÃ¼ Temperatur und den Salzgehalt. Das Modell vergleicht dann die simulier- 
ten Verteilungen mit den Temperatur- und Salzdaten und ermittelt aus der festgestellten 
Struktur der Abweichungen automatisch (mittels der Adjungierten Methode) einen Satz 
geÃ¤nderte StrÃ¶mungsgeschwindigkeiten OberflÃ¤chenwÃ¤rmeflÃ¼ und Mischungskoeffizi- 
enten, der zu einer besseren Temperatur- und Salzsimula,tion fÃ¼hrt Die Optimierung der 
ModellstrÃ¶munge erfolgt iterativ bis die bestmÃ¶glich Ãœbereinstimmun zwischen Mo- 
dellwerten und Beobachtungen erreicht ist. Dabei wird gewÃ¤hrleistet daÂ die vertikalen 
Geschwindigkeitsscherungen nur wenig von geostrophischen Profilen abweichen. 

Die Modellrechnungen zeigen, daÂ die. Modellziele tatsÃ¤chlic erreicht werden kÃ¶nne 
und daÂ simulierte Verteilungen erzeugt werden, die sehr nahe bei den Beobachtungen lie- 
gen. Die Geschwindigkeit~sscherungen der dazu notwendigen StrÃ¶munge weichen kaum von 
den geostrophischen Scherungen ab. Um bestmÃ¶glich Ãœbereinstimmun von Modell und 
Daten zu erzielen, mÃ¼sse die Werte fÃ¼ diapyknische Mischungskoeffizienten relativ klein 
gewÃ¤hl werden. Setzt man Mischungskoeffizienten als konstant im gesamten Modellgebiet 
an, so ist ein Wert von & = 0.4 -1 0 4  in2 s 1  optimal, wÃ¤hren bei einer Parametrisierung 
der diapyknischen Mischung mit der inversen Brunt-VÃ¤isÃ¤ Frequenz die besten Werte 
zwischen 0.1 - 1 0 4  in2 s 1  in der Thermokline des tropischen Ozeans und 1.5 - 1 0 4  m 2  spl 
in den schwach geschichteten WasserkÃ¶rper der polaren Becken und des tiefen Ostatlan- 
tiks liegen. SensitivitÃ¤tslÃ¤u deuten auf eine Schwankungsbreite von &100% bei diesen 
Werten. Bei allen ModellÃ¤ufe zeigt sich ein Ãœberwiege der Verdunstung gegenÃ¼be dem 
Niederschlag zwischen 0.17 und 0.3 Sv im Atlantik. Mit Ausnahme des Weddell Beckens 
nimmt der SÃ¼datlanti WÃ¤rm aus der AtmosphÃ¤r auf. Dabei werden mit ca. 45 W m-' 
die grofiten Werte am nÃ¶rdliche Rand des Zirkumpolarstromes zwischen 40 and 60Â° 
erreicht. 

Die zonal int,egrierte meridional Zelle der ModellstrÃ¶munge zeigt nordwÃ¤rt gerich- 
teten Transport im OberflÃ¤chen- Zwischen- und Bodenwasser und nach SÃ¼de flieflendes 
nordatlantisches T'iefenwasser dazwischen. Dabei wird im SÃ¼datlanti der nordwÃ¤rt ge- 
richtete FluÂ in den obersten 1500 rn Tiefe hauptsÃ¤chlic durch Antarktisches Zwischen- 



Wasser hervorgerufen, wÃ¤hren der Beitrag des warmen OberflÃ¤chenwasser vergleichsweise 
gering ist. Erst im Ã¤quatoriale und subtropischen Nordatlantik Ã¼berwieg der Transport 
des warmen OberflÃ¤chenwasser den des Zwischenwassers. Im polaren Nordatlantik und 
im Weddell Becken findet man im Modell Tiefen- und Bodenwasserbildung. Absinken 
von Wasser zeigt sich auÂ§erde in den Zentren der subtropischen Wirbeln, wÃ¤hren im 
SÃ¼datlanti zwischen 45 and 65's und im Ã¤quatoriale Atlantik Auftrieb Ã¼berwiegt Die 
Vertikaltransporte in 60 m Tiefe stimmen gut mit den aus Winddaten bestimmten Ekman- 
Divergenzen Ã¼berein Gute Ãœbereinstimmun mit den hydrographischen Daten konnte irn 
Modell fiir eine Vielzahl von StrÃ¶mungsfelder gefunden werden. Diese StrÃ¶mungsfelde 
unterscheiden sich teilweise stark in der StÃ¤rk der meridionalen Zelle und der GrÃ¶Â des 
meridionalen WÃ¤rmeflusses Ã„hnlich Ergebnisse wurden auch mit anderen Inversmodellen 
erzielt, und es scheint, da,Â der Informationsgehalt hydrographischer Daten nicht ausreicht, 
um integrale Transportraten weiter einzugrenzen. Offensichtlich ist die Einbeziehung wei- 
terer, unabhÃ¤ngige Messungen notwendig. um zu Verbesserungen zu gelangen. Zu diesem 
Zweck ist an eine Erweiterung des hier vorgestellten Modellkonzeptes gedacht, die die 
Nutzung von Daten zeitabhÃ¤ngige Spurenstoffe (z.B. FCKW) im Ozean erlaubt. Erste Si- 
mulationen der ozeanischen FCKW Verteilung mit den hier vorgestellten StrÃ¶mungsfelder 
zeigen systematische Abweichungen von den Messungen, und man kann daher erwarten, 
daÂ diese zusÃ¤tzliche Daten zu einer besseren EinschrÃ¤nkun der mÃ¶gliche LÃ¶sunge 
fuhrt. 



Summary 
A new model approach based on the adjoint formalism and aimed at assimilating large 

sets of hydrographic data is presented. Goal of the model calculations is to obtain the 
mean, large-scale ocean circulation together with coefficients of iso- and diapycna.1 mixing 
and air-sea heat and fresh-water fluxes. Consistency with the measured distributions of 
temperature and salinity and with the principle of geostrophy is enforced. The model cov- 
ers the entire Atlantic and has realistic topography. Model resolution is non-uniform and 
ranges from 2.5' to 10' horizontally and from 60 m to 500 m in the vertical. Model veloc- 
ities are initialized with geostrophic flows calculated from original hydrographic station- 
data, and initial air-sea heat fluxes and mixing coefficients are taken from the literature. 
Mass, heat and salt budgets are satisfied exactly, and for given boundary conditions and 
model flows the model temperature and salinity distributions are calculated. Then hori- 
zontal flows and the air-sea fluxes are modified automatically (in directions provided by the 
a,djoint model) until deviations between model temperatures and salinities and their mea- 
sured counterparts (data) are minimized while keeping the vertical shear of the horizontal 
velocities (as given by the initial geost,rophic flows) largely unchanged. 

Model results show that the model temperature a,nd salinity fields can indeed be brought 
to close agreement with the observed distributions. Modifications to the initial horizontal 
flows needed to achieve this agreement are found to consist mainly of conshnt velocity 
shifts in the vertical profiles. The final, optimal flow field thus is consistent with geostrophic 
dynamics a,nd the present model can be regarded as a new approach to the  classical problem 
of calculating reference velocities froni hydrographic data. Different numerical experiments 
show that in order t.o obtain satisfactory agreement between model 6 and salinity fields 
wit(l1 observations small diapycnal mixing coefficients are required. In the case of constant 
coefficients in tlle entire model domain the optimal value is about lCu = 0.4 - 1 0 4  m2 s l .  
and for a parameterization of diapycnal mixing with the inverse Brunt-VÃ¤isÃ¤ frequency 
IiL, ranges from about 0.1 - 1 0 4  in2 s 1  in the thermocline of tlle tropical Atlantic to about 
1.5 - 1 0 4  m2 s 1  in. t,he weakly strat,ified waters below 500 m depth in the polar oceans 
and in t,he deep eastern Atlantic. Sensitivit,~ runs show that acceptable solutions can be 
obtained with mixing coefficients within about Â±100 of above values. All model solutions 
for t.he different cases considered show net, fresh-water loss of the Atlantic (between 0.17 
and 0.3 Sv) and net air-sea 11ea.t gain. With the exception of Weddell Sea. the south 
At.lant,ic a.lmost everywhere is receiving heat, and a belt of relatively large heat gain (up 
t.o 45 W m 2  ) is found a.long the pa.th of the Antarctic Circunipolar Current between 40 
and 60's. 

Zonally int.egrated model flows show a meridional overt.urning cell consisting of north- 
ward transport of intermediate. near-surface and bot.tom water which compensates the 
sout.l~ward flow of Nort.11 At.lantic Deep Wat,er. In the south Atlant,ic the northward t,rans- 
port within the upper 1500 m consists mainly of intermediate wa.t.er (Antarctic Internie- 
diate Wat,er): at tlie equator warm. near-surface water and intermediate water cont,ribute 
about. equal l~ .  and in tlie north Atlantic t.he northward transport is mainly in the surface 
layer. Deep and bottom water tbrmation is observed in the Nordic Seas and in Weddell 
Sea. Between 45 and 65's and in the equatorial region upwelling occurs whereas down- 



welling dominates in the centers of the subtropical gyres. Although not enforced by explicit, 
constraints, zonally integrated vertical transports in 60 m depth correspond roughly with 
estimates of (zonally integrated) Ekman divergences. Satisfying model temperature and 
salinity distributions could be obtained for model circulations differing considerably in the 
strength of the respective meridional overturning cells and in the magnitude of the corre- 
sponding oceanic meridional heat transport. This result indicates a relatively large degree 
of uncertainty for the absolute strength of the meridional overturning cell, a finding that 
is in line with results of inverse n~odels which are based on temperature a,nd salinit,y dat,a 
only. It is proposed, and intended as future model development, to include transient tracer 
distributions as additional constraints within the present model concept a,nd require that 
the model not only reproduces realistic tempera,ture and salinity fields but also matches 
the available tracer measurements. Simulations of the chlorofluoromethanes CFM-11 and 
CFM-12 using the present model solutions show systematic differences between model con- 
centrations and data which indicates that independent information can be drawn from the 
tracer fields. 





Chapter 1 

Introduction 

Maps of ocean currents offen found in atlases, encyclopedias and oceanographic textbooks 
(see Fig. 1 for an exa,mple) tend to suggest that after almost one hundred years of research. 
oceanographers have discovered and identified all major current systems in the ocean and 
know the exact position and strength of the flows. This is not the case, even not for the 
surface circulation of the ocean, which, compared to deep flows. is easiest to observe and 
for which the longest history of data exists. Flow charts like in Fig. 1 rather have to 
be considered as att.empts to combine diverse pieces of information which contain errors, 
are non-synoptic and fall fa,r short of adequat,ely describing the full complexity of ocean 
dynamics which begins fo become apparent from the growing set of oceanographic data. 

A major effort to improve our knowledge about the ocean circulation is currently un- 
derway (World Ocean Circulation Experiment, WOCE). Major goals of WOCE are "to 
develop models useful for predicting climate change and to collect the data necessary to 
test them" (WOCE. 1988). Within these general objectives the determination of the mean. 
large-scale circulation and the associated fluxes of heat and other properties in the ocean 
plays an important role. An unclerstanding of the overall circulation patterns and the 
quantitatively correct, determination of lnean transport rat,es is seen as a prerequisite for 
the study of the full, complex system and for the purpose of making realistic forecasts 
On climate changes over long time-scales. knowledge of the mean oceanic transports of 
properties like heat and COz is essential. 

Most of the current knowledge about nlean. 1a.rge-scale ocean t.ransport is derived from 
Hydrographie data together with the principle of geostrophy. Due to the problem of un- 
known reference velocities. however, it is not possible to derive absolute velocities or realis- 
tic integrated transports from geost.rophy alone. and usually t,he assumption is made that 
flow velocities vanish at  some great depth (reference level). With typical velocities in most 
parts of the deep ocean on the order of 1 - 1 0 '  m s 1  the error made by assuming the deep 
currents to be Zero is relatively small for strong surface currents (e.g., Gulf Stream, Brazil 
Current, etc.) and, as a consequence, overview maps of ocean currents as in Fig. 1 are 
not aft'ected much by different choices of deep reference velocities. Integrated transports of 
water and properties, however. depend strongly on the choicc of rcference velocity or refer- 
ence clepth. As a result. value ranges of transport estimates of, for instance, the sout.hward 



Fig. 1: Surface c Ã ¼ r i e ~ i t  in tue Ailaniic in February (from: iciiernia, 1 9 8 ~ ) .  

flow of North Atlantic Deep Water (NADW) or the meridional transport of hea,t in the 
Atlantic shown in Fig. 2 a,re very large. 

N~iinerous approa,ches have beeil developed t.0 overcoine the deficiency of the geostrophic 
method and to calculate absolute velocities by ma,king use of distributions of additional 
properties (WÃ¼st 1935; R,eid, 1989) and/or by applying additional dynamical equations 
or property conservation budgets (inverse n~ethods: Schott and Stommel, 1,978; Wunsch 
&nd Grant, 1982; Schlitzer, 1988). Dynamical niodels (Bryan, 1969) that are based on 
the momentum equation (OS approximations of it) and are driven by winds and surface 
fluxes of fresh-wa,ter and heat a,re able to reproduce the diversity of small-scale and short- 
term phenomena. in the ocean. However, it appears t,hat integra.t,ed transports of mass or 
heat in these models a,re strongly depenclent on details of the forcing fields (winds and 
surface fluxes). Because the ocea,n wind field and t.he air-sea surface fluxes are among 
the  least-well known paran~eters of ocean research, attempts have been made to reduce 
the influence of the surface forcing 011 thc model results by coupling the dynamical model 
stronger to hydrographic data in the ocean interior (Sarmiento and Bryan, 1982, Tziperman 
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Fig. 2: Total northwaid heat transport (PW=1015 W) of the south and tropical Atlantic Ocean 
(from: Peterson and Stramma. (1991); their Fig. 28). 

and Thaclier. 1989). Drawbacks are t,he abandonment of exact property conservation or 
the  i n ~ m e n s e  computational cost of t h e  model calculations. 

T h e  present model approacl~ cont.ains idcas and elements from many of t h e  above- 
mentioned methods but  differs widely with respect to  putt,ing different emphasis On data ,  
dynamical equations and conservation laws and by using a new mathematical formulation 
whic11 is based On the  adjoint. inethod (Le Dimet and Talagrand. 1986; 'l 'hacker. iÅ¸88b 
Tllaclier. 1988a). As will be  described in detail below. integral equations like mass, heat  and 
salt budgets for t,he control volumes (boxes) of the  model are considered the  most important  
inodel equations and are  satisfied exactly, whereas the  vaguely known forcing parameters 
a t  t h e  ocean surface and differential properties like geostrophic flow velocities, obt,ained 
as differences of nearby dynamic height .~,  are  enforced in a n  appr0ximat.e sense only. This 
strategy reflect,~ the observation t h a t  integral quantities (like property distributions in 
the ocean) are  known bet.ter and change less with t ime  compared with, for instance, the  
surface forcing parameters wind, lleat and fresll-wat,er fluxes and compared with differential 
properties like clyi~amic lieight, differences. 

' n ie  dynamical principles of geostrophy. Eknlan drift and linear vorticity Balance are 
incorporated in the  present model. however. these are treated as soft. constraints and t,he 
moclel is allowed to cleviate from t l ~ e s e  principles. This is a inajor difference t o  t h e  approach 
of Tziperman and Thacker (1989) who also is using t.he adjoint technique and is aiming 
at the  niean oceau circulatiou but whose model put,s more emphasis on t h e  dynanlical 
principles ( b y  applying approximated time-dependent m o m e n t ~ ~ i n  equations). Wliereas 
Tziperman lias to  enforce stationarity of the  circulation by additional terms in the  cost 
fiitiction of liis system. hexe. stationarity is assured by design of the model. 

-1s a fundamental property of a steacly model. conservation of mass. heat and  salt is 



4 CHAPTER 1. Il\rTROD UCTION 

st,rictly enforced in the present approach. It is realized that flows calculated from available 
hyclrographic data non-uniforn~ly distribut.ed in space and time are likely to be in disagree- 
ment with continuity. This has been shown, for exarnple, by Wunsch and Grant (1982) 
who usecl non-synoptic hydrographic sections in their model and observed especially large 
mass divergentes in the Gulf Stream region caused by t,emporal changes of the stream's po- 
sit.ion. Because of the steady-state condition, here, conservation laws are considered niost 
in~portant ,  and the standpoint is ta,ken. that in order to satisfy them, the flows should 
be ~nodified, not bccause geostrophy was invalid but because data coverage is expected 
to be insufficient t,o represent, the t.rue, mean stat,e of the ocean or because errors in the 
hydrographic clat,a leacl to erroneous geostrophic flows. Thus, allowing the vertical shear 
of the model flows to cleviate from the initial, geostrophic shear should not be regarded 
as abandonment. of tlie principle of geostrophy but rat,her as a way to deal with doubts, 
whether the available l~yclrograpl~ic dat.& correctly represent the mean, large-scale oceanic 
flows. Uncertainties of the vertical velocity shear from geostrophic calculations (including 
Ekmaii transp0rt.s near the surface) are estin~ated, and the model velocit,~ shear is only 
required to ma-tch the initial, geostrophic shear wit,hin these error margins. 

This approach is different from, for insta,nce, t,he inverse calculations of Wunsch and 
Graut (1982) who accept the geostrophic shear from hydrographic sections as being exact 
while compron~ising On mass. heat a,ncl salt conservation. Locally, the resulting flows of 
Wunsch and Grant are closely linked to t,he individual, non-synoptic hydrographic sections 
incorporated in their model and the overall circulation field represents a composite of 
instantaneous flows across different sections at  different times. For the present model, 
conservation laws are not only importa,nt because of the emphasis on the long-tern~, steady 
ocean circulation, but sa.tisfying them exactly is also a pre-requisite for the temperature, 
salinity and, in future, tracer siniulations performed by the model. Any mass imbalance 
Sm of a given control volume or box influences the corresponding property budgets (see 
below) by introducing artificial (non-physical) heat,, salt and tracer sources or sinks of 
magnitude Qa W Sm C ( C  being t.he mean property concentration On the surfaces of the 
box). A positive imbalance (Sm > 0, more water is entering the box than leaving) is 
equivalent to a, riet. artificial production of tracer inside the box whereas a negative mass 
imbalance (Sm < 0, more water lea,ving than entering) results in a net, artificial decay. 
For the heat, salt and tracer simulations incorporated in thc present model it is essential 
to avoid artificial property sources or sinks and this is ensured by requiring exact mass 
balances (6m = 0). 

In inverse models (Wunsch, 1984b; Wunsch and Grant, 1982; Schlitzer, 1989; Schlitzer, 
1988; Schlitzer, 1987; Rintoul, 1991), typically, closed volumes or boxes are defined using 
hydrographic sections and a vertical subdivision into isopycnal or consta,nt dept,h layers. 
For the resulting boxes conservation equations are formulated. These include in most cases 
inass, heat a.nd salt budgets, but, for instance, silicate or radiocarbon (14C) budgets can 
be incorporated as well (Schlitzer, 1987). Taking the concentration values that  appear 
in the advective and diffusive terms of the property budgets from observations (section 
data) lcaves a, set of linear equations that can be solved easily for the unknown flow 
velocities or reference velocities (Wunsch and Minster, 1982). Because the coefficients of 



the system are derived from data and contain errors, certain imbalances are tolera,ted in the 
budget equations. The advantage of this approach is that solutions and error covariances 
of the solutions ca,n be obtained efficiently. A serious drawback is the requirement that 
measurements must be ava,ilable on all interfaces of the model grid in order to define 
the model coefficient niatrix. For models iising only the basic hydrographic properties 
temperature and salinity this is not a serious restriction because of the large amount 
of available temperature and salinity nieasurements. However, for transient tracers like 
chlorofluoroniethanes (CFMs) or tritiuni, which exhibit time-evolving oceanic distributions 
and for which much less data are available compared to T and S, very rarely sufficient 
observations are available for a given time to reliably define tracer concentrations on box 
interfaces or the tinie-rate of change of t,he tracer within a box. 

With a future model evaluation of transient tracer data in mind, the present model 
is designed to be less demanding on completeness of the available data sets while still 
allowing to exploit the limited amounts of existing (tracer) data. It will be seen in detail 
below tha,t mass, heat, salt and tracer (future development) budgets are satisfied exactly 
by tlie model a,nd acceptable stea,dy flow fields, air-sea fluxes m d  mixing coefficients are 
required to reproduce (or correctly siniulate) the observed distributions of temperature, salt 
and tracer. Consistency with observations is checked and enforced for all boxes for which 
data are available. Given the l a x e  set of hydrographic data,, model versus measurement 
comparisons for temperature and salinity can be made almost everywhere in the model 
domain. In contrast, consistency checks with, for instance, oceanic CFMs are usually 
restricted to small regions and a. single time for which CFM data are availa,ble. These two 
scenarios are treated formally equally by the model, the only difference being tha,t fewer 
modelldata comparisons lead to weaker constraints on the final model solution. In addition 
to reproducing realistic property fields the vertical velocity shear of the horizontal model 
flows is required t.o be close to the vertical shear of geost.rophic velocity profiles obtained 
from the hydrographic data. This constraint is equivalent to the traditional notion that 
the velocity shear or the shape of velocity profiles can be det,ermined using the geostrophic 
method, but that a constant velocity offset (called the reference velocity) remains t,o be 
determined. It should be noted that at  present the model is realized with t,emperature and 
salinity data only. 

The optimal moclel solution (mean circulation, air-sea fluxes ancl mixing coefficients) 
is obtained iteratively, starting with geostrophic horizontal flows (calculated relative to a 
conveniently chosen reference level; here: 2500 db) and values for air-sea heat fluxes and 
iso- and diapycnal mixing coefficients taken from tlie literature. For this set of independent 
niodel parameters vertical fiows as well as simulated model temperatures and salinities are 
calculated by solving mass-, heat- and salt conservation equations exactly. These dependent 
model parameters are compared with clata ( t em~era tu re  and salinity data, estimates of air- 
sea fresh water fluxes, etc.) and consistency with data is measured by an overall model- 
data misfit (cost function F). The independent model parameters are then modified in 
a systemat,ic wa.y (determined by the adjoint model described below) that guarantees a 
subsequent decrease of the model-data misfit. This iterative procedure is repeated until 
tlie model-dat.a misfit is minimal. A t  that point it has to determined to which degree the 



CHARTER l .  INTRODUCTION 

overall model goals have beeil satisfied, the resulting, optimal model flow field appearing 
most valuable when realistic simulations of temperature a.nd salinity could be obtained 
with model vertical velocity shear as given by geostrophy. 

In contrast to dynamical models (Bryan, 1969; Sarmiento and Bryan, 1982; Tziperman 
and Thacker, 1989), that include the time-evolution of oceanic flows and usually a,re able to 
reproduce, for example, seasonal variations of the velocity fields, in the present study, model 
flows are steady and represent the long-term mean ocean circulation. As a consequence, 
processes in the ocean that are known to be time dependent like for instance sporadic deep 
wat.er formation or winter convection events can not be resolved (in time) in this model. 
Instead, the present model will try to reproduce t,he net effects of, for insta,nce, deep water 
formation on tempera,tture, salinity and tracer fields with a time-rnean downwelling or 
deep water formation rate. Thus, cxe should be taken when comparing vertical velocities 
of the model in deep water formation areas with direct velocity measurements during 
convective events. Restriction to steady flows, as in the present model, represents an 
oversimplification of the real oceanic dynamics and, at the outset, it is not clear whether 
realistic temperature or salinity simulations can be obtained. In the deep water formation 
areas, it appears to be impossible to produce the observed, low temperatures of the deep 
and bottom waters by downwa.rd convection of surface waters with the relatively high 
a,nnually averaged t.emperatures, a.nd it can be expected that model surface ternperatures 
and salinities in the formation are's will be biased towards the respective winter values. 

The paper starts in section 2 with a description of the set of hydrographic data  used 
for the present model study. Then, in section 3, the model strategy arid a model setup for 
the Atlantic Ocean are presented; section 4 describes how the model is initialized, and in 
section 5 results of various numerical experiments are shown and discussed in the context of 
present-day oceanographic knowledge. Finally, conclusions are drawn and ideas for future 
model development 're presented in section 6. 



Chapter 

Hydrographie Station Data 

2.1 Spatial and Temporal Data Coverage 

Fig. 3 shows the  map  of liydrographic stations used in tliis study. T h e  data. set was obtained 
by merging several large d a t a  atlases: (1) the  Southern Ocean Atlas of Gordon et al. (1986), 
(2) a set, of about  1200 additional, new stations in  t h e  sout11 Atlantic (W. Nowlin, priv. 
communication), (3) a set of about, 3000 stations covering the  entire Atlantic (J .  Reid, 
priv. communication). (4) a set of about 1200 stations froni the  north Atlantic occupied 
during t h e  early 1980s (Fukumori e t  (11.. 1991), and (5) a large numbei  of liydrographic 
stations from t11e US NODC global archive that  were not  included in t,he ot,lier da ta  set,s. In 
total,  the  collect~ion contains more than 9000 sta.tions most  of which contain lop to  bot tom 
measurements. As can 13e seen in Fig. 3 the overall dat.a coverage is good. however, even 
witli a large clata set like the  present one some areas in  tlie central south Atlantic. t h e  
w s t e r n  Wedclell Sea ancl the Arctic Ocean remain poorly sampled. 

Tlie t,emporal distribution of tlie station data  for t.llree regions of t h e  At,lantic (Nordic 
Seas [60Â° - 9O0X], cent,ral Atlantic [50Â° - 60'31, Antarctic region [80Â° - 50Â°S] is shown 
in Fig. -L Overall, t h e  hydrographic da ta  cover a period of almost 70 years from t h e  
early 1920's up  t o  the  present time. For the tliree regions considered. t,he Antarctic region 
ex1iibit.s t h e  widest. spreacl in t ime witli a relatively large nuniber of old stat,ions from, for 
instance. t h e  Meteor and Discorery expeditions (period from 1925 to 1939; WÃ¼st 1935: 
Deacon. 1937) togetlier with more recent clata between 1955 ancl 1990 which are n ~ o s t  
numerous in the mid 1970's ( ISOS.  Sowlin et 01. 1977). In the  central Atlantic ancl 
cspecially in the  xorclic Seas the observations tencl t o  fall into a narrower. more recent 
time interval with iiiaxima arouncl 1960 ancl 1980. Major expeditions (e.g..  IGY. 1957- 
1958: GEOSECS. 197-2-197:3: T O .  1981-1983) can easily be iclentified by individual peaks 
in t lie liistorical station distributions. 

Fig. 4 also shows t11e uumber of stations for tlie different months of the year. In the  
central Atlantic (Pig. -Ibj more stations liave beeil occupiecl cluring February. March and 
April compared with other montlis. but 011 tlie average all seasons seem to be acfecluately 
represeiitecl. Tlie situation is different in tlie subpolar and polar regions bot11 in the nortli 
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Fig. 3: Map of hydrographic stations used in this study. The  da ta  set contains more than 9000 
stations most of which contain top to  bottom measurements. 
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Fig. 4: Temporal distribution of available station-data for t l ~ r e e  regions of the Atlantic: (a)  Nordic 
Seas. (b) central Atlantic and (C) southern Atlantic. 
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a,nd south At.lantic (Figs. 4a and 4c). Due to unfavorable weather and ice conditions during 
winter and also due to the reinoteness of these areas, observations tend to occur ma.inly 
during the respective summer inont.hs, and usually very few stations a,re occupied during 
the rest of tlie year and especially in winter and spring, when, from a scientific point 
of view, it might be most int.erest,ing tso make the measurements. In the Nordic Seas a. 
relatively large number of observations were inade during March, probably reflecting the 
interest in deep water for~nation and winter convection processes, but summer data  still 
clominate. T'he obvious bias of the observat.ions in the polar and subpolar regions towards 
the respective summer seasons and possible consequences for the present study will be 
discussed below. 

2.2  Use of the Hydrographie Data in the Model 

The hydrographic data enter t,he model in their original form and the model does not 
depend on the availabilit,~ of a gridded data set. This is a major difference to many ot.her 
ocea,n circula,tion models which use the Levitus (1982) or Gordon e t  al. (1986) dat,a sets. As 
described below, averaging of the original data over length scales comparable to the model 
resolut,ion is performed in the Course of the model setup. The resolution and smoothness of 
the resulting fields of temperature, salinity and velocity depend mainly on the resolution 
of the rnodel and, in principle; sinall-scale st,ructures contained in the original station-data 
ca.n be exploit,ed by designing n~odels with sufficiently high spatial resolution. Use of the 
original data. as opposed t,o gridcled dat,a sets has the additional a,dvantage that statistical 
information about, the data like variability and cova,ria,nce ca,n be gathered in the averaging 
process and subsequently be used in the model calculations (for details see below). Error 
inforniation is usually not, provicled with gridded data sets. 

For t,he model, t,he hydrographic dat,a mainly serve two purposes: Firstly, they are 
used to calculate dynamic height and geostrophic velocity profiles. The model flow-field is 
initialized with the calculat.ec1 geostrophic velocities and the geostrophic velocit,y profiles 
provide vertical velocity shear "data" which are used to  constrain the horizontal model 
flows during the niodel calculations (see below). Secondly, the  hydrographic data are used 
to obtain a,verage potential t,emperature and salinity values defined On the model grid. 
Ultimately, the model will t.ry to match t,he model-simulated temperatures and salinities 
with the average box temperature and salinity values derived from the data. The fields 
of density gradients along the three cartesian coordinates X, y ,  and z (positive values 
pointing eastward, northward ancl upward), which define the orientation of isopycnals, 
and the Brunt-Va,isÃ¤la frequency, which is a ineasure of vertical stability, are also derived 
from t.he hydrographic data. These paran~eters are needed for the implementation of the 
isopycnal mixing tensor in the model. In the following, tlie procedures for deriving the 
different input data of the model from the original station data  are described and selected 
results relevant. for model clesign and t.he discussion of n~ode l  results are presented and 
discussed. 
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Mean Profiles of Dynamic Height 

At each corncr point (node) of the model grid (see section 3.1) niean profile of dynamic 
height. relative to the sea,-surface is calculated. For this, stations from a, rectangular region 
surrounding the nocie are select.ed a,nd dynaniic height is calculated &t a. set of 50 standard 
levels from the surface down t,o 6500 db for each of the selected stations: 

I11 (2.1) pi is level pressure, p,, is the reference pressure (here: pr = 0) and 6 is the specific 
volunie anomaly. The region froni which stations are selected is gradually enlarged until at 
least five valid stat,ions a,re fouiid. Then, a t  each standard level p, the (distance-weighted) 
mea,n dynamic height AD, as well as its variance (T^) and the covariances with the other 
standard depths c r ^ )  are calculated and stored. Quality of the individual dynaniic height 
profiles is checked visually and stat.ions wit.h bad data or insufficient vertical sampling are 
rejected froni the averaging process. The varia,nce of dynamic heights (relative to  0 db) at 
t.he bot,t,oni of a node and the size of the region from which stations &re selected, are used 
t.o derive a. quality indicator q for t,he pa.rticular node, which, when Sarge, indicates large 
variability of dynamic heights and/or sparseness of data. This quality indicator is used to 
define weight factors in the cost function of the model (see section 3.4). 

Geostrophic Flows 

Once all the profiles of mean dynamic height are calculated for all nodes of the model grid, 
geostrophic velocity profiles u' are c a l c ~ l ~ t e d  for each pair of nodes (although zonal ( U ' )  

and meridional ( U * )  velocit.ies are calculated at the different model interfaces only U' is 
referred to in t,he following). For this step, t.he dynamic heights at the two nodes are first 
referenced to a conveniently chosen level pT (here: pr = 2500 db; consta.nt for the whole 
model domainj. For pairs of nocles sl1allower than pr .  the bottom pressure of the deepest 
of the t.wo nodes is used as reference pressure. Geostrophic velocities (in [m s l ] )  at the 
standard levels p: are obt.ained as 

where r n . 4  and m ~ ,  are the niean dynamic heights (in [dyn m]) a t  the tvro nodes A and 
B. L is the distance between the two nocles (in [in]) and f is the Coriolis paramet,er (in 
[ s l ] .  Dynamic height covariances (derivecl from the hydrographic data) are then used to  
calculat,e the covariance matrix of the geostrophic velocities at the 50 standard levels. The 
geostrophic velocities are avcraged over t.he dept,h intervals of the model layers and Ekman 
velociiies calculated from the Trenberth et  01. (1989) winds are added to the geostrophic 
velocities of t.he top two layers (0 to 140 111 depth) to obtain initial model horizontal 
flows. As an example. Fig. 5 shows a profile of zonal geostrophic velocity U" (referenced 
to 2500 db) in the subtropical north Atlantic. Note that  the vertical extent of the velocity 
points ~>eflects  the layer thicknesses in the model. 
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Fig. 5: Profile of zonal geostrophic velocity U' relative to 2500 db in the subtropical north Atlantic. 
Solid bars a.re mean velocities of the model layers. The extend of the model layers is indicated 
by the length of the bars. 

Fig. 6 shows geostrophic flows rela,tive to 2500 db in 100 m depth in the Atlantic derived 
from the hydrographic stations shown in Fig. 3 with the method described above. Flow 
vectors represent vector-averaged nearby zonal and meridional velocities. Comparison 
with Fig. 1 shows that most of the major surface currents in the Atlantic (Antarctic 
Circumpolar Current. Benguela Current. South and North Equatorial Currents, Florida 
Current, Gulf Stream, North Atlantic Current, Canary Current) are reproduced by the 
geostrophic calculations, and the calculated flow field appears to be a good starting point 
for the actual model runs. Peak velocitks in the strong currents are smaller than values 
obtained from direct current measurements which is attributable to spatial and temporal 
averaging resulting in relatively broad and slow flows (Olbers et  al., 1985). Glose to the 
equator geostrophic velocities are sensitive to data errors and no clear circulation pattern 
evolves there. In this region the model flows are initially set to Zero and are not coupled 
to the initial geostrophic estimates. 

Geostrophy alone only allows determination of the vertical velocity shear U', = 9u"/9z, 
and in Fig. 5 the velocity profile is arbitrarily fixed to Zero a t  the reference level. Absolute 
velocities are obtained from the geostrophic flows by adding an  unknown, constant velocity 
component (the reference velocity) to the profile. The notion that  hydrographic data 
together with the principle of geostrophy only determine the  shape of the velocity profile 
while the absolute values remain unknown is reflected in the model design. Model flows are 
initialized with the  geostrophic flows. but in the Course of the  calculations, flow velocities 
are allowcd to adjust in a way that largely preserves vertical velocity shear (as given by 
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Fig. 6: Geostrophic flows relative to pT = 2500 db in layer 2 (60 - 140 m). Arrows are vector 
averages of the east-west and north-south flows of individual boxes and centers of arrows are 
positioned at the box centers. 

the geostrophic calculations) while accornn~odating constant velocity shifts (see sections 
3.5 and 3.6). 

Mean Property Distributions 

For the control-volumes, or boxes, of the model (see section 3.1) rnean potential ternper- 
atures & and mean salinities s d  are calculated by averaging over all data points that lie 
in a given box. Data quality has been checked visually and outliers were rejected. The 
resulting three-dimensional distributions of Od and s d  are considered to be good represen- 
tations of the rnean oceanic distributions given the dense spatial station coverage (Fig. 3) 
and the large time interval for which data are available (Fig. 4).  In the polar and subpolar 
regions, however, the Qd and s d  distributions are biased towards the respective summer sit- 
uations. As for the geostrophic flows, the extent to which srnall-scale structures of the real 
ternperature and salinity fields are recovered in the averaged fields depends mainly on the 
resolution of the model grid, and, for instance, narrow boundary layers can, in principle, 
be adequately resolved by providing sufficient horizontal and vertical resolution. 
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(a) Pot. Temp. Data ['C] - 2500 m (b) Salinity Data [psu] - 2500 in 
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Fig 7: Distributions of (a) averaged potential temperature and [b) averaged salinity in 2500 m 
depth in the Atlantic based on the original station-data shown in Fig 3. 

As examples. Fig. 7 shows fields of averaged potentia,l temperature and salinity in 
2500 n~ depth obtained by averaging tlie original data over boxes extending typically 5 by 5 
degrees in longitude and latitude and 500 m in depth and subsequent contouring. Potential 
temperature &nd salinity in the cleep Atlantic &re closely related and the distributions show 
the sanie main features. In t,he polar regions, both in the Weddell Sea and in the Nordic 
Seas deep water ten~peratures are below Zero a,nd salinities a,re relatively low. Towards 
the equator pronounced meridional prope~ty gradients are observed both in the north and 
south Atlantic which separate the polar waters froni the warnier and more saline deep water 
in the centra,l Atlantic. In the north, the posit,ion of tlie temperature and salinity fronts 
coincides with the overflow region (Denmark Strait and Iceland-Scotland ridge) which &c.ts 
as a barrier separating the Nordic Seas from the central Atlantic. In the southern Atlantic 
the meridional property front follows the position of the Antarctic C i r c ~ m p o l ~ r  Current 
(ACC). 

North Atlantic Deep Water (NADW) in 2500 m depth is warmer and more saline 
compared with deep water in the south Atlantic arid a,pparently spreads southward along 
the western boundary. At the  equator the southward spreding NADW seems to  separate 
into two branches, one continuing sout,hward along the South Arnericm coast a,nd one 
turning east,ward a.t the equator a,nd t.urning southward along the South African coast. 
This branching of the NADW at tlie equator is also indicated in deep water oxygen and 
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chlorofluorometl~ane distributions (WÅ¸st 1935; Weiss et al., 1985). In section .5.2.4 the 
model-derived reference level velocities a.t 2500 d b  will be  compared with t h e  temperature 
and salinity fields given by Fig. 7, and the question is addressed whether t h e  derived flows 
correspond t o  the  structures found in t.he property fields. 

Errors of t h e  averaged & values a t  this depth (obtained by error propagation using 
t h e  cla,ta variance for the  uncertainty of individual data. points) in most regions a r e  below 
0.01 'C and are thus considerably smaller t.han t.he typical error of individual temperature 
~neasurements  (G@ Ã 0.02 'C). Probably due t o  the  relatively la.rge contribution of older 
da ta  (Fig. 4c) errors of averaged temperatures are larger in the  Southern Ocean (E 0.04 'C). 
T h e  increased scatter of the  da ta  values could be ca,used by poorer quality of t h e  old dat,a 
or i t  might reflect long-term t e n ~ p e r ~ t u r e  changes of a few hundreds of a degree Celsius 
in t h e  deep water of the  sout,h Atlantic over the  last 70 years. Errors of t h e  averaged 
salinity values a re  about 0.002 in the north At.la.ntic and lie between 0.003 a n d  0.01 in 
tlie south At1a.nt.i~. In both areas, these errors t.end t.o be  larger than the  u n c e r t a i n t , ~  of 
up-to-date individual salinity measurenients ( ~ 0 . 0 0 2 )  and could be caused by t h e  poor 
quality of some of the  older salinity d a t a  especially in t h e  south Atlantic where older dat,a. 
a,re most p ron~inen t  (Fig. 4) .  I t  is important t o  note tha t  t h e  errors of the  0 d  arid sd values 
a,re explicitly taken into account in t h e  model by requiring that  the  rnodel reproduce the  
observations only within t h e  estimated error margins (see below). 

Density Gradients 

For t h e  implementation of the  isopycnal mixing tensor (needed t o  calculate diffusive prop- 
ert,y fluxes; See section 3.4) the  components of the  potential density gradient ga; = Ocr/Ox,  
crÃ = Qu/i?y> aZ = i?cr/9z have t o  b e  known in the  entire region of interest. T h e  resulting 
density gradient V u  = [G, oÃ£ cr.;]' is always perpendicular t o  surfaces of constant density 
(isopycnals) a,nd t.11us locally defines their orient.ation. Because the  components of Vo- are 
differentials they are sensitive t.o errors in the  l ~ ~ d r o g r a p h i c  d a t a  and special care  must  be 
taken t.o ident,ify and remove false dat.a. In t,he present case, pot,ent.ial densities a re  calcx- 
lated from the  a.veraged, meau t.emperature and salinity values described above. Then .  for 
each component of Vo-, it.s spat,ial dist,ribution is inspected visually, outliers are  removed 
a.nd are  replaced by weiglited averages of nearby values. 

As examples of results obtained wit.11 this labour-int,ensive but. inevitable procedure the  
horizontal and vertical density gradients in 1000 ni depth are sllown in Fig. 8. Note that, 
horizont,al density gradients reflect the presence of (density) fronts which correspond t o  
relat.ively strong geost,ropl~ic currents. Zonal density gradients ar can be  associa,ted with 
meridional flows, and meridional density gradient,s uÃ can be associatecl with zonal flows. 
This con'espoudence between ocean currents and density gradients is clearly reflected by 
t11e distributions of o'.,, and cÃ in Fig. Sa ancl 811. In general, U,, in 1000 m depth is small in 
most p a r k  of the  At.lantic. Only east of Drake Passage. where t,he ACC t.urns northward. 
a t  the  North American coast where the  Gulf Stream flows nortllward and in tlie northeast. 
Atlantic where the  north Atlant ic Current flows into the  Nonvegian Sea significant. zonal 
dcnsity gradients are found. Similarly. the oÃ field (Fig. Sb) corresponds t o  the  major  zonal 
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currents in the Atlant,ic at this depth: Antarctic Circumpolar Current near 50's and the 
Gulf Stream east of 70Â°W 

The vcrtical density gradients U,- in 1000 in depth (Fig. 8c) are maximal in the centers of 
tlie subtropical gyres near 30Â° and 30Â° where the thermocline is especially deep. In the 
equatorial Atla,ntic values are about half the maximal values and are nearly constant. and 
in the polar regions vertical stability is weak and vertical densit,y gradients are very small. 
Overall. Fig. 8 demonstrat.es tliat wit.11 the given hydrographic data-base and rigorous 
quality control reliable fields of U%, uy. ancl az can be obtained. 

Brunt-Vaisala Frequency 

In one of the numerical model runs described below, t,he diapycnal mixing coefficients 
are related to the vert,ical density stratification of tlie water column &s expressed by the 
Brunt-VÃ¤isal frequency. For this, t,he spat,ial dist.ribution of the Brunt-VaisÃ¤l frequency 

has to be ca1culat.ed in the wliole moclel clomain. In (2.3) g is the accelerat,ion of gravity, 
po is tlie mean clensity and A p  is t,he potential dei1sit.y difference between a water pa,r- 
cel adiabatically displaced by a distance /\z from its equilibrium position and its (new) 
neighbourhood. At a given point in the ocean, profiles of Brunt-VÃ¤isÃ¤l freciuencies are 
calculated for all hydrographic stations in a neighborliood of this point a,nd t.lieri averaged 
to obtain a. niea,n profile at  that  point. Again. data c1ualit,y is checked visually and outliers 
are removed before avera,ging. 

Fig. 9 sliows t,he distribution of Brunt-VÃ¤.isÃ¤ frequency obtained in this way along 
a. meridional section t,lirougli tlie At1ant.i~ at, 30'W. It. is clearly Seen that Brunt-VaisÃ¤l 
frequency a,nd stability are niaxinial in the t,hern~ocline of the tropical Atlantic. Values 
decrease wit.h depth and reach very small values in the deep water of the Weddell Sea. 
the Arctic Ocean and t.he eastern iiorth Atla,ntic (between 10 and % O N )  where water mass 
properties are almost constant. Note the deepening of the isolines at  the centers of the 
subtropical gyres and tlie rela,tive maximum at about 4000 m depth between 30Â° and the 
equator at  tlie interface between the Ant.arctic Bottorn Water (AABW) and t.he overlying 
NADW. 
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Fig 8: Distributions of horizontal and ver- 
tical potential density gradients in 1000 m 
depth in the Atlantic: (a) gz, (b) uy and (C) 

uz.  Gradients are derived from the averaged 
temperature and salinity fields. 
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Latitude 

. 9: Brunt-VÃ¤,isal frequency !V along a meridional section at  30Â° in the Atlantic. Val 
based on averaged tempemture and salinity data. Note the change in depth-scale a t  1000 

ues 
m. 



Chapter 3 

etup and Strategy 

As shown in section 2 large aniounts of historical hydrographic dat.a are available for tlie 
entire Atlantic. Proba,bly with tlie exception of the  polar regions, this d a t a  base seems t o  
adequately represent the  annually a,veraged, long-term distributions of temperature, salin- 
it,y and geostrophic velocities. In the  following section a new model approach is presented 
t h a t  malies use of the  large sets of available hydrographic data .  Goal of the model  calcu- 
lations is t.0 det.erinine tlie mean, large-scale ocean transports together with air-sea heat 
and fresh-wa.ter fluxes and coefficients of iso- and diapycnal inixing. 

3.1 Model Grid and Geometry 

T h e  model Covers the  entire Atlantic (Fig. lOa) and has realistic t.opograp11y based on 
the  US Navy bathyinetric d a t a  (5' by 5 ~ e s o l u t i o n )  which are  averaged over tlie grid- 
diiiiensions. T h e  model domain is subdivided on a. r e ~ t ~ n g u l a r  grid with non-uniform 
resolution ranging from 2.5' t,o 10' liorizontally. By allowing non-uniform horizontal reso- 
lution. smaller scale features like the  Florida Current,. t h e  Gulf Stream, the  Brazil Current 
and t,he Antarctic Circumpolar Current (ACC) in Dr&e Passage can be  included and re- 
solvecl reasonably well witliout the need to carry the  relatively high resolution t o  niore 
quiet. and snioot~li regions like the  eastern parts  of t.he subt.ropica1 gyres. In this way t h e  
size of the  niodel can be kept small enough t o  be tractable while supporting reasonably 
high spat,ial resolution in special regions of interest,. In t h e  vertical, the  model domain is 
subdivided along constant depth horizons (Fig. l o b )  into a maximuni of 20 layers with 
vertical resolution varying between 60 m a t  t.he surface and 500 in in the deep ocean. 
Model velocities ; I .  1' and 11, are defined at tlie centers of tlie interfaces whereas model 
temperat.ures and salinit.ies are defined at  tlie box centers. 

T h e  choice of model domain and geometry outlined in Fig. lOa was guided by t h e  objec- 
tive to  miuimize the  total length of Open ocean boundaries. For the calculation of property 
clistril~utious. boundary conditions have t o  be provided along Open ocean boundaries. and 
especially for transient traccrs ivhicli will l ~ e  incorporated in future versions of the  model. 
specificatiou of these boundary conditions is probleniatic because of lack of da ta .  In tlie 
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Fig. 10: Horizontal (Fig. l0a) and vertical (Fig. lob) model grid. Solid lines in Fig. lOa indi- 
cate the model representation of major ridge-systems and gray-shaded bars indicate open ocean 
boundaries. Depth contour in Fig. lOa is the 4000 m depth isoline. In Fig. lob the position of 
two nodes A and B is indicated. At the nodes mean dynamic height profiles are calculated which 
are then used to derive geostrophic velocities U .  

model, there are four open ocean boundaries for the exchange with the Pacific, the Indian 
Ocean a.nd the Mediterr anean. 

3.2 Parameters and Model Equations 

Horizontal flows U and v defined a t  the centers of the box interfaces (.Fig. lob),  air-sea 
heat fluxes Q ,  and two parameters pkh and p h  linked to  the horizontal and vertical mixing 
coefficients form t,he set of independent model parameters: 

These are the basic model parameters, they have to be initialized to start the model and 
they are modified in the variational procedure following initialization. Given a set of 
independent pararneters p*, a set of additional, dependent parameters 
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Fig. 10: Continued 

are uniquely determined by employing mass, heat and salt budget equations. In (3.2) 
n is the number of boxes, W are the vertical flows, 0 are the model simulated potential 
temperatures and s are the simulated salinities. 

The vertical flows W are calculated column-wise starting with the bottom box, and for 
each box the vertical flow through its top surface is set to compensate any net divergente 
resulting from the horizontal flows U and v and the vertical flow through the bottom surface 
of the box. Note that t,he vertical flows through the air-sea interfaces which represent the 
fresh water fluxes EP due to evaporation minus precipitation and river-runoff is calculated 
together with and in the same way as the vertical flows in the ocean interior. Also note 
tha,t calculat,ion of the W as described above guarantees that model mass balances 

are satisfied exactly. In (3.3) summation is over all interfaces of the box, A is the area of 
an interface and has either positive or negat,ive sign depending on whether a positive flow 
(eastward, northward or upward) ent,ers or leaves the box. 
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The calculation of niodel potential t.emperatures is based On the steady-state heat 
ba.lance equation including advective and diffusive transport and air-sea heat fluxes: 

where the three t,erms represent zonal, meridional and vertical components of heat trans- 
port, sumniation again is over all interfaces of a box, A is the signed area of an interface, 
L is the distance between the box centers to both sides of an interface, Kh and I<Ã are 
iso- and diapycnal mixing coefficients, 0" is the temperature transported by a flow, A0 is 
the temperature difference between the two boxes and Q is the heat-flux across the air-sea 
interface 'nd only appears in the heat budgets of surface boxes. 

The salt budget equa.tions used to calciilate model salinities are similar to t.he heat 
budgets except that there is no salt tra,nsport through the a,ir-sea interface (although 
there is a fresh water flux). Formulation of the steady-state budget equations for hea,t or 
salt, in both cases, yields a quadratic system of linear equations for t,he unknown model 
temperatures or salinities. The result.ing linear systems are large (dimension n b  = number 
of boxes) but sparse because each box only exchanges with a small number of neighbors. A n  
itera,tive method (Lanczos algorithm see Paige and Saunders, (1982)) that takes advantage 
o f the  sparsity of the coefficient matrix and only requires storage of the non-zero elements 
is used to solve for the niodel tenipera,tures and salinities. 

Two different numerical differencing schemes ("upwind" and "centered-in-spacen) have 
been implemented a.nd rnodel results for thcse two cases are presented m d  conipared in 
section 5. For the upwind scheme tlie teinperature 0' or salinity s' transported by a. given 
horizontal or vertical flow (see (3.4)) is taken as the temperature (salinity) of the box 
in which the flow originates whereas for the centered-in-space scheme 0- ( s " )  is taken as 
the arithnietic rnean of the temperatures (salinities) of the two boxes involved. At tlle 
Open ocean boundaries, teniperatures and salinities derived from the original station data 
(Fig. 3) &re provided as boundary conditions. Formally, the boundary terms as well as the 
air-sea heat fluxes Q are transferred to the right-hand-side of (3.4) because these terms do 
not contain factors of unknown temperatures or salinities. 

3.3 Clusters 

In principle, the heat and salt budgets are formulated for the individual inodel boxes. 
resulting in the present case in large linear systems of dimension nb=4375. For reasons 
of computational efficiency, it was decided to perform some of the model runs wit,h heat 
and salt budgets defined on a coa.rser grid of nc=l'i77 clusters which are obtained by 
combining two or more of the model boxes. The choice of clusters (Fig. 11) was guided 
by the overall structure of the temperature and salinity distributions in the Atlantic. The 
horizontal extent of the clusters wa,s allowed to be large in directions of small property 
gradients (generally in zonal direction) whereas the original model resolution was preserved 
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Fig. 11: Map showing the control volumes (clusters) used for soine model temperature and salinity 
calculations. Depth contour is the 4000 m depth isoline. 

in directions with large propert,y gradients (meridionally). Note t h a t  t h e  vertical model 
resolution was not  altered by the  introduction of clusters. 

3.4 Mixing Tensor 

T h e  mixing coefficients I<!, and I<" in  the  budget equations are linked t.o t h e  model pa- 
ranleters p k  and pkÃ£ 

Kh. = G ( , T ;  :)]]Eh (3.5) 

= CÃ£(z  y.  z )p i c  (3 .6 )  

where ClL and Cu are spatially va,rying functions through which different mixing parameter- 
izations can be  implemented. Note tha t .  although t.he mixing ~ a r a m e t e r s  pkh and p h  tha t  
are modified by the  niodel can take 011 an7 real value. the inixing coefficients I<  ̂and 
are guaranteed t o  be positive by setting them proportional to t.he Square of t.he respective 
mixing parameters. Two cases of different mixing parameterizations are examined below: 
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(1) a simple case witli C\ and Cu conshnt in the entire model domain and (2) the case 
with Cu given by the inverse Brunt-VÃ¤isÃ¤ frequency: 

A parameterization of the form (3.7) was proposed by Gargett (1984) and Gargett and 
Holloway (1984) based On studies of internal wave breaking and observational evidente. 
Although still debated in the scientific community. (3.7) is used here for a first nun~erical 
experiment that goes beyond the assumption of consta.nt & and follows the intuitive 
notion that vertical mixing is suppressed in regions of enlmnced sta,bility. The unknown 
factor a0 corresponds to in the present formalism a,nd is determined in the Course of 
the model optimization. It should be emphasized that (3.7) by no ineans represents the 
only possible parameterization of Kv. Other forms (e.g., Pacanowski and Phila,nder, 1981; 
Sarmiento et al., 1976) have been considered and can equally well be iriipleinented in the 
model with unknown scaling fact.ors determinecl by the model optiinization. 

In the heat budget equation (3.4) a diagonal mixing t,ensor 

is implicitly assumed. Because Kh is much larger in the ocean than Ku, (3.8) states that 
strong mixing is occuring in the horizontal (cartesian coordinates x and y) whereas weak 
mixing takes pla,c.e in the vertical (cartesian coordinat,e 2). However, from potential energy 
considerations it seems more reasonable to choose the principal axis of the mixing tensor 
according to tlie orientation of isopycnal surfaces rat,her than using ca,rtesian coordinates. 
Then, mixing is strong along isopycnal surfaces (new coordinates d a,nd Y' wliich Span the 
tangent plane of an isopycnal at a given point) and weak perpendicular to the isopycnal 
surface (diapycnal mixing in the direction z'). Given the orientation of an isopycnal surface 
by the local density gradient Vcr (see section 2.2.4) t.he diagonal mixing tensor in the 
isopycnal coordinate system can be t,ransformed into the original, cartesian coordinate 
system of the model (Redi, 1982): 

where K1 is the isopycnal mixing tensor expressed in cartesian coordinates, az etc. are the 
component,~ of the density gradient, f i  is the isopycnal mixing coefficient and e == I<v/I<h 
is the ratio of diapycnal and isopycnal mixing coefficients. 

Note that in the case of horizontal isopycnals, e.g., 03; = 0 and uy = 0, (3.9) reduces t,o 
the simple, diagonal mixing tensor (3.8). In general, the flux of a 1xopert.y C by mixing is 
given by 

jc = K'VC (3.10) 
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which for each component of jc = [ je* Je,, jcZlT involves all three components of the  prop- 
erty gradient 

and leads to a more complicated form of heat and salt budgets compared with (3.4). Model 
runs have been performed for constant mixing coefficients and Ku and ca,rtesian mixing 
tensor (3.8) (sta,ndard run) and for the case J&=const, Ku - A r '  iipplying the isopycnal 
mixing tensor (3.9). Results for the different runs are presented and discussed in section 

3.5 Cost Function 

Once the complete set of model parameters 

consisting of the independent parameters p" and the dependent parameters 6 is calculated 
(section 3 . 2 )  the current model state is evalua,ted by calculating the value of the cost 
function. Tlie cost function F accumulates penalties for all undesired features of the  model 
solution. A large value of the cost functions indica,tes that the current model solution is 
fa,r from the desired state, and goal of the subsequent model calculations is to minimize 
the value of F, thereby forcing t,he model in the wanted direction. 

The characteristics of the desired model solution are determined by the form of the cost 
function and definition of the cost function is an in~portant  step during model setup. All 
terms contributing to the cost function of tlie present study are discussed in the following. 
A summary of these terms and their mathematical form is given in Table 1. 

(I) Outside the equatorial band (10's - 10Â°N tlie vertical shear uz  = 9u/9z and 
V^ = &J/& of the horizontal flows is required to be close to the vertical shear 
u> &'/9z and V> 39vX/az of tlie initial geostrophic flows. Adding a constant 
offset velocity (the reference velocity q and V,.) to a vertical profile of u. or V does not 
change the vertical shear and can be accomplished without being penalized. Cha,ng- 
ing the shape of the vertical profile, however, will lea,d to a contribution to the cost 
function. The weight factors aP of this term cliange spatially depending On statistical 
information (quality indicator derived from data variability and availability) obtained 
while calculating mean dynamic height profiles (see section 2.2.1). In order to keep 
tlie size of term 1 small, the vertical shear of model flows is required to be close to the 
initial vertical shear of the geost,rophic profiles in areas witli good station coverage 
and small variability of the dynamic heights (an small) whereas larger deviations of 
the vertical shear are t,olerated in regions with few data and/or large mriability (an 
large). Term 1 links the horizontal flows of the model t,o the dynamical principle of 
geost,rophy. Whereas the integral budgets equations of mass, heat and salt (model 
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Table 1: Summary of terms contributing to the cost function. Each term appears in the cost 
function with its individual weight factor (for explanations See text). 

No. Meaning Mathematical Form 

Deviations from initial gcostrophic shear U* and V;  E , [ (uz ,  - U;, )/(ffpuu:)I4+ 
E,[(%, - < ) / ( f f P ^ . ) 1 4  

Deviations from fres11-wate1 flux data &Pd E, [ ( E P ;  - E-Pdt) /~Ep12 

Horizontal smoothness of fresh-water fluxes E P  E i [ ( E P e  - 2EPi + E-PW)^ 
( E P n  - 2EPi + E P ~ ) ' ]  

Deviations frorn linear vorticity balance Y\@V + f 9 ? ~ / 8 z ] ~  

Horizontal smoothness of vertical velocities W ;  Ei[(we - 2wi + ~ ~ ) ~ t  
( W %  - 2w, + ws)'] 

Horizontal smoothness of reference velocities uT Ei[(ure - 2uri + urtu)'+ 
( u m  - 2uri + ~ r s ) ~ ]  

Horizontal (zonal) smoothness of 
horizontal velocities in equatorial band 

Deviations from a priori transports T E [ ( E i  ui - T ) / ~ T I ' ~  

Deviations from air-sea heat-flux data Qd Ei[(c?i - Qd^lu~I2 

Horizontal smoothness of air-sea heat-fluxes Q E i [ ( Q e  - 2Qi + Qw)'+ 

( Q n  - 2Qi + Q s ) ' ]  

Deviations from temperature data Od E[(^m - 'd)/ffed12 

Deviations from salinity data sd - ~ d ) / ~ Ã £ ]  

Penalize systematic temperature deviations E E N A  - ̂ d)/mdI2 

Penalize systematic salinity deviations E[E/vfl^m - sd)/usdI2 

Deviations from mixing coefficient "data" [ ( ~ k h  - P k h ) / f f ~ Ã £ ] 2  [(pkv - PkV) / f f pJ2  
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equations) are required to be satisfied exactly by the model, the geostrophic con- 
stmint is only enforced in an approximate way. Note that this term is raised to the 
fourth power in order to suppress occasional, large shear deviations. 

(2) The fresh-water fluxes Ei' tlirough the air-sea interface are required to be close 
= 550%) to independent estimates of EP data. The EP data used in this 

study are derived from (Hellermann, 1973) and were obtained from NCAR (Boulder). 

(3) The spatial distribution of fresh-water fluxes EP is required to be smooth. Smooth- 
ness in this term, as well as in other smoothness requirements following below, is 
enforced by penalizing the second derivatives of the fields in west-east and south- 
north directions. 

(4) As additional dynamical principle the model enforces the linear vorticity balance 
by linking the vertical derivative of vertical velocities 9w/9z  with the meridional 
velocities V .  This constraint is not applied in the equatorial region (10's - 10Â°N and 
in the bottom-most and top-most three layers of each box-column (see Fig. lob). 

(5) For each layer in the model the horizontal distribution of W is required to be smooth. 

(6) The horizontal distribution of reference velocities and ur introduced by the  model 
is required to be smooth. 

(7) In the equatorial band (10's - 10Â°N the field of horizontal velocities is required 
to be smooth in west-east. direction while no restriction is applied for the south- 
north direction. This term represents the only constraint on horizontal flows near 
the equator (except for a,n a priori transport constraint discussed in item 8). In 
the given form, item 7 "tolerates" the observed mostly zonally oriented equatorial 
currents and counter-currents. 

(8) A priori knowledge about the strength of ocean currents is incorporated into the 
model by requiring that the corresponding model transports (sum over the interfaces 
contributing to the flow) are close to the a priorivaliies. The present model conhins a 
number of such transport constra,ints: (a) upper-layer (0-520 m) meridional transport 
across equa,tor close to 20 Sv, (b) Drake-Passage throughflow close to 124 Sv (Nowlin 
et  al.,  1977), (C)  Gulf-Stream at  Cape Cod dose to 120 Sv (Fofonoff, 1981)) (d) 
Florida Current close t.o 30 Sv (Leaman et al. ,  1989; Niiler and Richardson, 1973), 
(e) Brazil Current at. 30's close to 20 Sv (Peterson and Stramma, 1991), (f) Iceland- 
Scot,la.nd shallow inflow into Norwegian Basin close to 15 Sv , (g) Bering Straits inflow 
into Arctic Ocean close to 1 Sv (Coachman and Aagaard, 1974) and (h) lower layer 
(520-1500 m) westvard flow froni Mediterranean boundary close to 3 Sv (outflow 
through Strait of Gibraltar plus entrainment: not,e that model boundary is about 
5Owest. of Gibraltar). 

(9) Model air-sea heat fluxes Q are required to be close (uQd = &SO%) to the independent 
heat-flux est.imates Qd of Oberhuber (1988). 
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(10) The horizontal distribution of Q is required to be smooth. In the southern part of the 
south Atlantic for which Oberhuber does not provide data, this is the only constraint 
On Q. 

(11 and 12) The simulated temperatures and salinities are required to be close to the observed 
temperature and salinity fields (box-wise comparison). 

(13 and 14) In addition to box-wise comparisons represented by terms 11 and 12 above, this term 
penalizes systematic deviations (under- or overestimations of model temperatures 
or salinities) within an entire neighborhood of a box by first calculating the mean, 
normalized deviation within the neighborhood and then adding the Square of this 
value to the cost function. 

(15) The parameters pkh and p̂  are required to be close to a priori values. 

Terms 1 and 11 through 14 are considered the most important terms in the cost func- 
tion. Minimizing these contributions is synonymous- with seeking a rnodel solution that 
reproduces the measured temperature and salinity distributions as closely as possible, while 
leaving the shape of the geostrophic velocity profiles largely unchanged. The purpose of 
the additional terms is to &dd more physics (linear vorticity balance), to incorporate a 
priori knowledge on transport rates, air-sea fluxes and mixing coefficients and to  enforce 
spatial smoothness of the resulting fields. 

3.6 Adjoint Model 
One of the primary features of the model is its ability to automatically produce new model 
states that are "better"' than previous ones with respect to the criteria specified in the 
cost function F. For a given (imperfect) model state p this involves the determination 
of a direction in model space (the vector space spanned by the independent parameters) 
along which a smaller value of the cost function can be found. In the case of constrained 
minimization (minimize F while satisfying a set of model equations Ei = 0) such a descent 
direction is efficiently calculated by the method of Lagrange multipliers (Thacker, 1988b; 
Hestenes, 1975). 

With the model equations (here: mass, heat and galt budgets for all boxes respectively 
clusters; total number: ne = ni, + 2 * nc) written in the form 

and the cost function F defined a,bove, the Lagrangian L is given by 

where Ai are ne yet unknown Lagrange multipliers. Note that L = L(p, A) is a function of 
model parameters p and the Lagrange multipliers A.  The minimum of F is a stationary 
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point of L and all partial derivatives of L with respect to model parameters pi and Lagrange 
multipliers A j  (calculated as though the p" 6; and A j  were independent) vanish: 

Differentiation with respect to the Lagrange multipliers (3.15) recovers the model equa- 
tions (3.13), and differentiation with respect to the dependent and independent model pa- 
rameters 6; and p>ields the adjoint equations (3.16) and (3.17). Seeking the minimum of 
F is equivalent to finding a model solution that satisfies (3.15), (3.16) and (3.17). In prac- 
tice the minimum of F is approached by an iterative procedure. The Lagrange multipliers 
A &re calculated by solving (3.16) with 9L/9pi set to Zero. Introducing the A into (3.17) 
then yields the gradient of F given by VF = 9L/9p;. The gradient of F is then passed to 
a descent algorithm (here: limited memory, quasi-Newton conjugate gradient algorithm; 
Gilbert and Lemarkchal, 1989) to obtain a new, improved model state pnew with a smaller 
value of the cost function F. 

(3.16) represents a system of ne = nb + 2 * nc linear equations in the ne = nb + 2 * nc 
unknown Lagrange multipliers A,. This linear system can be separated into three smaller 
linear systems because model temperatures 0 do not appear in the mass- and salt budgets 
and model salinities s do not appear in the mass- and heat budgets. The vector of Lagrange 
multipliers A can then be calculated by solving two systems of dimension nc and one 
system of dimension nb successively. As in the case of solving for the unknown model 
temperatures and salinities (section 3.2) the Lanczos algorithm is used t,o calculate the 
Lagrange multipliers. 

Overall, the model calculations proceed according to the following steps: 

(SO) Initialize the independent parameters p* by setting the horizontal flows U and V to 
the  geostrophic flows U* and V" and the air-sea heat fluxes Q as well as the mixing 
parameters pkh and pkv to values found in the literature (see below). 

(Sl )  Calculate dependent parameters fi using steady-state mass, heat and salt budgets. 

(S2) Calculate the value of the cost function F. 

(S3) Calculate the gradient of F, VF = 9L/9pR by solving the adjoint equations (3.16) 
and (3.17). 

(S4) Use VF in a descent algorithm to obtain a new, improved set of independent model 
parameters P * ~ ~ , , .  
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(S5) Back to (1) unless a stopping criteria (i.e., indicating that the value of the cost 
function is sufficiently close to its minimum) is met. 

Step Sl is usually referred to as running the "forward model". Its most computationally 
intensive part is calculation of the model temperature and salinity fields, which involves 
solving two large (but sparse) sets of linear equations. The calculation of the W is compar- 
atively cheap. For each run of the forward model, one run of the adjoint model (step S3) 
is needed to complete an Iteration. The computational cost running the &djoint model is 
comparable with running the forward model. 

It should be pointed out that the ma,in purpose of the adjoint model is to calculate 
the directional gradient of the cost funct,ion, e.g. a direction in parameter-space along 
which the cost function F decreases. In principle, this gradient could also be calculated 
by perturbing a single independent pararneter = p* + 6pT at  a time and recalculating 
the value of the cost funct,ion F ,  for this pert,urbed parameter set thereby obtaining the 
i-th component of the gradient QFIQp',; = (F ,  - F)/Sp';. Repeating this procedure for all 
independent parameters t.hen yields the f11ll gradient vector. Regarding the large number 
of model parameters (here: np=7757), however, this procedure is impr'ctical because it 
would involve np runs of the forward model in order to calculate the gradient of F once. 
The great advantage of the adjoint formalism is, that it allows the calculation of the 
gradient much more efficiently, namely with only one additional forward run instead of np. 
From an oceanogra.pher's point of view the role of the adjoint formalism, as a means of 
efficiently calculating the gradient,, is mainly technical. The oceanographically important 
features and the overall characteristics of the model arid the solution which is obtained, 
however, are determined by the design of the forward niodel and, in the present case, by 
the definition of tbe cost function. 
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Initialization of Model Parameters 

In order to start the model iterative loop defined by (Sl)  to (S5), the independent model 
parameters p* (horizontal flows U and V ,  the air-sea heat-fluxes Q and t,he mixing parame- 
ters pkh and pkv} have to be initialized. This is done by setting the horizontal flows to the 
geostrophic flows relative to pr = 2500 db which are calculated from the hydrographic data 
(see section 2.2.2 and Fig. 6),  the air-sea heat fluxes to values derived from Oberhuber's 
(1988) annual mean, net downward heat flux data and the  mixing parameters to values 
found in the literature (I<h = 500 m2 s-I and Ku = 0.5 .10V4 m2 s-I; Olbers et  al., 1985; 
Olbers and Wenzel, 1989). South of 40Â°S where Oberhuber does not provide a.nnual mean 
net heat flux data, the initial model heat fluxes are set to Zero. Because of this lack of 
independent heat flux estimates, model heat fluxes in these regions can vary freely and are 
not tied to "data". 

While reproducing the major current systems in the Atlantic (Fig. 6), the geostrophic flows 
used to initialize the niodel exhibit severe deficiencies. The vertical flows W associated 
wit.11 the u and v (see section 3.2 for niethod of calculating W) are orders of magnitudes 
too large and change chaotically (often reversing direction) from one model colunin to the 
next. Resulting air-sea fresh water fluxes EP are of the same niagnit,ude as interior w 
and are thus incompatible with EP estimates. This behavior is not unexpected, because 
in t.he model the vertical flows are given as residuals of (large) horizontal flows and even 
snla.11 en'ors and inconsistencies in the horizont,al flow field lead to large uncertainties of 
t.he associa.ted vertical flows. 

The unrea.listic vert.ical flows a.nd especially the huge E-P fluxes of the initial flow 
field can not be expect.ed to produce realistic temperature or salinity simulations. For 
inst.ance, the la.rge magnit~ldes of the w a.nd t.he frequent upwelling/downwelling reversals 
result in vertically relatively homogenous propert,y fields and prevent the establishment of 
a t.hermocIine in the tropical and subtropical regions. E-P fluxes affect surface salinities 
and t,he huge init,ial E-P values (positive and negative) lead to a salinity distribution at  
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the ocean surface consisting of very large and very small values that shows no resemblance 
with observations. Therefore a pre-opt imiza t ion  OS the model flows was run before including 
temperature and salinity simulat.ions in the model. Two different procedures have been 
employed. They are dcscribed and evaluat,ed in the following. 

4.2 Iterative Procedure 

The first pre-optimization method represents a specializa,tion of the general model approach 
with a simplified cost Sunction F. Terms 9 through 15 of F (see Table 1) a,re removed by 
setting their weight fact.ors to zero, 110 temperature or salinity simulations are performed, 
the set OS dependent parameters is restricted t.0 the vertical flows W and mass budgets 
represent the only model equations. Terms 2 and 3 in the cost function are now the most 
important terrns because these penalize the initially chaotic behavior of the E-P fluxes 
and act to enforce consistency with EP data and lead to a smooth distribution of model 
E-P. Term 5 guarantees that the W fields at every level in the interior are srnooth and 
term 8 enforces a pr ior i  transport estimates to be satisfied. Elimination of temperature 
'nd salinity simulations reduces the computational cost per it,era,tion considerably &nd pre- 
optimizat.ion proved to be an efficient way of producing a nearly geostrophic flow field with 
relatively sn1oot.h and small vertical flows in the interior and realistic fresh-water fluxes a t  
the air-sea interface. 

Iteration 

Fig. 12: Cost function versus itera.tion aumber for t,he pre-optimization. The discontinuity near 
Iteration 300 is due to a change of weight factors. 

The decrease of the value of the cost function F during pre-optimization is shown in 
Fig. 12. The large value a,t the beginning is mainly due to the terms related with the 
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EP fluxes and the interior vertical flows (terms 2, 3 and 5) while the deviations from 
geostrophic shear (terrn 1) are Zero at  the beginning. After about 800 iterations the value 
of the cost function has beeil reduced by almost five orders of magnitudc and the minimum 
of F is reached. As an example of results fiom these calculations the vertical velocities in 
1650 m depth after pre-optimization are shown in Fig. 13. Values are small and smooth 
almost everywhere in the Atlantic except in the subpolar north Atlantic where prevailing 
downwelling indicates deep water forination in the Greenland Basin and downwai-d motion 
south of the overflows. Obviously, the unrealistically large values and chaotic behavior 
of the W in the initial flow field are removed. Also. air-sea fresh water fluxes after pre- 
optiniization (not shown) are compatible with independent EP estimates. 

Longitude 

Fig. 13: Vertical velocities w [ 1 0 7  m s-'1 in 1650 m depth after pre-optimization (iterative 
procedure). 

The adjusted flow velocities in 100 m depth after pre-optimization and the differences 
to the initial geostrophic flows (see Fig. 6)  are shown in Fig. 14. As can be Seen in  Fig. Mb, 
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(a) Adjusted Flows - 100 m 
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(b) Difference to Initial Geostr. Flows - 100 m 
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Fig. 14: (a) Horizontal flows in layer 2 (60 - 140 m) after pre-optimization (iterative procedure) 
and (b) difference to initial geostrophic flows from Fig. 6. 

velocity modifications are considerable, especially near boundaries and in the equatorial 
region. The large velocity increases in Drake Passage, along the Brazilian coast, in Florida 
Straits and in the Gulf Stream area are mostly due to a priori transport constraints that 
in all cases enforce more intense flows compared with the transport rates provided by the 
geostrophic calculations. Changes in the equatorial region are mainly caused by term 7 in 
the cost function, which penalizes abrupt changes of horizontal flows in the zonal but not 
the  meridional direction, and, as Fig. 14a nicely shows, produces zonally coherent current 
bands not unlike the ones observed in the real ocean. 

In summary, it can be stated that the iterative pre-optimization procedure is successful 
in applying modifications to the initial horizontal velocities yielding a perfectly mass con- 
serving flow field which accommodates a priori transport constraints, zonal current bands 
near the equator and, most importa,ntly, smooth fields of w in the  ocean interior and re- 
alistic EP fluxes at  the air-sea interfa,ce. However, despite the simplifications of the cost 
function and the omission of temperature and salinity simulations during pre-optimization, 
the computational effort is still high and alternative procedures with less computational 
load are desirable. One such approach is described below. 
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4.3 "Independent Layer" Approach 

Whereas in the iterative procedure described above the goal was to obtain smooth hori- 
zontal distributions of W at all model levels and realistic EP fluxes at the air-sea interface, 
here the unrealistic W'S and &P fluxes of the initial geostrophic flow field are rernoved by 
enforcing Zero vertical velocities W at  all levels and Zero EP fluxes at the ocean surface 
thereby ignoring any vertical flows between the layers of the model and treating them 
as being independent. Later, when temperature and salinity simulations are included, the 
model is expected to establish non-zero W'S consistent with the 0 and salinity distributions. 

Corrections Su and Sv to the initial geostrophic velocities U* and V* are calculated on 
a layer by layer basis. For each box within a given layer, mass conservation is enforced 
considering horizontal flows only 

where A, and A, are signed interface areas and U' = U' + Su and V' = V* + <?V are the 
adjusted velocities. Formulation of these (2-D) mass budgets for all boxes of a model layer 
results in a set of linear equations 

B x = r  (4.2) 

where the coefficient rnatrix B contains the A, and A,, X = [6u, is the  vector of 
yet unknown velocity corrections and the I'; are mass divergences of the boxes given by 
the initial geostrophic flows. Because there are more box-interfaces than boxes, the linear 
systems (4.2) are underdetermined and have an infinite number of solutions. Here, the 
goal is to determine the minimum norm (]lx]l minimal) solution, e.g. the smallest possible 
corrections required to make the initial geostrophic velocity field mass conserving in two 
diniensions. 

Minimum norm solutions to (4.2) can be obtained by singular-value decomposition 
(Wunsch a.nd Minster, 1982; Menke, 1984). In the present case, the solution X is obtained 
iteratively involving a procedure similar to the full model iterations (see section 3.6). A 
cost function f is defined composed of the squared norms of the residuals to (4.2) and of 
the solution vector 

f = (BX - ~ I ~ ( B X  - r) + QX^X (4.3) 

with a w 1 0 5  being a sn~al l  constant. 
The calculations are started wit.h X s 0,  the gradient of the cost function f with respect 

t.0 the unknowns 
V f = ~ ( B ~ B X  - BT? + a x )  (4.4) 

is caiculated and this gradient is passed to a descent algorithm that produces an improved 
solut.ion vector. Then, the gradient (4.4) is calculated for the improved solution and an even 
bet,t.er solut,ion vector is obt,ained. The iterative procedure is similar to the overall model 
strategy outlined in section 3.6, except t,liat solving (4.2) corresponds to an unconstrained 
minimization problem (no model equations present.) and no Lagrange multipliers or &djoints 
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are involved. In general, the requirements of small residuals and of a small solution vector 
cannot be satisfied simultaneously and the factor a in the cost function f can be used 
to control the relative size of these two terms. Here it was chosen so that the remaining 
residuals in the 2-D mass budgets correspond to small vertical velocities w and EP fluxes 
of the order of 0.5 . lW7 m s-l. 

(a) Adjusted Flows - 100 rn 
9 0 - , ' " " " ' ' ' " ' ~  

(b) Difference to Initial Geostr. Flows - 100 rn 
9 0 ~ " ' " " ' " " ' ~  

--+ 10 00 [cm/s] 
, , , X , , , . .  t 

-90 -60 -30 30 
Longitude 

--+ 10.00 [crn/s] t 
-90 -60 40 o $0 

Longitude 

Fig. 15: (a) Horizontal flows in layer 2 (60 - 140 m) after pre-optimization (independent layer 
approach) and (b) difference to initial geostrophic flows from Fig. 6. 

Fig. 15 shows the resulting velocity field in 100 m depth and the difference to the 
initial geostrophic flows obtained with this method. The overall magnitude of velocity 
modifications (Fig. 15b) is smaller compared with the modifications introduced by the 
iterative procedure described in section 4.2 (Fig. 14b). Differences between the two methods 
are most pronounced in areas where a priori transport constraints are active in the iterative 
procedure (Drake Passage, Florida Straits, Gulf Stream area) and in the equatorial region, 
where term 7 of the cost function (see Table 1) leads to zonal current bands that  do not 
develop when the "independent layer" approach is used. 

Besides these differences there is a great deal of similarity in the results of both methods. 
Fig. l5b shows, that although there are no transport constraints active in the "indepen- 
dent layer" approach, nevertheless transports along the Brazilian coast and through Drake 
Passage and Florida Straits are increased considerably obviously in order to allow mass 
conserving closure of gyres and along-stream coherence of major currents. The spatial 
pattern of velocity increases (Fig. 15b) suggests that the geostrophic calculations underes- 
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Table 2: Comparison and assessment of pre-optimization procedures 

Iterative Procedure "Independent Layer" 

+ EP fluxes close to  independent estimates + EP close to zero 
+ Fields of W smooth + W close to zero 
+ Vertical velocity shear close to geostrophic shear - No vertical coherence of velocity modifications 
+ A priori flux constraints active - No a priori flux constraints included 
+ Smoothness constraint (7) in equatorial region - No smoothness constraint in equatorial region 
-- Computationally expensive ++ Computationally very cheap 

timate the strength of strong currents especially in narrow straits and passages as compared 
with Open ocean areas, where the same currents are usually much broader and slower. In 
the case of the Gulf Stream system obviously the geostrophic calculations miss a large 
part of the Florida Current transport probably due to too coarse resolution . Its strength 
is increased after adjustment, but, obviously in order to keep overall modifications small 
(minimum ~ ~ x ~ ~ ) ,  this velocity increase is insufficient in magnitude and the speed of the 
Gulf Stream east of Cape Hatteras has to be reduced because of continuity. In the  South 
Atlantic the Brazil Current that is missing in t,he initial geostrophic fields, is present after 
adjustment even when no a priori transport constraints are applied (Fig. lob). It is ob- 
vious that  the  Brazil Current is required as the link between the westward flowing South 
Equatorial Current and the eastward flowing South Atlantic Current near 40's. 

Both pre-optimization methods successfully remove the unrealistically large magnitudes 
and the chaotic structure of the initial W and EP fields. The iterative procedure (section 
4.2) is the more sophisticated of the two methods, because, in addition to controlling the 
W and EP fields, other constraints are applied, and the final flow field exhibits desirable 
features that  are not obtained with the "independent layer" approach (Table 2): (a) a 
priori transport constraints are satisfied in Drake Passage, Florida Straits, etc.; (b) zonally 
coherent current bands in the equatorial region appear; (C) the shear of the geostrophic 
velocity profiles is largely preserved and (d) W'S and EP fluxes are not required to be Zero 
but can accommodate realistic features like deep water formation in the Nordic Seas and 
can reproduce the overall pattern of air-sea fresh-water fluxes. 

However, achieving these advantages requires a considerable amount of computations 
and one can argue that a cheap method like the "independent layer" approach produces a 
circulation pattern that is realistic enough to start the full model (including temperature 
and salinity simulations) with it.  Both possibilities have been applied. The Atlantic model, 
results of which are presented in the next section, has been started with a pre-optimized 
flow field using the iterative procedure, whereas the Gulf Stream model in section 6 was 
run with pre-optimized velocities obtained with the "independent layer" approach. 
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Chapter 5 

Model Calculations and Result s 

5.1 Overview of Numerical Experiments 

The full model, including simulations of temperature and salinity, was started using hori- 
zontal flows from the iterative pre-optimization procedure (section 4.2), annual mean, net 
air-sea heat fluxes from Oberhuber (1988) and first-guess values for the mixing coefficients 
(Ich = 500 m2 s-I and Kv = 0.5 .10W4 m2 s-I; Olbers et U?. ,  1985; Olbers and Wenzel, 
1989). As outlined in section 3.6, the model proceeds in an iterative way (steps S l  to 
S5) where each iteration involves one forward model run (calculation of the dependent 
parameters W ,  model temperatures 0 and model salinities s), the evaluation of the current 
model state through calculation of the cost function F, one run of the adjoint model for 
the calculation of the gradient of F and the calculation of a new, improved set of horizontal 
flows, air-sea heat fluxes and mixing coefficients. Once started, this iterative loop continues 
until a stopping criteria indicating a sufficient decrease of the value of F and of the norm 
of the gradient vector is met and the optimal solution is returned. 

Several numerical experiments have been run to study the effect of different differencing 
schemes, different mixing parameterizations and different representations of the mixing 
tensor on the solution. Table 3 gives a Summary of these numerical experiments. The first 
experiment (UPW) is with the upwind differencing scheme for the heat and salt budgets 
(see section 3.2), constant mixing coefficients Ich and & in the entire model domain, a 

Table 3: Summary of numerical experiments run with the Atlantic model. 

Name Scheme Clusters Mixing Param. Mixing Tensor Remarks 

UPW upwind 1777 1ih const.; KÃ const. cartesian Standard case. 
CS centered 1777 const.; A'" const. cartesian Centered-in-space differencing scheme. 
CS-N centered 1777 I ih const.; KÃ - N-I isopycnal Diapycnal mixing linked to stability. 
CS-H centered 1777 A), coiist.; A,, const. cartesian Larger meridional heat transport. 
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mixing tensor timt is diagonal in cartesian coordinates a.nd a, reduced horizontal resolution 
for the heat and salt simulations (1777 clusters, see Fig. 11). Results of this run are 
presented in detail below. and the solutions of the other experiments &re later discussed in 
the context of this standard case. The CS experiment is similar to the UPW case except 
that the centered-in-space differencing scheme is used instead of the upwind scheme. In 
contrast t.o the upwind scheme, the centered-in-space differencing scheme is second order 
in space and avoids the large artificial mixing of the upwind scheme for stea,dy problems 
(Roach, 1982). It is also used in all other model runs. Experiment CS-N has spatially 
varying diapycnal mixing coefficients linked to the inverse Brunt-VÃ¤isal frequency N 1  
(see section 3.4 and Fig. 9) a,nd a mixing tensor given by (3.9) which is diagonal in isopycnal 
coordinates. This run is used to estimate the empirical constant ao in the par'meterization 
Kv = u o N 1 .  Finally, for experiment CS-H constant mixing coefficients and the simple 
mixing tensor (3.8) are chosen as for CS, but now additional constraints On the meridional 
heat transport are added to the cost function in order to enforce a stronger meridional 
overturning cell in the model solution. Weight factors of the different terms in the cost 
function F and the a priori volume t,ransport const-ra,ints are identical for all model runs. 

It should be emphasized that, despite terms 1 and 11 to 14 in the cost function (see 
Table 1), it is not clear from the outset whether the overall model goal of closely reproducing 
the measured distributions of temperature and salinity (expressed by terms 11 to 14) while 
preserving the vertical velocity shear from geostrophic calculations (term 1) can actually 
be met by a steady, coarse resolution model. The extent to which these objectives are 
ultimately satisfied is an important model result and has to be determined from t,he final 
optimal model solution. The presentation and discussion of rnodel results therefore starts 
with a comparison of model temperature and salinity distributions with the observed fields 
followed by an analysis of the modifications of the geostrophic velocity shear necessary 
to achieve realistic property fields. Then (after verifica.tion of the most important model 
goals) the model circulation as well as integrated mass and heat tra,nsports, air-sea hea,t 
and fresh-water fluxes and mixing coefficients a.re presented and discussed. The contour 
plots of various fields shown below a.re obtained using a.n objective analysis algorithm 
with variable scale-lengths (Schlitzer, 1993) to produce gridded fields from the original, 
irregularly spaced data points and subsequent contouring. 

5.2 Calculations with the Upwind Differencing Scheine 

(UPW) 

Fig. 16 shows the decrease of the cost function versus iteration number for the UPW 
experiment. Discontinuities are due to model alterations and developments in the Course 
of the run (e.g., the addition of term 2 in the cost function after about 50 iterations) and 
to adjustments of the weight factors in the cost function which were performed whenever it 
appeared that one or more terms of F remained unacceptably large. After a total of 2009 
iterations the minimum of F had been found and the caIculations terminated. Compared 
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Fig. 16: Cost function versus iteration number for experiment UPW. Discontinuities are due to 
model alterations and adjustments of weight factors. 

with the large decrease of the cost function during pre-optimization of about five orders of 
magnitude (Fig. 12), the overall decrease of F after inclusion of temperature and salinity 
simulations is relatively small and amounts to about one order of magnitude (discontinuities 
taken into account). This suggests that the flow field produced by the pre-optimization 
procedure which is used as starting point for the full model is already close to the final 
model solution. It will be seen below that the general pattern of horizontal flows is largely 
left unchanged, but that significant differences between pre-optimization and full model 
solutions are observed for integrated mass, heat and salt transports and also in the fields 
of vertical velocities W.  

Model Temperatures and Salinities 

Fig. 17 shows the distribution of potential ternperature in 190 m depth obtained frorn the 
original station data (Fig. 17a) together with the model predicted temperatures in layer 
3 (140 - 240 m depth; Fig. 17b). Main features in the data are the temperature maxima 
in the west Atlantic at about 20's and 20Â° reflecting the deepening of the isopycnals 
towards the centers of the subtropical gyres, significantly lower temperatures in the eastern 
tropical and subtropical Atlantic, and a tongue of this colder water apparently spreading 
north-westward across the equator. Poleward from the subtropical gyres there are strong 
meridional temperature gradients in both hemispheres, and temperatures in subpolar and 
polar region are relatively homogeneous and close to freezing. 

The model simulated temperatures in layer 3 (Fig. 17b) closely resemble the measured 
field. The overall temperature range at  this depth (ca. -1 to 20Â°C and the main features in 



42 CHAPTER 5. MODEL CALCULATIONS AATD RESULTS 

(a) DATA (b) MODEL 

Fig. 17: Potential temperatures [Â¡C in. layer 3 (140 - 240 m) for data (Fig. 17a) and UPW model 
solution (Fig. 17b). 

the data are correctly reproduced by the model. As in the data, temperature maxima are 
found at about 20Â° and 20Â° in the western Atlantic, and maximal temperatures (lgÂ°C 
are only slightly smaller than the observed values. In the eastern tropical and subtropical 
Atlantic temperatures are much lower (about 13OC) and (as observed in the data) a tongue 
of this colder water reaches into the western north Atlantic. In the south Atlantic the 
transition between subtropical and circuinpolar waters is in very good agreement with the 
data, and the mean position of the 10Â° isotherm in the model is found only about 150 km 
further north as in the data. Also, in the Weddell Sea (especially in its eastern portion) 
model temperatures are in very good agreement with the data. In the north Atlantic the 
overall structure in the temperature field is also correctly reproduced (compare positions 
of the 15, 10 and 5OC isotherms), however. it is this region where deviations between data 
and model appear to most pronounced. Critical regions are the Greenland and Norwegian 
seas and the Labrador Sea with Baffin Bay where the model temperature distributions are 
too homogenous compared with the data. 

Temperature and salinity fields in about 200 m depth share many common features as 
can be Seen by comparing Fig. 17 with the salinity distributions in model layer 3 shown in 
Fig. 18. The centers of the subtropical gyres in the west Atlantic are marked by pronounced 
salinity maxima, whereas the eastern parts of the tropical and subtropical Atlantic and 



5.2. CALCULATIONS WITH THE UP WIND DIFFERENCING SCHEME (UPW) 43 

(a) DATA (b) MODEL 
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Fig. 18: Salinity [psu] in layer 3 (140 - 240 m) for data. (Fig. 18a) and UPW model solution 
(Fig. 18b). 

the polar and subpolar regions are much fresher. The transition zones generally coincide 
with the regions of large temperature gradients in Fig. 17. Like for temperature, the 
model salinity distribution (Fig. 1%) is in good agreement with the data. Again, the 
overall salinity range at about 200 m depth in the Atlantic (ca,. 34.2 to 36.7 psu) is 
correctly reproduced, there are salinity maxima in the western Atlantic near 2OoS and 
2OoN and fresher waters in the eastern tropical and subtropical Atlantic, the Southern 
Ocean south of about 40's and in the north Atlmtic and Arctic Ocean. The subtropical 
salinity maxima are somewhat weaker compared with the data and (as for temperature) 
the salinity distributions in the Labrador Sea and the Greenland/Norwegian seas appear 
to be too uniform. 

Figures 19 and 20 show meridional sections of potential temperature (Figs. 19a and 
19b) and salinity (Figs. 20a and 20b) along 30Â° for t.he data and the model simulations. 
In the entire depth range, agreement between model simulations and data is good, both for 
tenlperature and salinity. Note that features like the deepening of the isolines near 30's 
and 30Â° (t.he northern one subst.antially deeper than the southern one), the presence of 
Mediterranean Water in about. 1200 m depth at, 30Â°N the nort.hward spreading of relatively 
fresh Antarctic 1nt.ermediate VVat,er (AAIW) (about 800 m depth) and Antarctic Bottom 
Water (AABW) at  the bottom and the southward spreading of higher saline North Atlantic 
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Fig. 19: Meridional section of potential temperatures ['C] along 30Â° for data  (Fig. 19a) and 
UPW model solution (Fig. 19b). Note the change in depth-scale at  1000 m. 
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Deep Water (NADW) are all reflected in the model temperature and salinity distributions. 
In Summary, despite small, systematic deviations found especially in the polar and sub- 

polar north Atlantic, the overall agreement between model temperatures and salinities arid 
observations is satisfactory. This is remarkable considering the relatively coarse spatial 
resolution of the model, the sinlplified representation of mixing in this first nurnerical 
experiment and the fact that in this steady model seasonal or interannual variability like 
winter convection processes are not included. 

Modification of t h e  Vertical Velocity S h e a r  

At each (horizontal) velocity grid-point of the model the contribution of the entire velocity 
profile to term 1 of the cost function, e.g. the deviation from the "shape" of the  initial 
geostrophic profile, is calculated, and the logarithm of this quantity is shown in Fig. 21. 
Values are between 0.1 and 50 almest everywhere in the model domain indicating that 
modifications of the vertical velocity shear are small and acceptable in a statistical sense. 
Larger values (greater than 100) &re found only in the Gulf Stream region or in areas of the 
subpolar north and south Atlantic that are either poorly covered by hydrographic station 
data (see Fig. 3) or for which the available data are mainly representative for the respective 
sumrner seasons (Fig. 4). Note that in the equatorial area the model shear is unconstrained 
and not tied to initial estimates. 

As examples, profiles of horizontal model velocities (solid bars with stars) at  five selected 
positions in the Atlantic are shown in Fig. 22 together with the initial geostrophic profiles 
(solid bars). At all locations except for point (b) in the Gulf Stream the inost noticeable 
difference between initial and final profiles a,re const,'nt velocity shifts with only minor, 
a,dditional modifications to the shape of the profiles. The magnitudes of the observed 
velocity offsets represent the previously unknown reference velocities ur and are shown 
in the next section. Modifications of t,he shapes of the geostrophic velocity profiles are 
allowed in the model as a way of dealing with faulty or non-representative hydrographic 
data, however, term 1 in the cost function was included to keep such modifications small 
and to retain as much information as possible from the initial geostrophic calculations. The 
actual magnitude of changes to the shape of the velocity profiles for the final, optimal model 
solution (Fig. 22) are considered to be small and compatible with geostrophy, considering 
errors, varkbility and degree of representativeness of the available hydrographic data. 

At profile (b), obviously, the a priori transport constraints of increasing the Gulf Stream 
transport (to 120 Sv from only 60 Sv in the initial geostrophic field) and yet avoiding 
eastward flow in the NADW layers which could lead to unrealistic deep temperature and 
salinity fields can only be satisfied by increasing the eastward flow in the upper layers while 
leaving the deep velocities largely unchanged. In the light of newer transport estimates of 
the Gulf Stream at  Cape Hatteras and at 55OW (Leaman et al., 1989; Richardson, 1985) a 
value of 120 Sv in the upper 1000 m used here as a priori constraint appears to be on the 
higher end of presently accepted values. Using smaller a priori values instead will relax 
the need in the model to excessively increase the shallow eastward flow at  profile b. 

Overall, it can be stated that the approach of incorporating the information of geostrophic 
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(a) DATA 
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, 20: Meridional section of salinity [psu] along 30Â° for data, (Fig. 20a) and UPW mo 
tion (Fig. 20b). Note the change in depth-scale at  1000 m. 

del 
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Fig. 21: Logarithm of vertical shear modificat,ion of entire velocity profiles for the UPW experi- 
ment,. Note tha,t in. the equatorial area model velocity shear is unconst,rained. 

velocity c a l c ~ ~ l a t i o n s  in t.he model using term 1 of the  cost function is successful. T h e  spe- 
cific form of t e rm 1 allows constant velocity offsets corresponding to the  unknown reference 
velocities of geostrophic calculations without. penalt,y. Modificat.ions of t,he shear which are 
plausible 11eca.use of errors, non-synopticity and partially poor coverage of the  hydrographic 
da.t.a. are  accommodated for, but  11y penalizing these modifica.tions the  shape of t h e  model 
profiles can b e  kept close to  the  geostrophic profiles. As a basic result of the  UPW calcu- 
lations i t  can be  stat.ed tha t  the t e n ~ p e r a t u r e  and salinity distributions of the  Atlantic can 
be closely reproduced wit.11 a st.eady flow field tllat, is consistent with geostrophy. 

Reference Velocities 

Tlie velocity offsets between final model solution and geostrophic profiles represent t,he 
reference velocities U,. left unknown 11y the  geostrophic calculations. T h e  field of these 
reference velocities is shown in Fig. 23. Consistent with common oceanographic belief, 
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Fig. 22: Profiles of horizontal velocities at  five locations (a-e) in the Atlantic. Solid bars are 
initial, geostrophic velocities relative to 2500 m depth and solid bars with stars are for the UPW 
model flows. 
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Fig. 23: Model velocities in 2500 m depth (reference velocities u r )  for the UPW experiment. 
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the flows al  t,he reference depth (2500 in) which is within the NADW layer are to the  
south. Largest southward velocit,ies are observed south of the overflow regions (about 
60Â°N and ncar Labrador Sea, the major source regions for NADW (Warren, 1981). At 
a,bout 50Â° the sout,hward flow branches into a component flowing southwestward as a 
boundary current along tlie American coast (velocities between 0.2 and 1.7 - 1 0 '  m s l )  
and into a component t,liat cont.inues southward in tlie central and eastern parts of the  
north At.lantic. In t.he model solution, this central con~ponent dominates. 

North of the equator there is a large westward component of the flow, and most of the  
southward transport, of NADW at. this deptli is guided to the western equatorial Atlantic. 
At t.he equator tlie flow separates again, one component flowing eastward along the equator 
and tlien turniiig southward at the African coast and the other component continuing 
southward along the Brazilian coast down to about 50Â°S where the NADW is incorporated 
into tlie east,ward flowing circumpolar waters. Most of the southward transport of NADW 
in the south Atla.ntic appea,ss to he concentrated in the western boundary current and in 
t,he flow along the African coast. Eastward flows of about 1 - 1 0 '  rn s 1  are found in 2500 m 
depth in Dra,ke Passage which are in accorda,nce with direct current meter measurements 
(Nowlin et  al., 1977) indicating mean eastward velocities of about 1 to 2 - 1 0 '  m s 1  a t  
this depth. 

The general pattern of model-clerived velocities in 2500 m depth shown in Fig. 23 is 
supported by the distributions of temperature and salinity at  this depth (Fig. 7). In the  
north Atlantic tlie soutliward flow of NADW along the American coast is hinted in the  
temperature ancl salinity fields as tongues of relatively cold and fresh water, but also the 
southward flow in the central and eastern part seems to be indicated in the property 
fields by a south-eastward clirected deflection of trhe 34.96 salinity isoline at about 40Â°N 
by the southward turning tongue of high salinity in the northeast Atlantic and by the  
increased southward extent of the 2.85 temperature isoline near 15ON in the east Atlantic. 
Southward flows of NADW in the western boundary current as well as in the central and 
eastern Atlantic are also seen in a map of deep flow velocities (2000 m depth) of Defant 
(1941; reproduced as Fig. 3.9 in R,eid (1981)). Chlorofluoromethane data (Weiss et al., 
1985), however, indicate that,, at least for the Upper North Atlantic Deep Water (about 
1700 m depth), mosi of the southward transport occurs within the western boundary 
current suggesting that the niodel probably underest.imates the strength of the deep western 
boundary current relative to the southward flow in the central north Atlantic. A possible 
explanation for this apparent underestiination of narrow boundary currents (see also the 
discussion on Florida and Br3zil currents above) is the relatively large grid-size of the 
present model excluding the resolution of boundary current and its inner recirculation. 
Results froni an application of tlie present model approach in the Gulf St rea~n area using 
a finer liorizontal grid (2' in longitude by 1' in latitude) are present,ed in section 6 and 
reveal a strong, coherent deep western boundary current with higher flow velocities as in 
Fig. 23 and the northeastward recirc~ilation in the interior. 

The brancliing of the NADW in the equatorial west Atlantic into an eastward and 
southwa,rd component is clearly reflcctcd in the temperature and salinity distributions 
(Fig. 7) where relatively warm and sa.line wa,ters are found along the equator and southward 
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Longitude 

Fig. 24: Silica.te [prnol k g l ]  along a zonal section at about 28's in the south Atlantic based on 
data (small dots) from the South Atlantic Ventilation Experiment (SAVE, Lgs. 3 and 4). 

along the  ÃŸrazilia coast. Deep waters in the  central sub-tropical south Atlantic are 
comparatively colder and fresher. ÃŸranchin of the  NADW flow a t  t h e  equator has been 
shown to occur in numerical models (Kawase, 1987) and is also indicated in oxygen (WÃ¼st 
1935) and chlorofluoromethane distributions (Weiss et al., 1985) in this area. 

T h e  southward transport of NADW in the  south Atlantic is illustrated by t h e  silicate 
section in Fig. 24 t h a t  is based on d a t a  from the  South Atlantic Ventilation Experiment 
(SAVE legs 3 and 4) and runs from about 24's a t  t h e  ÃŸrazilia coast t o  30Â° a t  the  
Africm coast. Silicate is well suited for the analysis of deep flows in the  south Atlantic 
because of a large concentration difference between NADW and waters of Antarctic origin. 
In Fig. 24, NADW is easily identified by silicate minima found between 1700 and 3300 m 
dept.h a t  t h e  western end of t h e  section and a t  about 2000 m dept.h (multiple niinima) 
a t  the eastern end. T h e  silica.te minimum a t  the  Brazi1ia.n coast. (21 pmol k g l  in about 
2000 ni depth)  is more pronounced compared with the  minima in t h e  east suggesting that  
the major component of southward flowing NADW is along the  Sout,h American coast. 
T h e  weaker silicate minima a t  the  African coast are Seen t o  represent t.he NADW that  
flows eastward along the  equator and turns sout.hward along the  African coast. a,s observed 
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Fig. 25: Model velocities in layer 2 (60 - 140 m) (Fig. 25a) and velocity differences to the initial 
geostrophic velocities (Fig. 25b) for the UPW experiment. 

in the UPW solution (Fig. 23). Although the strengths of the silicate minima can not 
directly be converted into strength of the respective flows, because of silicate respiration 
in the eastern tropical Atlantic (van Bennekom and Berger, 1984), it nevertheless appears 
that the western bounda,ry branch of the southward flowing NADW dominates over the 
southward flow in the east Atlantic. This is not correctly reproduced in the model solution, 
again probably because of insufficient spatial resolution leading to an underestimation of 
the western boundary current. Additional support for the existence of the southward flow 
of NADW along the South-African coast Comes from Defant's (1941) map of deep flows 
(see above) and from the southward turning of the temperature and salinity isolines in 
Fig. 7 in this region. 

Horizontal Circulation 

Horizontal model flows of the UPW solution in layer 2 (60 - 140 m)  are shown in Fig. 25a 
together with the velocity differences to the initial geostrophic field (Fig. 25b). The dom- 
inant feature in the near-surface model circulation of the south Atlantic is the Antarctic 
Circumpolar Current (ACC) with peak velocities of about 20 - 1 0 2  m s 1  in Drake Pas- 
sage. East of Drake Passage the ACC shifts northward (the Malvinas (Falkland) Current 
is clearly visible), widens and mean ACC velocities decrease to  about 10 - 1 0 '  m s 1  in 
the Open south Atlantic. Along the Brazilian coast a relative broad Brazil Current is flow- 
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ing southward which meets circumpolar waters in the Brazil-Malvinas confluence Zone at  
about 40's. At this latitude the Brazil Current turns eastward and forms the South At- 
lantic Current which itself turns northward at  the southern tip of south Africa feeding the 
Benguela Current. The Benguela Current flows northeastward into the subtropical south 
Atlantic and supplies the waters for the Brazil Current. Overall this circulation pattern of 
the model agrees well with flow charts of Peterson and Stramma (1991) and Reid (1989). 
Details of the circulation like the individual current bands of the ACC and the separat,ion 
between ACC and the South Atlantic Current are not reproduced by the model because 
of limited horizontal resolution. 

In the equatorial region, where geostrophy can not be used to constrain the model flows, 
velocities are small and, due to term 7 in the cost function, mostly zonally oriented. At the 
surface (not shown) there is a band-like structure resembling south- and northequatorial 
currents with an indication of a countercurrent in between, and in layer 2 (Fig. 25a) the 
consistent eastward flows just south of the equator might be a weak indication of the 
equatorial undercurrent. In the region between 10Â° and IOON "external guidance" of the 
model flows is weakest because geostrophy a.nd linear vorticity balance are not applied 
there. Obviously, the smoothness constraints (term 7 in cost function) tend to produce 
flows that are weak compared with direct measurements (Richardson and Walsh, 1986). 
It is the equatorial region where model flows deviate most from the real ocean circulation, 
indicating the importance of the geostrophic calculations in other regions of the model 
where realistic flows are obtained. 

The model circulation in the north Atlantic consists of a North Equatorial Current part 
of which flows through the Caribbean with the other part forming the Antilles Current. 
Both combine in the Florida Current that flows northward with maximal velocities of 
40 - 1 0 '  m s 1  and continues northeastward in the Gulf Stream (20 to 30 - 1 0 '  m s l ) .  
Most of the Gulf Stream transport is locally recirculated, the rest feeding the North Atlantic 
Current and the Canary Current. The North Atlantic Current enters the Norwegian Sea 
providing wann and salty water to the polar ocean. As for the south Atlantic, the overall 
model circulation in the north Atlantic agrees well with present day knowledge, but again, 
due to limited spatial resolution, the model does not reveal the full complexity and small- 
scale structure of the circulation which, for instance, is obtained when closely spaced, 
synoptic hydrographic observations are analysed. Comparison of the UPW flows with 
the pre-optimized velocity field (Fig. 14) used to start the UPW calculations, shows that 
changes of the horizontal flows in the Course of the UPW calculations are small and that the 
pre-optimized flow field already contains most of the important currents seen in Fig. 25a. 

As an example of mid-depth flows, model velocities in 800 m depth are shown in Fig. 26a 
together with velocity differences to the initial geostrophic field (Fig. 26b). From the 
meridional salinity section in Fig. 20a it can be seen that this depth roughly coincides with 
the depth of the salinity minimum layer so that, in the south Atlantic, Fig. 26a describes 
the flow of Antarctic Intermediate Water (AAIW). 

Relatively large flow velocities at 800 m depth of between 5 to 15 - 1 0 '  m s 1  are 
found in the ACC, in the Gulf Stream and its inner recirculation and in Denmark Strait. 
Whereas the ACC velocities are only slightly larger than the geostrophic estimates (see 
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Fig. 26: Model velocities in layer 7 (700 - 900 m) (Fig. 26a) and velocity differentes t o  the initial 
geostrophic velocities (Fig. 26b) for the UPW experiment. 
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Fig 27: Distributions of (a) averaged potential temperature and (b) averaged salinity in 800 m 
depth in the Atlantic based on the original station-data shown in Fig 3.  

Fig. 26b), t h e  strong recirculation cell of t h e  Gulf Strearn and the  large southward flows in 
Denmark Strait  are  increased by t h e  model obviously in order to  satisfy a priori transport 
constraints and t.o produce realistic deep water temperatures and salinities by providing 
cold and relatively fresh water from t h e  Nordic Seas. In the  subtropical south Atlantic 
a t  about  32OS there are two counter-clockwise gyres centered near 40Â° and  5OE with 
flow velocities of about 2 - 1 0 '  m s l .  T h e  northern branches of these gyres provide a 
net  northwestward mass flux that  splits into southwa,rd and northward boundary flows 
near 25's at, t h e  Brazilian coast. In t,he model solution the  northward boundary flow is 
deflected eastward a.t about 12OS, then turns northward a t  the African coast and flows 
westwa.rd along the  equator into t h e  tropical west Atlantic. As a net  effect, AAIW is 
transported northward into t h e  north Atlantic. 

Evidence for t,he mid-depth model flows in Fig. 26a can be  found in t h e  tempemture 
and salinity distributions in  800 m dept.h obtained from the  available station d a t a  (Fig. 3) 
shown in Fig. 27. In the  south Atlantic the  marked meridional salinity front following t h e  
position of t h e  34.5 isoline (Fig. 27b) corresponds to  t h e  path of t h e  ACC. T h e  southward 
and northwa.rd deflections of t h e  34.3 and 34.4 isolines a t  the Brazilian coast a re  indications 
for t,he splitting of the  currents observed in this area, and the  two relative temperature 
maxima defined by the  5OC isotherms in t.he west,ern and eastern subtropical south Atlantic 
(Fig. 27a) are  indicative for the  two gyres found in t h e  model solution a t  these locations. 
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The southward and northward branching of the flows at about 25's near the Brazilian 
coast is also supported by the distribution of chlorofluoromethanes in AAIW described 
by Warner and Weiss (1992). In the subtropical northwest Atlantic the temperature and 
salinity maxima support the deep reaching Gulf Stream recirculation cell and the presence 
of warm and salty waters in the northeast Atlantic corresponds to the northeasterly flows 
west of the British islands. 

Comparison of the model flows in the south Atlantic with the map of adjusted steric 
height at  800 db of Reid (1989) shows a great deal of similarity in the two circulation fields. 
For instance, both maps agree in the position of the ACC, in the Argentine Basin they 
both show two meanders of the ACC extending northward up to 40's with an intrusion 
of subtropical water in-between, and in the Weddell Sea weak clockwise circulation (the 
Weddell Gyre) is indicated in both pictures. Differences are the two mid-depth subtropical 
gyres in the UPW solution where Reid shows only one such counter-clockwise circulation 
extending across the entire Atlantic and the eastward flow in the tropical south Atlantic 
that occurs further south in the model solution compared with Reid's map. The tem- 
perature and salinity fields in Fig. 27 seem to sup$ort for the existente of two separate 
gyres at  32's and it should be noted that data coverage in Reid's analysis is poor and 
p r o b a b l ~  insufficient to resolve sub-basin scale features in this area. Two distinct gyres in 
the subtropical south Atlantic are also seen in the map of dynamic height in 500 m depth 
(relative to 1500 m) of Burkov et al. (1973; map reproduced as Fig. 3.11 in Reid (1981)). 

Mer idional  Mass  a n d  H e a t  Transpor t  

Zonally integrated meridional and vertical transports are shown by arrows and by transport 
contours in Figs. 28a and 28b, respectively. The overall meridional overturning cell of the 
model consists of mean northward transport in the upper 1300 m of the water column, deep 
water formation in the Nordic Seas and Arctic Ocean, southward flow through Denmark 
Strait and overflow across the Iceland-Scotland Ridge (about 63'N), further sinking south 
of the overflows and mean southward transport in the deep Atlantic (NADW). In the south 
Atlantic the NADW layer rises and is incorporated into circumpolar waters between 40 and 
50Â°S About 8 Sv of the southward flowing NADW in the model solution derive directly 
from the deep water formation areas north of the overflows and about 4 Sv of mid-depth 
water from south of the overflows are admixed to it by entrainment during downward 
motion along the continental slope. These values are in good agreement with transport 
estimates of Swallow and Worthington (1969) and Worthington (1970). 

In the south Atlantic between 70 and 45's where property isolines rise sharply (see 
Figs. 19a and 20a) strong and consistent upwelling is observed over large areas and at  all 
depths. At 1650 and 360 m depth this upwelling amounts to 37 and 25 Sv, respectively. 
Sverdrup (1933) attributes the upwelling of deep water in the Southern Ocean to the Ekman 
surface divergence caused by the s~ecific latitudinal dependence of wind-stress in this area. 
Using the Trenberth et  al. (1989) winds an Ekman divergence of 12 Sv is obtained for the 
Atlantic sector south of 45's which explains about half of the observed upwelling rate in 
the UPW solution. Gordon (1971) analyses the integrated meridional volume transport 
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Latitude 

Fig. 28: Zonally integrated meridional and vertical volume transports for the UPW experiment 
displayed as (a.) arrow field and (b) transport contour map. Arrows in Fig. 28a are vector averages 
of nearby horizontal and vertical transports, and transport contours are obtained by objective 
analysis of the vertically integrated transports and subsequent contouring. Note that  Fig. 28b 
only extents to about 30's and that the vertical scale changes at  1000 m depth in both figures. 

around Antarctica and he also considers about one half of t h e  upwelling to  be wind induced 
whereas t h e  other half is initiated by bo t tom water production. Highest upwelling rates 
in  t h e  UPW solution are found in t h e  latitudinal band between 58 and 62's (Figs. 28a 
and Fig. 30 below) which is in agreement with results of Gordon (1971). Note tha t  the  
northward component of the  flows in t h e  upper 1000 m depth a t  about 50's reflects the  
northward shift of the  ACC in t h e  south Atlantic. 

To the  north of the  Anta,rctic upwelling region, a t  about  45OS, downwelling is observed 
from t h e  surface down t o  about. 2500 m depth (Fig. 28a). This downwelling corresponds 
t o  t h e  tongue of low salinity water in  Fig. 20a reaching from t h e  surface a t  about  50's 
downward and northward and ultimately feeding t h e  layer of northwa,rd spreading AAIW. 
In t h e  southern Weddell Sea downwelling prevails. However, the  sinking rate  is relatively 
small (1.3 Sv) and waters do not penetrate  deeper than about 2000 m depth. 

Downwelling also is observed in t h e  centers of t h e  subtropical gyres a t  about  25's and 
25'N (Fig. 2%). T h e  wat.er tha t  subducts a t  25's flows northward between 200 and 600 m 
depth and i ts  upper portion upwells t o  t h e  surface in t h e  equatorial region. Zonally inte- 
grated upwelling rates between 20's and 15'N decrease rapidly with depth and amount  t o  
9.8 and  4.2 Sv a t  60 and 360 rn, respectively. These values are consistent with estimates of 
Wunsch (1984b) obtained by inversion of hydrographic and  radiocarbon data .  T h e  mean 
northward transport of near-surface water across the  equator feeds t h e  subduction in t h e  
north Atlantic subtropical gyre. At  25'N the  downward transport (a,bout 12 Sv) is larger 
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UPW Zonally Integrated Transports [Sv1 

Fig. 28: Continued. 
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Table 4: Integrated meridional volume transports [Sv] at 30Â°S the equator and 30Â° for four 
isopycnal layers and three different model states (for definitions of layer interfaces See Table 5). 
Positive values indicate northward transport. 

Layer Initial Pre-Optimized UPW 

than a t  25's and reaches greater depths (about 700 m). Near 40Â° waters from interme- 
diate depths rise close to the surface and the upper part of this upwelled waters flows into 
the Nordic Sea and Arctic Ocean. The rising of mid-depth waters near 40Â° corresponds 
to the upward sloping of temperature and salinity isolines in that region (see Figs. 19a and 
20a) with relatively homogenous distributions to the north. This homogenization might be 
the consequence of the mid-depth local overturning cell consisting of the 40Â° upwelling 
and entrainment into the overflows at about 60Â°N The northward transport at the bottom 
north of the equator and the southward transport south of the equator are related to the 
respective bottom water transports in the eastern basins of the Atlantic. 

Table 4 gives an overview of (zonally integrated) meridional volume transports at  30Â°S 
the equator and 30Â° for four isopycnal layers representing major water masses in the At- 
lantic (see Table 5). Layer 1 represents the warm, near-surface waters and mean depths of 
its lower interface at  30Â°S the equator and 30Â° are 450, 280 and 500 m, respectively. The 
second layer reaches down to about 1450, 1300 and 1280 m depth at the three latitudes and 
encompasses the Antarctic Intermediate Water (AAIW, marked by a pronounced salinity 
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Table 5: Definition of isopycnal layers representing major water masses in the model domain. 

U P P ~ ~  Lower 
Layer Boundary Boundary 

1 upper layer surface = 26.8 
2 intermediate water 0-0 = 26.8 0-2 = 36.75 
3 deep water 0-2 = 36.75 0-4 = 45.90 
4 bottom water 0-4 = 45.90 bottom 

minimum at about 850 m depth; see Fig. 20a) and the upper third of the Circumpolar 
Deep Water (CDW; Peterson and Whitworth 111, 1989) in the south and equatorial At- 
lantic and the Mediterranean Water in the north Atlantic. North Atlantic Deep Water 
(NADW) is represented in the third layer, and the fourth layer, which is present only in 
the western Atlantic, consists of botton~ waters with potential temperatures below about 
1.5OC (AABW). The layer definitions given above roughly coincide with layers 1 and 2, 3 
to 6, 7 to 10 and 11 to 13 of Rintoul (1991). 

Net (top to bottom) meridional transports across the three latitudes are small and 
account for the inflow through Besing Straits (0.9 Sv) and air-sea fresh-water fluxes. At 
all three latitudes the meridional circulation consists of northward flows in the top two 
layers and in the AABW layer at the bottom (30's and equator) compensated by south- 
ward flow of NADW. The flow in the bottom layer (AABW; 3.1 Sv at 30's) decreases 
and reverses along its northward path whereas the transport of NADW increases along 
its southward path, obviously due to incorporation of AABW and AAIW. The maximal 
southward transport within the NADW layer amounts to 15.8 Sv at 30Â° and is cornparable 
with results of Rintoul (1991) at the same latitude and with independent estimates of the 
overall strength of the meridional overturning cell (15 to 20 Sv; Warren, 1981; Roemmich 
and Wunsch, 1985; Broecker, 1979). At 30Â°N however, the rnodel southward transport of 
NADW (10.6 Sv) is significantly smaller than the literature values. The 3.1 Sv of north- 
ward flowing AABW at 30Â° are in good agreement with direct current measurements in 
the Vema Channel (ca. 31's) which indicated a northward flow of AABW of 451.2 Sv 
(Hogg e t  al., 1982). 

Note that the northward branch of the meridional overturning cell in the southern and 
equatorial Atlantic consists mainly of intermediate waters (AAIW) in layer 2 with only 
a relatively small contribution of warm surface waters. At 30Â°S obviously, the poleward 
transport of the Brazil Current is closely matched by the broad northward return flow in the 
central south Atlant,ic and by the Benguela Current at the African coast resulting in small 
net meridional mass transport of surface waters. At the equator and in the subtropical 
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Fig. 29: Zonally integrated meridional heat fluxes for the UPW experiment. Values include advec- 
tive and diffusive heat flux contributions and are for the upwind differencing scheme. Meridional 
heat fluxes calculated with the UPW circulation and mixing coefficients but using centered-in- 
space model temperatures are shown by Open dots at 30Â° and 70Â°N At 20Â° the two estimates 
are indistinguishable. 
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north Atlantic northward transport of surface water becomes more important relative to 
the transport of intermediate water indicating that AAIW is gradually converted into 
warmer, less dense near-surface water thereby loosing its southern characteristics (Schmitz 
and Richardson, 1991; Tsuchiya, 1989; see also Figs. 19a and 20a). 

7 7 7  

For the  initial geostrophic flows of the model net meridional transports are large across 
30Â° and 30Â° indicating that a. reference level at 2500 db is inappropriate both in the 
subtropical south and north Atlantic. At the equator geostrophy can not be applied and 
initial cross-equatorial transports are set to Zero. The pre-optimized circulation shows a 
meridional overturning cell of about the Same strength as in the final UPW solution (about 
12 Sv), however, the northward transport in the upper layers is about evenly distributed 
between the warm surface layer and the colder intermediate waters below whereas in the 
UPW flow field the contribution of intermediate waters to  the overall northward transport 
in the Atlantic dominates. 

Fig. 29 shows the meridional heat transport as a function of latitude calculated for the 
UPW solution. Due to the fact that in the upwind scheme the concentrations (temper- 
atures) transported by a flow are not defined at  the Same position as the flow velocity 
itself but "upwind" of the flow, total heat and property transports can be systematically 
under- or overestimated in regions of strong temperature (~ roper ty )  gradients. At 30Â°S 
for instance, the upwind scheme underestimates the total meridional heat flux because of 
using too low temperatures from south of 30Â° for the flux calculation in the upper layers 

-40 -20 0 20 40 60 80 
Latitude 
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where flows are to the north and using the too high NADW temperatures from north of 
30Â° in the deep ocean with flows to the south. This effect amounts to alrnost 0.2 P W  
at 30Â° but is much smaller in the tropical and polar north Atlantic as indicated by Open 
dots in Fig. 29 which are calculated by using "centered" temperatures together with the 
UPW flows. Taking these effects into account, model heat transports north of 30Â° are 
northward everywhere. A strong heat flux increase is observed in the tropical Atlantic 
indicating net heat gain of the ocean in this region. At 20Â° the heat transport is maximal 
(about 0.75 PW) and heat fluxes steadily decrease north of 30Â° corresponding to net heat 
loss of the ocean. Model heat fluxes are further discussed and evaluated in the context of 
the CS solution (using the centered-in-space differencing scheme) in section 5.3. 

Vertical  Flows 

Vertical velocities in 1650 m depth for the UPW solution are shown in Fig. 30 and are 
discussed in comparison with results from pre-optimization shown in Fig. 13. As described 
above, vertical flows in the pre-optimization solution are weak due to the horizontal smooth- 
ness requirement applied to the W.  Comparison with Fig. 30 shows that the requirement to 
correctly reproduce the observed temperature and salinity distributions leads to significant 
changes of the W field especially in the Southern Ocean, in the NorwegianJGreenland seas 
and south of the overflow regions at about 60Â°N In these areas the magnitude of the ver- 
tical velocities W increases. Deep water formation develops in the Weddell and Greenland 
seas and in the Arctic Ocean, upwelling occurs in the southern Norwegian Sea, and strong 
downwelling found south of Denmark Straits and the Iceland-Faeroe Ridge is the result of 
increased deep southward flow across the overflows . Though probably not realistic on this 
large scale, generating a strong upwelling/downwelling cell in the NorwegianJGreenland 
seas for the model with its relatively coarse resolution and with a constant coefficient of 
vertical mixing is the only efficient mechanism to rnaintain the rapid vertical overturning 
in these areas known from observations a,nd reflected by the very small vertical property 
gradients. 

Consistent upwelling with average vertical velocities of about 50 - 1 0 " '  m s 1  (equiva- 
lent to about 150 m y r l  or 37 Sv when integrated over the upwelling region) is observed in 
the zonal band south of the ACC between about 65 and 50's. This upwelling is not present 
in the pre-optimization results and is introduced by t.he model obviously to correctly repro- 
duce the upward sloping temperature and salinity isolines towards the Antarctic continent 
seen in Figs. 19 and 20. 

Air-Sea F luxes  

Fresh-water and air-sea heat fluxes taken from the literature and from the final, optimal 
UPW solution are shown in Figs. 31 and 32. Error margins for the literature flux estimates 
are large (uEp, UQ = 2~50% are used in terms 2 and 9 of the cost function) and relatively 
large deviations between the "data" and the model values are tolerated. Main features in 
the Hellermann (1973) data (Fig. 31a) are (from south to north) loss of fresh-water due to 
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Longitude 

Fig. 30: Vertical velocities W [ 1 0 7  m s l ]  in 1650 m depth for the UPW experiment. Positive 
values (upwelling) are represented by solid lines and negative values (downwelling) by dashed 
lines. 
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Fig. 31: Freslx-water fluxes [ 1 0 8  m s l ]  for values derived from (Ifeliermann, 1973) (Fig. 31a) 
and the UPW model solution (Fig. 31b). Positive values indicate loss to the atmospherc. 
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Fig. 32: Air-sea heat fluxes [W m-2 ] for values from (Oberhuber, 1988) (Fig. 32a,) and for the 
UPW model solution (Fig. 32b). Positive values indicate heat. loss to the atmosphere. 

ice formation and excess evaporation along the Antarctic continent, followed by an band 
of net fresh-water gain through ice melt and excess precipitation at about 60's. In the 
subtropical areas (12's and 20Â°N distinct maxilna of fresh-water losses to the atmosphere 
are due to evaporation exceeding precipitation and net gain of fresh-water is observed in 
the tropical Atlantic and in the north Atlantic north of about 50Â°N 

The model fresh-water fluxes (Fig. 31b) show a, similar pattern, however, there are also 
significant differentes. Fresh-water losses in the Weddell Sea are only about one third of 
Hellermann's values, the subtropical evaporat,ion maxima are shifted towards the western 
basins and an intensified pair of highs and lows is developed in the north-west Atlantic. The 
low (precipitation exceeds evaporation) at Newfoundland Bank appears to be an artifact 
caused by the inability of the model (due to limited spatial resolution and large effective 
mixing, see below) to simulate the low salinities in the coastal waters inshore of the Gulf 
Stream that are caused by the southwest,ward flowing Labrador Current. Instead of diluting 
the saline Gulf Stream waters by this counterflow of low saline Labrador water, the model 
obviously resorts to the possibility of salt dilution by means of excessive precipitation. 

The integrated net fresh-water flux north of 30's in the model solution amounts to 
0.4 Sv of wa.tcr lost, to the at,mosphere suggesting that the Atlantic (north of 30's) acts as 
a concentration basin. From Fig. 20a it can be Seen that most of the northward transport of 
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water across 30Â° in the Atlantic (10 Sv of AAIW and 3.1 Sv of AABW; see Table 4) carries 
salinities smaller than the salinity of the southward flowing NADW, and net evaporation 
over t,he Atlantic is required to satisfy the overall salt budget. Net water vapor loss and 
export from the Atlantic to the Pacific and Indian Oceans of about the Same magnitude as 
in the UPW solution are also observed by Schmitt et al. (1989), Baumgartner and Reiche1 
(1975), Broecker et al. (1990) and Manabe and Stauffer (1988). 

The anmial mea,n air-sea. heat flux data of Oberhuber (1988) (Fig. 32a) show loss of 
heat to the atmosphere in the entire northern and western Atlantic and gain of heat in 
most parts of the south Atlantic except near the Agulhas retroflection region where the 
ocean looses heat. South of about 40Â° Oberhuber does not provide data because of lack 
of reliable clin~atological data. In this area the model heat fluxes are not tied to any data, 
and it is particularly interesting to investigate the heat flux results there (Fig. 32b). South 
of 40's the distribution of model heat fluxes is smooth (smoothness requirement active in 
enÅ¸r model domain) and exhibits a. simple structure. Heat is lost to the atmosphere (max: 
45 W n 1 2  ) almost everywhere in Weddell Sea, whereas heat is gained by the ocean in 
the entire south Atla,ntic north of about 60's. Maximal heat fluxes into the ocean (about 
45 W m 2  ) are observed in a zonal band roughly following the path of the Antarctic 
Circumpolar Current (ACC) between 60 and 45's. Heat loss in Weddell Sea is due to 
very low air-temperatures together with strong winds, and the downward heat flux into 
tShe circumpolar waters north of Weddell Sea is probably caused by the equatorward shift 
(a.bout 10' of latitude) of the ACC east of Drake Passage bringing relatively cold surface 
waters into areas of moderate air-teinperatures. Net heat gain by the ocean in this region 
is also found in the maps of Bunker (1988). Integrated over the entire model domain, the 
Atlantic in the UPW solution is a net sink of heat (average downward flux -4 W m 2  ). 
Fig. 32b suggests that  this heat gain mainly occurs over the south Atlantic. 

Mixing Coefficients 

Mixing in the UPW model calculation is included in the heat and salt budgets and rep- 
resented by a diagonal mixing tensor with constant coefficients in the entire model do- 
main. Although being tied to best-guess values taken from the literature, the model se- 
lected optimal values for horizontal and vertical mixing coefficients f i  = 151 m2 s 1  and 
Kv = 0.08 - 1 0 4  m2 s i  that are much smaller than the a priori values. Even with this 
small explicit mixing, the model simulated temperature and salinity distributions are much 
smoother than the  observed fields (see Figs. 17 to 20). This is due to  the inherent artificial 
mixing of the upwind differencing scheme (Roache, 1982) 

where a is the coefficient of artificial mixing, u is the flow velocity and L is the grid size. 
For typical velocities and the grid size of the model, artificial mixing coefficients are 

o;h = 5000 - 10,000 m2 s 1  and aÃ = 1 - 4 - l o 4  m2 s 1  and are thus orders of magnitudes 
larger than t,he explicit mixing coefficients and also much larger than the a priori values. 
The UPW model experiment thus appears to be an overly diffusive representation of the 
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ocean and realistic estimates of mixing coefficients ca,n not be obtained. Il should be 
noted that the model 'is aware' of the excessive mixing and tries to miniinize the (explicit) 
coefficients. 
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5.3 Calculations wit h the Centered-in-Space 
Differencing Scheine (CS) 

When the centered-in-space differencing scheme is used, the final, optimal value of the 
cost function F is considerably smaller (about one third) compared with the UPW exper- 
iment (Table 6). Comparison of the magnitudes OS individual cost function terms for t,he 
UPW arid CS cases (Table 6) shows that the CS solution is closer to tshe initial geostrophic 
velocity shear, exhibits s~naller deviations OS air-sea fresh-water and heat fiuxes and pro- 
duces temperature and salinity fields that. deviate less from tlie observed distribut.ions. 
Inspection of the horizontal distributions of model temperatures and salinities (not shown) 
reveals that the CS scheme is able to produce sharp and realistic property gradients in 
area,s where the UPW scheme (due to the inhcrcnt artificial mixing) yields broad and too 
smooth transitions (see Figs. 18a and 1811). As a consequence, e s p e ~ i ~ l l y  terms 13 and 
14 OS F, d i c h  measure systematic temperature and salinity deviations over larger scales 
(typically three grid-spacings) and which are relatively large for the UPW case because 
of systematically t.oo high or too low model values on both sides of property fronts. are 
much smaller when the centered-in-space sehenie is used. Optirnal values for the iso- and 
dia,pycnal mixing coefficients (I</, =: 519 m2 s-l, = 0.47 - 1 0 "  m2 s l ;  constant in t.he 
model donmin) are close to the a p r i o r i  values taken from the lit,erature and are about one 
order of inagnitude smaller than the effective mixing coefficients of the upwind scheme. 
The CS model diapycnal mixing coefficient amounts to a,bout one half of the "classical" 
value of 1 - 1 0 4  m2 s 1  cleterrniiied by Munk (1966) for the deep Pacific. 

Zonally integrated flows for the CS run are displayed in Figs. 33a and 33b and exhibit 
an overall pa,ttern tha,t is similar to the UPW results in Figs. 28a a,nd 2%. Differences are 
observed near 42OS, where the downwelling which in the UPW solut,ion (Fig. 28a) reached 
down to about 2500 m depth is now confined to the upper 1000 nl turning northward to 
feed the flow in AAIW layer between 1000 m and 600 m depth. The core of the northward 
flowing intermediate water (6 Sv isoline in Fig. 33b) monotonically rises from about 800 m 
depth at, 32's to about 400 m depth at the equator. As in the UPW solution, the upper 
pa,rt of the AAIW upwells to the ocean surface south of the equator, whereas the core of 
the AAIW crosses the equator before reaching the surface north of the equator and the 
deepest portion of AAIW continues its northward flow in about 800 m depth and is brought 
close to the surface north of 40Â°N 

The overall strengt.h of the meridional overturning cell in the CS e'xperiment (about 
15 Sv at  30's; See Table 7) roughiy coincides with results for the UPW case, however, the 
southward transport of NADVV is now (unlike in the UPW run) almost constant a.t all 
latitudes and amounts to about 13 Sv at 30Â°N The flow in the bottom layer is northward 
everywhere decreasing from 3 Sv at  30Â° (about the Same as for UPW) to 1 and 0.3 Sv 
at  the equator and 30Â°N respectively. At 30Â° no net northward transport of warm 
water (layer 1)  is observed, and except for the 3 Sv of bottom water flow, the NADW 
transport is compensated by northward flow of AAIW (11.3 Sv). At the equator the 
rela,tive contribution of warm surface water and intermediate wa,ter to the northward flow 
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Fig. 33: Same as Fig. 28 but for t.he CS experiment,. 
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Fig. 33: Continued. 
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Fig. 34: Zonally integrated meridional heat fluxes for the CS experiment together with estimates 
from the literature. 

is about 1:2 and at 30Â° the warm surface water dominates. This splitting of the northward 
transport between the top two layers corresponds closely to results of the UPW experiment. 
The southward export of cold deep water from the Nordic Seas across the overflows near 
63ON is somewhat smaller compared with UPW, the equatorial upwelling is somewhat 
larger and seems to originate at slightly greater depths and the Antarctic upwelling rate is 
smaller than in the UPW solution. 

The meridional heat transport of the CS solution is shown in Fig. 34 together with inde- 
pendent heat transport estimates from the literature obtained by analysis of hydrographic 
sections, surface flux balances and from ocean circulation models. The thin solid line 
in Fig. 34 represents the northward oceanic heat transport based on Oberhuber's (1988) 
annual mean net air-sea fluxes assuming a northward heat transport at 70Â° of 0.1 PW 
(Hastenrath, 1982; Hsiung, 1985). After initialization, the model starts with these heat 
flux values, and any differente of the final northward heat transport in the model from the 
Oberhuber (1988) curve is related to modifications of the model surface fluxes. Overall, 
model heat fluxes are smaller than literature values everywhere except north of 40Â°N The 
maximal model heat transport is observed near 20Â° (0.7.5 PW; See Table 8) and amounts 
to only 63% of the values of Hall and Bryden (1982) and Roemmich and Wunsch (1985)) 
bot11 based on transport calculations using hydrographic data. In the south Atlantic model 
heat fluxes decrease to sn~al l  values, and at  30Â° the heat flux is almost Zero reflecting that 
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(a) Fresh Water Flux [I 0'8 m SI] (b) Surface Heat Flux [W m-2] 
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Fig. 35: (a) Air-sea fresli-water fluxes and (b) heat fluxes for the CS case. 

in the zonal average no warm surface water contributes to the n o r t h ~ ~ r d  branch of the 
meridional overturning cell (Table 7). 

Air-sea fresh-water and heat fluxes of the CS solution are displayed in Fig. 35. Com- 
parison with Fig. 31 shows that the fresh-water fluxes are now much closer (see also terms 
2 and 3 in Ta,ble 6) to t,he E-P data of Hellermann (1973) that are used for n~odel  initial- 
ization and reference. Most n ~ t i c e ~ b l y ,  the extreme precipitation respectively evaporation 
maxima south of Newfoundland and in the subtropical north Atlantic in the UPW solu- 
tion (Fig. 31b) are no longer present in the CS results and values are close to E P  data. 
It appears that  in the UPW solution the excessive precipitation south of Newfoundland is 
required to compensate the large salt transport across the Gulf StreamILabrador Current 
property front (see Fig. 18a) due to the large artificial mixing of the upwind differencing 
scheme. With the much sn~aller diffusive transports in the CS run the need for fresh-water 
supply in this area is reduced. However, the CS solution still shows precipitation exceeding 
eva.poration over large parts of the Gulf Stream path. The pattern of surface heat fluxes 
is similar to the UPW fluxes. The major difference to Oberhuber's (1988) data are the 
relatively small heat losses over the Gulf Strearn in the west Atlantic. As in the UPW 
solution, overall, the Atlantic acts a,s a concentration basin loosing 0.23 Sv of fresh-water. 
The average net heat gain in the CS case amounts to 3.7 W m 2  (Ta,ble 8). 
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Fig. 36: Distributions of optimal diapycna.1 mixing coefficients Kv in (a) 100 m and (b) 1500 m 
depth as obtained by the CS-N experiment,. 

5.4 Diapycnal Mixing Linked to Stability (CS-N) 

For the CS-N experiment the centered-in-space differencing scheme is used as for CS, 
but now mixing is parameterized differently. Diapycnal mixing coefficients are no longer 
assumed to be constant in the model domain but are set proportional to the inverse Brunt- 
Vaisala frequency (see sections 2.2.5 and 3.4) following suggestions of Gargett (1984) and 
Gargett and Holloway (1984). Because the spatial distribution of inverse Brunt-Vaisala 
frequency N 1  is derived from the hydrographic data. the  only parameter to be determined 
is the constant ao in (3.7) which corresponds to the Square of the model mixing parameter 
p k v  (see (3.6)). Other mixing parameterizations have been proposed in the literature, 
and related model runs are planned for the future. The second difference of the CS-N 
experiment compared with UPW and CS runs is the use of the isopycnal mixing tensor 
(3.9) which in regions of strongly sloping isopycnals like in the ACC belt results in a more 
effective vertical property transport. 

The optimal value of the constant Q = 0.72 1 0 7  m2 s 2  determined by the CS-N run 
is slightly smaller than the value of Gargett (1984) (1 1 0 7  m2 s 2 ) .  Diapycnal mixing 
coefficients obtained with this value of ao are shown in Figs. 36a, 36b and 37. It should 
be noted that  the spatial variability of Ku reflects the spatial variation of inverse Brunt- 
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Fig. 37: Optimal diapycnal mixing coefficients & along 30Â° in the Atlantic as obtained by the 
CS-N experiment. 

VaisalÃ¤frequenc in the Atlantic, the absolute values of the Ky,  however, are determined by 
the model, the requirement of reproducing realistic ternperature and salinity distributions 
probably being the most important constraint. In 100 m depth (Fig. 36a) very small 
values of about 0.05 - 1 0 4  m2 s 1  are observed in the strongly stratified thermocline of the 
tropical Atlantic. Values increase poleward and amount to about 0.2 - 1 0 4  m2 s 1  in the 
polar oceans. At greater depths (Fig. 36b) diapycnal mixing coefficients are larger. Values 
are about 0.35 - 1 0 4  m2 s 1  in the tropical and subtropical regions, they amount to about 
0.7 - 1 0 4  m 2  s 1  north of the Gulf Stream and exceed the Munk (1966) value in the Nordic 
and Weddell Seas (about 1.5 - 1 0 4  m2 s l ) .  The meridional section of & along 30Â° in 
Fig. 37 shows the increase of diapycnal mixing coefficients with depth, high values in the 
relatively homogenous deep water masses south of 60Â°S in the Nordic Seas and in the  deep 
eastern Atlantic between equator and 30Â°N 

Final, optimal values of total cost function and individual terms for the CS-N calcula- 
tions (Table 6) are of about the Same size as for the case of constant mixing coefficients 
and cartesian mixing tensor (CS run). Also, integrated volume and heat transports for the 
two cases are similar (Tables 7 and 8) indicating that the model solutions are relatively 
insensitive to details of the spatial dependence of mixing coefficients. On the basis of the 
present model, no specific parameterization of mixing coefficients appears to be preferable. 
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Pkv Pm 
Fig. 38: Normalized values of cost function terms 13 (systematic temperature deviations O N ;  
dots and solid line) and 14 (systematic salinity deviations SN; triangles and dashed line) for (a) 
different diapycnal mixing parameters pkv and (b) different isopycnal mixing parameters pkh (for 
experiment C S - H ) .  

The sensitivity of the model to different values of the (constant) diapycnal mixing 
coefficient Ku has been analyzed for the CS-H case (discussed in detail in 'the next section). 
For a specific, a priori choice of PkÃ£ term 15 of the cost function is used to force the 
model diapycnal mixing coefficient to the a priori value using a large weight factor for this 
term. Then, running the model to the minimum of F leads to adjustments of model flows 
and air-sea fluxes, the overall goal being to produce the best possible agreement between 
model property fields and observations, given the prescribed value for the diapycnal mixing. 
In case the final, optimal value of F and especially the magnitudes of terms measuring 
deviations between model property fields and observations (terms 11 to 14) depend strongly 
on pkv and a narrow minimum is found, one could conclude that the model is able to 
determine diapycnal mixing coefficients well, whereas in case the cost function terms are 
relatively insensitive to pkv the range of acceptable values is wide. 

Model ca1culations for prescribed diapycnal mixing coefficients between 0.02 and 1.1 
1 0 4  m2 s 1  have been performed and normalized values of cost function terms 13 and 14, 
representative for systematic deviations between model temperatures, respectively salini- 
ties, and data, are shown in Fig. 38a. The Resulting values for both terms can be satisfac- 
torily approximated by parabolas with the minimum position (0.25 - 1 0 4  m2 s 1  ) closely 
corresponding to the Kv value of the CS-H run (see below). Model/data salinity devia- 
tions (triangles and dashed curve) are much less dependent On mixing than temperature 
deviations (dots and solid curve) indicating that  diffusive fluxes play a smaller role in salt 
budgets compared to heat budgets (because of relatively srnaller concentration gradients). 
Taking the standpoint to reject solutions with systematic temperature deviations exceeding 
three times the optimal value a (large) range of acceptable diapycnal mixing coefficients 
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betsween 0.03 and 0.62 - 1 0 4  m2 s 1  is found. One can argue that the present model allows 
acceptable solutions with almost vanishing diapycnal mixing whereas values of K y  greater 
0.8 - 1 0 4  m2 s 1  (constant in model domain) are incompatible with available temperature 
data. Similar sensitivity studies for the isopycnal mixing coefficient Kh (Fig. 38b) also 
show parabolic dependence OS model to data deviations On p k h ,  with temperature again 
being more sensitive than salinit,y. Å¸sin the same criterion as above the range of acccpt- 
able values is 100 < Kh. 51500 m2 s 1  . It may be expected that the uncertainty of the 
constant ao that determines the absolute magnitudes of diapycnal mixing coefficients in 
the CS-N run (Figs. 36 and 37) is of the same order of magnitude as the uncertainty of 
Kv in the case of constant coefficients (see Fig. 38a) and thus probably amounts t o  about 
(Tan = 5100%. 

5.5 Adding Heat Flux Constraints (CS-H) 

Cornmon feature of the UPW, CS, and CS-N solutions presented above is a relatively weak 
meridional overturning cell with related relatively small northward heat transports (see 
Tables 7 and 8 and Fig. 34). With these results in mind the cost function F of the  model 
was extended to include a priori heat transport constraints of the form 

where H is an a priori heat transport estimate across a given section, UH is its uncertainty, 
ui and Q>re volurne flow and temperature value transported by the flow and sumrnation 
is over all interfaces comprising the section. Additional cost function terms of this form 
were used to enforce meridional model heat fiuxes at various latitudes (20's: 0.7 PW,  10's: 
0.9 PW, 5ON: 1.0 PW, 20Â°N 1.4 PW, 30Â°N 1.0 PW, 40Â°N 0.6 PW, 50Â°N 0.4 P W )  that 
are compatible with literature values (see Fig. 34) a,nd are larger than the CS heat fluxes. 

Fable 6 shows that the final value of the cost function for this experiment is larger 
compared with CS and CS-N (factor 1.7) but still considerably smaller than the minimal 
value of F obtained with the upwind differencing scheme (UPW). The velocity shear and 
EP deviations are only one half and the systematic temperature and salinity deviations 
(terms 13 and 14) are only about one third OS the respective UPW values. Smoothness 
terms for horizontal velocities in the equatorial band, for the reference velocities ur and for 
the vertical velocities W ,  however, are larger than in the UPW run indicating, for instance, 
rougher horizontal fields and probably larger magnitudes of the vertical velocities. In view 
of the additional and at first sight restrictive heat transport constraints in the cost function 
of the CS-H experiment, the overall increase of F compared with the previous centered- 
in-space runs CS and CS-N is surprisingly small. Because cost function values are still 
smaller than for the UPW case, the CS-H solution can be considered about as "good" with 
respect to overall model goals as the previous solutions UPW, CS and CS-N. 

The relatrively small increase of the total cost function value compared with the CS case 
suggests that the additional a priori heat transport constraints of the CS-H experiment 
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Fig. 39: Zonally integrated meridional heat fluxes for the CS-H experiment together with esti- 
mates from the literature. 
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could be satisfied. This is confirmed in Fig. 39 that shows zonally integrated northward 
heat fluxes of the CS-H solution together with estimates from the literature. Deviations 
from the a priori target values is usually less than 0.1 PW and comparison with Fig. 34 
reveals that model heat transports are now between 0.3 and 0.5 P W  higher than the  CS 
fluxes. The largest increases are found in the subtropical south Atlantic. In contrast to 
the CS case, model heat fluxes for the CS-H experiment are on the higher end of published 
estimates. Values are systematically larger than results based On surface energy budgets 
(Oberhuber, 1988; Hsiung, 1985; Bunker, 1976) and also larger than the model heat fluxes 
of Sarmiento (1986). However, CS-H heat transports are still somewhat smaller than the 
estimates of Hastenrath (1982) at  32's and Hall and Bryden (1982) and Roemmich and 
Wunsch (1985) at 24ON. 

Volume transports at  30Â°N the equator and 30's in Table 7 show that the increased 
northward heat transport of the CS-H solution relative to the CS run is accompanied by a 
stronger meridional overturning cell. The southward transport of NADW in layer 3 that 
amounts to between 12.9 and 14.8 Sv in the CS case is increased by 35% to about 18.2 Sv 
at  all three latitudes. The northward bottom water flow in layer 4 is almost identical 
to the CS case (3.0, 0.9 and 0.3 Sv at 30Â°S the equator and 30Â°N respectively) but the 
northward flow in the top two layers is larger now in order to compensate for the increased 
transport of NADW. Some differences are observed in the relative contributions of warm, 
near-surface water (layer 1) and intermediate water (layer 2) to the combined northward 
transport occurring in the upper 1500 m depth. At 30Â° the  northward flow, as in the 
CS solution, consists predominantly of AAIW, but in the CS-H case there is a significant 
contribution of warm water (27%) to the total northward flow. Near surface water and 
intermediate water contribute about equally at  the equator, and at  30Â° the northward 
transport of warm water dominates. It is interesting to note that the increased strength 
of meridional transports does not imply stronger deep water export from the Nordic Seas 
or stronger upwelling in the Antarctic and the equatorial band (see Table 7). Average net 
heat gain over the model domain (0.8 W m 2  ) is much smaller compared with the CS 
solution whereas the net fresh-water loss of 0.17 Sv is of the same magnitude. Optimal 
values for iso- and diapycnal mixing (648 m2 s 1  and 0.32 - 1 0 4  m2 s 1  ) are somewhat 
larger, respectively smaller compared with the CS solution. 

The pattern of zonally integrated flows shown in Figs. 40a and 40b is similar to the 
corresponding pictures for the CS experiment (Figs. 33a and 33b) except that overall 
tra.nsport rates are larger for the CS-H case. A differente is the net northward near-surface 
flows at  30Â° in the CS-H solution. Vertical velocities in 1650 m depth for the CS-H 
experiment shown in Fig. 41 are larger than the corresponding W'S of the UPW solution 
(Fig. 30) especially in the central Atlantic where nearby upwelling/downwelling cells are 
frequent and the overall field is rougher, as expressed by the relatively large value of term 
5 of the cost function (Table 6). Main features like the Antarctic upwelling, the upwelling 
near Newfoundland and the downwelling south of the overflows are seen in both solutions, 
CS and CS-H. 

Air-sea fresh-water and heat fluxes of the CS-H solution are shown in Figs. 42a and 
42b. Comparison of fresh-water fluxes with Hellermann's (1973) EP data in Fig. 31a 
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Fig. 40: Same as Fig. 28 but for the CS-H experiment (model with additional heat flux con- 
straints). 

shows broad agreement between the two fields. Net fresh-water gain is found in the equa- 
torial region, evaporation exceeds precipitation (somewhat smaller values than Hellermann 
(1973)) in the subtropical north and south Atlantic and net fresh-water input occurs at 
high latitudes. Most noticeable differences are the shift of a precipitation maximum, which 
in Hellermann's data is located along the eastern coast of Greenland, to the south-east 
roughly following the position of Gulf Stream and North Atlantic Current and the restric- 
tion of net fresh-water loss (due to ice formation) to the western Weddell Sea whereas 
Fig. 31a shows large values of fresh-water loss all along the Antarctic coast. Air-sea heat 
fluxes of the CS-H solution (Fig. 42b) closely resemble Oberhuber's (1988) annual mean 
heat flux estimates (Fig. 32a). Unlike the CS solution that exhibited maximal heat losses 
along the Gulf Stream path of no more than 70 W m 2  (see Fig. 35b), the CS-H solution 
closely reproduces Oberhuber's estimate of 130 W m 2  in this area. Along the position of 
the ACC in the south Atlantic, where Oberhuber does not provide data, the CS-H solution 
(like UPW and CS solutions) shows net heat gain by the ocean. 
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Fig. 40: Continued. 
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Fig. 41: Vertical velocities W [10V7 m s l ]  in 1650 m depth for the CS-H experiment. Positive 
values (upwelling) are represented by solid lines and negative values (downwelling) by dashed 
lines. 
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Fig. 42: (a) Air-sea fresh-water fluxes and (b) heat fluxes for the CS-H case. 
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Table 6: Weight factors and values of total cost function and individual terms (normalized to 
values of UPW case) for different numerical experiments. For meaning of terms See Table 1 and 
for a description of numerical experiments See Table 3. 

Term Weight UPW CS CS-N CS-H 

53 total 

velocity shear 
E-P data 
E-P smoothness 
linear vorticity 
W smoothness 
ur smoothness 
smoothness equ. band 
Q data 
Q smoothness 
6 boxwise 
s boxwise 
6 neighborhood 
s neighborhood 
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'i'able 7: Summary of model volume transports [Sv] for different numerical experiments. Positive 
values indicate northward 01 upward flux. For a. description of numerical experiments See Table 3 
and for layer definitions see Table 5 and section 5.2.5. 

UPW CS CS-N CS-H 

Layer transports at 3 V  N: 
Layer 1 8.5 9.3 9.3 13.4 
Layer 2 1.1 2.1 1.8 3.4 
Layer 3 -10.6 -12.9 -12.7 -18.4 
Layer 4 -0.2 0.3 0.4 0.3 

Layer transports at equator: 
Layer 1 2.0 4.2 4.2 8.7 
Layer 2 8.2 8.2 8.3 7.4 
Layer 3 -11.4 -14.3 -14.5 -18.0 
Layer 4 0.3 1.0 1.0 0.9 

Layer transports at 3 V S :  
Layer 1 2.2 -0.1 -0.2 3.9 
Layer 2 10.0 11.3 11.0 10.5 
Layer 3 -15.8 -14.8 -14.6 -18.2 
Layer 4 3.1 3.0 3.1 3.0 

Deep (2360 m )  southward j7ow through 
Denmark Sfrait  und across Iceland-Scotland-Ridge: 

-8.7 -7.6 -7.6 -8.0 

Equatorial upwelling [SOÂ¡ - 15OW: 
60 m 9.8 10.9 11.6 7.7 

360 m 4.2 6.7 6.4 2.3 

Antarctic upwelling: 
360 m 

1650 m 
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Table 8: Heat fluxes, fresh-water fluxes and mixing coefficients for different numerical experiments 
(see Table 3 for a description of numerical experiments). 

UPW CS CS-N CS-H 

Meridional heut transport [PW]: 
50Â° 0 . 4 8 ~ )  0.46 0.47 0.56 
30Â° 0.75') 0.70 0.72 1.02 
20Â° 0.75') 0.75 0.75 1.14 
5ON 0.58') 0.62 0.63 1.09 
10Â° 0.15') 0.20 0.22 0.71 
30Â° -0.05') 0.12 0.17 0.53 

Average net heat gain [W m 2 ]  over model d o r n a ~ n : ~ )  
4.0 3.7 3.7 0.8 

Net fresh-uiater loss [Sv] over model domain: 
0.30 0.23 0.24 0.17 

Mixing coefficients 
Kh [m2 s-'1 
Ku m2 s-' 1 

Using "upwind" ternperatures wit.11 UPW flows (see text). 
2, Surface area of model domain: 8.99-1013 m2.  
3 ,  Value of ao [ 1 0 7  m2 s-'1 in Ku = a a - l .  For spatial distributions of I<" see Figs. 36 and 37 
4, Artificial mixing of the upwind scherne. 
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Chapter 6 

Discussion and Conclusions 

The adjoint method has been successfully applied to obtain optimal circulation. air-sea 
fluxes and mixing coefficients that, in a steady model with exact mass, heat and salt 
conservation, can satisfactorily reproduce the measured distributions of temperature and 
salinity in the Atlantic. Profiles of horizontal velocities in the optimal model solution 
resemble initial geostrophic velocity profiles except for constant velocity shifts (the pre- 
viously unknown reference velocities U ? )  and the model circulation is considered to be 
consistent with the principle of geostrophy. Changes to the shapes of the geostrophic pro- 
files can be controlled and be kept small. The present method can be interpreted as a 
new approach to the classical problem of determining the reference veloci'ties left unknown 
by pure geostrophic calculations. Here, the reference velocities are chosen in a way that 
makes the resulting circulation field mass conserving and leads to a correct prediction of 
temperature and salinity distributions in t,he ocean while satisfying heat and salt budgets 
exactly. 

The different model objectives (preserving geostrophic shear, obtaining realistic temper- 
ature a,nd salinity distributions, smoothness of various properties, etc.) are implemented 
and enforced by way of the model cost function F. All contributions to the cost func- 
tion except for the smoothness and linear vorticity terrns (see T&le 1) are normalized by 
weighting with estimated variantes a2 ,  respectively. The weights a, with which these nor- 
ma.lized terms appear in the cost function F initially were &ll set to 1. Regular evaluations 
of intermediate model states in the Course of the iterations showed that modifications of 
t.he a, were necessary in order to obtain final, optimal solution consistent with all of the 
requirements specified in the cost function (see Table 6 for final weights). For instance, 
t e r~ns  11 to 14 (deviations from temperature and salinity data) had to be down-weighted 
relative to term 1 (velocity shear), in order t.o keep changes of the model velocity shear 
small enough and still achieve realistic model temperature and salinity fields. Changes of 
t.he weights of smoothness terms also were necessary to obtain reasonably smooth fields 
(see Fig. 30) while not compromising t,he other terms of the cost function too much. The 
final choice of weights a ;  is to a certain ext.end subjective. One purpose of presenting the 
UPW model solut.ion in detail (Figs. 17 to 22, 31 and 32) was to defend the particular 
choice of GY, by showing that t,he different requirements on the model solution are met 
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satisfactorily. 
The absolute flow velocities obt,ained by the model show a meridional overturning cell 

consisting of deep water formation in the Nordic Sex, export of deep water across the  sills 
between Greenland, Iceland 'nd Scotland and southward flow of NADW in the Atlantic. 
The NADW fiow is compensated by northward flows of near-surface, intermediate a,nd 
bottom water and by inflow through Bering Straits into the Arctic Ocean. The model 
transport rates of deep water from the Nordic Seas into the north Atlantic (8 Sv) and of 
AABW into the Brazilian Basin (3 Sv) are nearly identical for all model runs performed 
and are in good agreement with literature values. 

All model solutions for the different numerical experiments indicate that at  30Â° the 
northward flow compensating for the southward export of NADW is predominantly occur- 
ing in the warm surface layer. In the south Atlantic at 30Â°S however, for all numerical 
experiments the northward flow in the upper 1500 n-~ depth consists rnainly of AAIW with 
only a small contribution of wa,rm surface water (cold water path). This result is consistent 
with Schmitz and Richardson (1991) who claim that 45% (13 Sv) of the Florida Current 
transport are derived from AAIW thereby requiring a large northward flow of AAIW into 
the north Atlantic. The dominance of the northward transport of AAIW over the warm, 
near-surface water in the model solutions is in disagreement with Gordon (1986) who pro- 
poses that the southward flow of NADW is compensated mainly by northward flow within 
the upper layer (warm-water pa,th), both in the north and south Atlantic. 

The silicate distribution in the south Atlantic at  30Â° (Fig. 24) together with a silicate 
budget of the Atlantic north of this latitude (assuining that this area is neither a major sink 
nor source for silicate) can be used to exclude such a scenario. Rough estimates of average 
silicate concentrations of the major water masses from Fig. 24 (surface layer: 2, AAIW: 
30, NADW: 35, AABW: 100 firn01 kg-l) show that the net southward silicate transport by 
NADW and AABW flows can not be bala,nced by near-surface water because of negligible 
silicate content. Instead, a large input of silicate-rich water (AAIW) is required. Using 
transports from Table 7 (UPW) and the concentrations listed above, the required average 
silicate concentration of t.he AAIW component is estimated to be 25 pmol k g l  which 
corresponds closely with silicate measurements in the core of the AAIW layer (see Fig. 24). 
In a later paper (Gordon et al., 1992); the authors, on the bmis of hydrographic and 
chlorofluoromethane data, draw a conclusion in line with present model transport estimates 
and silicate budget considerations and state that "the main supply of upper layer water 
crossing the Atlantic equator, compensating for Atlantic export of NADW, is drawn from 
AAIW". Because AAIW and AABW have lower salinities than NADW, at first sieht, the 
dorninance of Antarctic waters compensating for the southward export of NADW appears 
to be in conflict with salt conservation in the Atlantic. However, this potential conflict is 
resolved assuming that the Atlantic is a net evaporation basin, as observed in the model 
solutions (fresh-water loss about 0.2 Sv) a.s well as in other studies (Schmitt et  al.,1989; 
Baumgartner and Reichel, 1975; Broecker et  al., 1990; Manabe and Stauffer, 1988). 

Model vertical velocities show downward motion of deep water south of the overflows, 
net near-surface sinking in the centers of the subtropical gyres, upwelling in the equato- 
rial region in the upper 500 m depth and upwelling in all depths at about 60Â° around 
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Fig. 43: Meridional section of potential density 0-0 (depth range 0 - 1000 m), 0-2 (1000 - 3000 m) 
and 0 4  (3000 m - bottom) along 30Â° obtained from hydrographic station data. Layer interfaces 
used for transport estimates in Tables 4 and 7 are indicated by thick dashed lines. 
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Fig. 44: Zonally integrated vertical transports (in Sv per degree latitude) in 60 m depth for the 
CS and UPW model solutions and for Ekman pumping based on Trenberth et al. (1989) winds. 
Positive values indicate upward transport. 

Antarctica. The upwelling rates in the southern south Atlantic and in the equatorial band 
are consistent with independent estimates. Comparison of zonally integrated model flows 
(see Figs. 40a and 40b) with a meridional section of potential density along 30Â° derived 
from the hydrographic station data (Fig. 43) shows that the orientation of vector aver- 
aged meridional and vertical model flows in most regions is in surprisingly good agreement 
with the orientation of isopycnals (see for instance the nearly horizontal southward flow of 
NADW between about 50Â° and 30's' the upward sloping of the NADW layer at  about 
45's' the 'V-shape' flow patterns in the upper 1000 m depth between 50Â° and 10Â° and 
between 20Â° and 40Â°N etc.). 

Zonally integrated vertical transports in 60 m depth are shown in Fig. 44 as a function 
of latitude together with the (zonally integrated) Ekman pumping calculated with the 
Trenberth et al. (1989) winds. Apart from the relatively large scatter of model values north 
of about 30Â° and apart from the unreliable Ekman pumping estimates in the vicinity of 
the equator model curves and wind-derived Ekman pumping show similar spatial patterns 
of vertical motion including net upwelling between about 45 and 60' in the south and 
north Atlantic as well as in the equatorial region and downwelling in the south and north 
Atlantic subtropical gyres. It should be noted that in the model the vertical velocities are 
ultimately determined by the requirements to conserve mass and to reproduce realistic fields 
of temperature and salinity and that they are not directly induced by density gradients. 
The close similarity between orientation of zonally integrated model flows and the slopes of 
isopycnals as well as the overall agreement of model vertical transports in 60 m depth with 
the Ekman pumping calculated from wind data is remarkable especially because there are 
no explicit constraints on the W'S that would enforce this behavior. 

Model experiments CS and CS-H have shown that acceptable solutions differing sub- 



stantially in the strength of the meridional overturning cell and in the magnitudes of the 
northward heat transport can be found. This indicates that the respective parameters 
meridional overturning &nd meridional heat flux are not well determined by a model based 
On the principle of geostrophy and including temperature and salinity data only. This 
finding is in line with results from inverse models that yield similar or even larger value 
ranges for mass and heat transports (Wunsch, 1984a; Wunsch, 1984b; Schlitzer, 1988). 
Also, large uncertainties of model det,erniined mixing coefficients as observed in the model 
sensitivity runs (Â±100% have been found in other studies as well (Olbers et  al., 1985; 
Schlitzer, 1988; Tziperman (1988)). In many cases (including the present model) model 
and data are consistent with Zero mixing coefficients. A strategy for improving model 
estimates of mass and heat transports is given below. 

Except for the few oceanographic parameters (strength of the meridional overturning 
cell, magnitude of meridional heat fluxes and coefficients of iso- and diapycnal mixing) for 
which dedicated sensitivity runs have been performed, for many other model parameters 
the ranges of acceptable values are still to be determined. Study of the variability of re- 
spective values from different numerical experiments yields soine information On parameter 
uncertainty, however, a rigorous sensitivity and resolution analysis requires the calcula,tion 
of eigenvalues and eigenvectors of the Hessian matrix H = { 9 F / 9 p " [ ; }  (Thacker, 1988b; 
Tziperman &nd Thacker, 1989). The eigenvectors associated with the largest eigenvalues 
reveal those model parameters (or linear combinations of model parameters) that are well 
determined by the model, and the eigenvectors associated with very small e igendues  re- 
veal the model parameters (or linear combinations of for which no information 
is contained in the system and which can not be determined by the model. Computation 
of tlie Hessian H and its eigenvalues and eigenvectors for the size of the present model is 
very costly and beyond the scope of this study. Here, the main purpose is to demonstrate 
the feasibility of implementing the present model concept for a large region of the ocean, to 
show that satisfact.ory solutions can be obtained with moderate computational resources 
and that ocea.nographically nseful information can be drawn from the niodel results. 

It was noted repeatedly above that the spatial resolution of the present model is in- 
sufficient to allow proper representa,tion of narrow boundary currents at  the ocean surface 
(Brazil Current, Labrador Current, etc.) a,nd in the deep ocean (deep western boundary 
current,). This is clearly seen in the field of reference velocities at 2500 m depth shown in 
Fig. 23 (sect,ion 5.2.3). Underestiniation of t,he deep western boundary current is seen as a 
possible explanation for the relatively weak sout.hward transport of NADW in the sta,ndard 
run. A regional model of the Gulf Streani area with a higher spatial resolution (2' by 1' in 
1ongit.ude and latitude) was set up t,o demonst.rate t,hat inadeqmte resolution a.nd under- 
estimation of boundary currents is not a principle defect of the present model concept but 
just. a matter of t,he grid size of the model. Absolute flow velocities in 3000 m depth for 
this higher resolut.ion model are displayed in Fig. 45 and show a well developed, coherent 
sout.l~westward flowing boundary current and the internal recirculation (for comparison 
see Wunsch and Grant. 1982 and Hogg, 1983). Mean velocities in the boundary current 
amount to between 3 and 6 - 1 0 '  111 s 1  and are niuch larger than deep flow velocities in 
t.l~is area for the Atlant,ic model (Fig. 23). 
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Fig. 45: Model velocities in 3000 m depth for a regional Gulf Stream model with 2Olongitude 
by 1Â°latitud horizontal resolution. Arrows are vector averages of nearby zonal and meridional 
flows. 

Apart from horizontal resolution the vertical grid spacing of the model is of concern 
especially in areas where thin la.yers of distinct water masses are found. Regions deserving 
special considerations are, for instance, Denmark Strait and Iceland-Scotland-Ridge in the 
north Atlantic where cold and dense southward flowing waters are observed in layers less 
than about 100 m thick just above the bottom (Worthington, 1969). In these areas, a 
large vertical grid spacing at  the depth of the sill prohibits the correct representation of 
water masses because of averaging over too large depth ranges (bottom layer will be too 
warm) and is expected to lead to difficulties producing the correct NADW water-mass 
characteristics south of the overflows. 

Given the relatively large value ranges for some important oceanographic parameters 
(meridional overturning. integrated mass and heat transports, mixing coefficients), all lead- 
ing to roughly the sanie size of the cost function, it seems necessary for abet ter  determina- 
tion of these parameters to include additional, independent information like observations of 
nutrients and transient tracers (tritium and chlorofluoromethanes) in the present formal- 
ism. Common characteristics of transient tracers are their anthropogenic origin, vanishing 
natural concentrations and the time-dependent input into the ocean at  the air-sea inter- 
face. It has been shown (Weiss e t  al., 1985; Schlitzer et al., 1991) that chlorofluoromethanes 
(CFMs) can be used to trace deep water flows and it is hoped that these data help to con- 
strain deep water flow rates. Then, finding a circulation that  is basically geostrophic but 
additionally reproduces the correct temperature, salinity, nutrient and tracer distributions 
can be regarded as an extended, autotnated version of Reid's (1989) method of manu- 



ally choosing reference velocities in accordance with a wide variety of property fields. An 
advantage over Reid's method is that the resulting circulation fields of the model are guar- 
anteed to be mass conserving and consistent with air-sea E-P estimates but also contain 
information on the vertical flows in the ocean as shown above. 

A simulation of CFM-11 has been performed using flow field and mixing coefficients of 
the CS experiment. Results of this calculation along about 22OVV in the Atlantic north of 
10Â° are shown in Fig. 46 together with data from Doney and Bullister (1992). The model 
CFM-11 distribution exhibits the overall features found in the observed field, namely high 
concentrations at the ocean surface, penetration of CFM-11 down to the bottom at  high 
latitucles due to deep water formation, further sinking south of the overflows and a south- 
ward extending tongue of CFM-rich water indicating the southward spreading of NADW. 
A closer comparison of the two distribution, however, reveals significant differences. For 
instance, the model is not able to reproduce the relatively high CFM-11 concentrations 
down to about 800 m depth found in the observations north of 30Â° probably because 
of missing deep reaching winter convection in the model, and in the depth range of the 
Upper North Atlantic Deep Water (UNADW: about 1400 to 2200 m depth) the tongue of 
CFM-rich water does not extend far enough south indicating that the southward spreading 
of NADW in the CS solution is too weak. Fig. 46 demonstrates that CFM data contain 
additional information not yet exploited in a model based on temperature and salinity 
data only and inclusion of nutrient and tracer data will help to constrain oceanic mass and 
heat transports better. Technological advances are expected to allow runs of an Atlantic 
model with much higher horizontal arid vertical resolution including nutrients and tran- 
sient tracers in addition to temperature and salinity on workstation-t,ype computers in the 
near future. 
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Fig. 46: (a) Meridional section of chlorofluoromethane CFM-11 from Oceanus cruise 202 (June, 
1988; about 23OW; redrawn from Doney and Bullister, 1992) and (b)  model distribution (CS) of 
CFM-11 along 22.5OW for March 1989. Note scale change of the vertical axis a t  1000 m depth. 



Acknowledgment s 

I would like to thank Prof. W. Roether for the invaluable support he provided me through- 
out the Course of this research. I appreciate the independence he allowed me to develop 
and pursue new ideas, and I am grateful for his continuing encouragement and advice. 

I have benefited greatly from many discussions with other scientists. Thanks are due 
to Carl Wunsch, Eli Tziperman, JÃ¼rge Willebrand, Carlisle Thacker, Dirk Olbers, Olivier 
Talagrand and Jens SchrÃ¶ter Wolfgang Roether, Carl Wunsch and Jochem Marotzke 
carefully read an early version of this manuscript. Their useful comments helped me to 
improve the presentation of model setup and results. 

I am grateful to Worth Nowlin and Joe Reid who contributed hydrographic station 
data to be used in this study. Jean Charles Gilbert and Claude Lemarkchal provided the 
software of an efficient and reliable variable-storage quasi-Newton descent algorithm, and 
the Alfred-Wegener-Institute, Bremerhaven made computational resources available to me 
for performing the first model runs. 

Thanks are also due to my colleagues in our group who have helped to create a relaxed 
working environment. Frequent coffee hours and (sometimes seemingly endless) discussions 
On the meaning of life and other related topics made an average working day enjoyable and 
were welcome diversions from the serious task of scientific research. 

My special thanks go to my dear friend Sabine Vanselow. Her love a.nd affection gave 
me the strength and endurance necessary to complete this work. 

I want to dedicate this Habilitation thesis to my parents Frieda and Willi Schlitzer who 
have supported my education through all the years. 





References 

Baumgartner, A. and E. Reichel, 1975: The World Water Balance, Oldenbourg-Verlag, 
Munich, Federal Republic of Germany. 

van Bennekom, A. J .  and G. W. Berger, 1984: Hydrography and silica budget of the  Angola 
Basin, Neth. J .  Sea Res., 17, 149-200. 

Broecker, W. S. ,  T.-H. Peng, J .  Jouzel and G. Russel, 1990: The magnitude of global 
fresh-water transports of importance to ocean circulation, Clim. Dyn., 4, 73-79. 

Broecker, W. S., 1979: A revised estimate for the radiocarbon age of North Atlantic deep 
water, J. Geophys. Res., 84, 3218-3226. 

Bryan, K., 1969: Climate and the ocean circulation, III., The ocean model, Mon. Weath 
Rev., 97, 806-827. 

Bunker, A. F., 1988: Surface energy fluxes of the south Atlantic Ocean, Monthly Weather 
Rev., 116, 809-823. 

Bunker, A. F., 1976: Computations of surface energy flux and annual air-sea interaction 
cycles of the North Atlantic Ocean, Mon. Weath. Rev., 104, 1122-1140. 

Burkov, V. A., R. P. Bulatov and V. G. Neiman, 1973: Large-scale features of water 
circulation in the world ocean, Oceanology, 13, 325-332. 

Coachman, L. K.  and K. Aagaard, 1974: Physical oceanography of arctic and subarctic 
seas, in Marine Geology und Oceanography of the Arctic Seas, Springer-Verlag, New 
York, pp. 1-72. 

Deacon, G. E. R., 1937: The hydrology of the Southern Ocean, Discovery Reports, 15, 
1-124. 

Defant, A., 1941: Quantitative Untersuchungen zur Statik und Dynamik des Atlantis- 
chen Ozeans. Die absolute Topographie des physikalischen Meeresniveaus und der 
Druckflachen sowie die Wasserbewegungen im Raum des Atlantischen Ozeans, in Wis- 
senschaftliche Ergebnisse der Deutschen Atlantischen Expedition auf dem Forschungs- 
und Vermessungsschiff "Meteor" 1925-27, 6:2nd Part ,  1, pp. 191-260. 

Doney, S. C. and J ,  L. Bullister, 1992: A chlorofluoromethane section in the eastern North 
Atlantic, Deep Sea Res., 39, 1857-1883. 



Fofonoff, N. P., 1981: The Gulf Stream system, in Evolution of Physical Oceanography: 
Scientific Swveys in Honor oj Henry Stommel, edited by B. Warren and C. Wunsch, 
MIT Press, Cambridge, Mass., pp. 112-139. 

Fukumori, I,,  F. Martel, and C. Wunsch, 1991: The hydrography of the north Atlantic in 
the early 1980s. a,n atlas., Prog. Oceanog., 27, 1-110. 

Gargett, A. E., 1984: Vertical eddy diffusivity in the ocean interior, J. Mur. Res., 42, 
359-393. 

Gargett, A. E. and G. Holloway, 1984: Dissipation and diffusion by internal wave breaking, 
J. 1War. Res., 42, 15-27. 

Gilbert, J.  Ch. and C. Lemarkchal, 1989: Some numerical experiments with variable- 
storage quasi-Newton algorithms, Mathematical Programrning, 45, 407-435, 1989. 

Gordon, A. L., R. F. Weiss, W. M. Smethie, and M. J. Warner, 1992: Thermocline and 
intermedia.te water communication between the south Atlantic and Indian oceans, J. 
Geoph,ys. Res., 97, 7223-7240. 

Gordon, A. L., 1986: Interocean exchange of thermocline water, J. Geophys. Res., 91, 
5037-5046. 

Gordon, A. L.,  E. J. Molinelli, and T. N. Baker, 1986: Southern Ocean Atlas, Amerind 
Publishing Co., New Dehli. 

Gordon, A. L., 1971: Oceanography of antarctic waters, in: Antarctic Research Series, Vol 
15, edited by J. R.eid, American Geophysical Union, Washington, D.C. pp. 169-203. 

Hall, M. M. and H. L. Bryden, 1982: Direct estimates and mechanisms of ocean heat 
transport, Deep Sea Res., 29, 339-359. 

Hastenrath, S., 1982: On meridional heat transports in the World Ocean, J. Phys. Oceanogr., 
12, 922-927. 

Hellermann, S., 1973: The net meridional flux of water by the oceans from evaporation 
and precipitation estimates, unpublished manuscript. 

Hestenes, M. R., 1975: Optimization Theory, John Wiley & Sons, Inc., New York. 

Hogg, N. G., 1983: A note on the deep circulation of the western North Atlantic: its nature 
and causes, Deep Sea Res., 30, 945-961. 



Hogg, N. G. ,  P. Biscayc. W. Gardncr, and W. J .  Schmitz Jr . ,  1982: O n  t h e  t ransport  and 
moclification of Antarctic B o t t o n ~  Water in the  Vema Channel, J. Mar. Res., dO(suppl), 
231-263. 

Hsiung, J., 1985: Estimates of global oceanic meridional heat transport,  J. P1~y.s. Oceanog~,., 
15, 1405-1413. 

Kawa,se, M., 1987: Establishment of deep ocea,n circula,tion driven by deep wa,ter produc- 
tion, J. Phys. Oceanog~., 17, 2294-2317. 

Le Dimet ,  F. and 0. Talagrand, 1986: Variational algorithms for analysis and assimilation 
of meteorological observations: tlleoretical aspects, Tellus, 38, 97-110. 

Leaman, K. D., E. Johns, a,nd T. Rossby, 1989: T h e  average distrib~ition of volume trans- 
port and potential vorticity with ten~pera, ture  a t  three section across the  Gulf Stream, 
J. Phys. Oceanoqr., 19, 36-51. 

Levit.us, S., 1982. Climatological atlas of the world ocean, Prof. Pa.p. 13, Natl.  Oceanic 
and Atmos. Adinin., Rockville, Md.. 

Mallabe. S. arid R. J .  Stauffer, 1988: Two sta,ble equilibria of a coupled ocean-atmosphere 
model, J. Climate, 1,, 841-866. 

Menke, W. ,  1984: Geophysical Data Analysis: Discrete Inverse Theory, Academic, San 
Diego, Calif., 

Munk,  W. H., 1966: Abyssal recipes. Deep Sea Res., 13, 707-730. 

Niiler, P. P. and W. S. Richardson. 1973: Seasonal variability of the  Florida. Current ,  J. 
Mar. Res., 31, 144-167. 

Nowlin, W.  D., T. Whitworth 111, ancl R.  D. Pillsbury, 1977: St,ructure a,nd transport of 
the  Antarctic Circumpolar Current a t  Drake Passage from short-term measurements, J. 
P h p .  Oceanop  . 7 ,  788-802. 

Oberhuber, J ,  M.. 1988: An atlas based on the COADS data set: the budqefs ofheat, buoy- 
ancy and turb~ulenf kinetic et1ergy at the surface of the global ocean. Technical Report 15. 
Max-Planck-1nstit.ut fiir Meteorologie. Harnburg. 

Olbers. D. and M. Wenzel. 1989: Determining diffusivities from hydrographic data  by 
inverse met.hods wit,h applications to  the  Circumpolar Current,  in Oceanic Circulation 
.Models: Combitzit~g Data arid D y n m i c s .  edit.ed by D.  L. T. Anderson and J .  Willebrand, 
Iiluwer Academic Publishers. Dordrecht. pp.  95-1.39. 



Olbers, D. J . ,  M. Wenzel, and J .  Willebrand. 1985: The inference of north Atlantic cir- 
culation patterns from climatological hydrographic data, &V. Geophys., 23, 313-356. 

Pacanowski, R. C. and S. G. H. Philander, 1981: Pa~~meter iza t ion of vertical mixing in 
numerical models of tropical oceans, J. Phys. Oceanogr., 11, 1443-1451. 

Paige, C. C. and M. A. Saunders, 1982: LSQR: An algorithm for sparse linear equations 
and sparse least squares, ACM Trans. Math. Softw., 8, 43-71. 

Peterson, R. G. and T. Whitworth 111, 1989: The Subantarctic and Polar Fronts in relation 
to deep water masses through the southwestern Atlantic, J. Geophys. Res., 94, 10,817- 
10.838. 

Peterson, R. G. and L. Stramma, 1991: Upper-level circulation in the south Atlantic ocean, 
Prog. Oceanog., 26, 1-73. 

Redi, M. H., 1982: Oceanic isopycnal mixing by coordinate rota,tion, J. Phys. Oceanogr., 
12. 1154-1158. 

Reid, J .  L., 1989: On the total geostrophic circula,tion of the south Atlantic ocean: flow 
patterns, tracers, and transports, Prog. Oceanog., 23, 149-244. 

Reid, J. L., 1981: On the mid-depth circulation of the world ocean, in Evolution of Physical 
Oceanography: Scientific Surveys in Honor of Henry Stommel, B .  Warren and C. Wunsch 
(eds.), MIT Press, Cambridge, Mass., 70-111. 

Richardson, P. L., 1985: Average velocity and transport of the Gulf Strea,m near 55ON, J. 
Mar. Res., 43, 83-111. 

Richardson, P. L. and D. Walsh, 1986: Mapping climatological seasonal variations of sur- 
face currents in the tropical Atlantic using ship drifts, J. Geophys. Res., 91, 10,537- 
10,550. 

Rintoul, S. R., 1991: South Atla,ntic interbasin exchange, J. Geophys. Res., 96, 2675-2692. 

Roache, P. J., 1982: Computatzonal Fluid Dynamics, Hermosa Publishers, Albuquerque, 
New Mexico. 

Roemmich, D., 1983, The balance of geostrophic and Ekman transports in the tropical 
Atlantic ocean, J. Phys. Oceanogr., 13, 1534-1539. 



Roemmich, D. and C. Wunsch, 1985: Two transatlantic sections: Meridional circulation 
and heat flux in the subtropical North Atlantic Ocean, Deep Sea Res., 32, 619-664. 

Sarmiento, J .  L., 1986: On the north and tropical Atlantic heat balance, J. Geophys. Res., 
91, 11,677-11,689. 

Sarmiento, J. L. and K .  Bryan, 1982: An ocean transport model for the North Atlantic, 
J.  Geophys. Res., 87, 394-408. 

Sarmiento, J .  L., H. W. Feely, W. S. Moore, A. E. Bainbridge and W. S. Broecker, 1976: 
The relationship between vertical eddy diffusion and buoyancy gradient in the  deep sea, 
Earth Planet. Sci. Lett., 32, 357-370. 

Schlitzer, R. ,  W. Roether, 1-1. Oster, H. G.  Junghans, M. Hausmann, H. Johannsen and A. 
Michelato, 1991: Chlorofluoromethane and oxygen in the eastern Mediterranean, Deep 
Sea Res., 12, 1531-1551. 

Schlitzer, R., 1989: Modeling the nutrient and carbon cycles of the north Atlantic. 2. 
New production, particle fluxes, COz gas exchange, and the role of organic nutrients, J. 
Geophys. Res., 94, 12,781-12,794. 

Schlitzer, R., 1988: Modeling the nutrient and carbon cycles of the north Atlantic. 1. 
Circulation, mixing coefficients, and heat fluxes, J. Geophys. Res., 93, 10,699-10,723. 

Schlitzer, R., 1987: Renewal rates of east Atlantic deep water estimated by Inversion of 
"C data, J. Geophys. Res., 92, 2953-2969. 

Schlitzer, R.: 1993: Objective analysis with variable scale lengths, manuscript in prepara- 
tion. 

Schmitt, R. W., P. S. Bogden, and C. E. Dorman, 1989: Evaporation minus precipitation 
and density fluxes for the north Atlantic. J. Phys. Oceanogr., 19, 1208-1221. 

Schmitz, Jr . ,  W. J. and P. L. Richardson, 1991: On the sources of the Florida Current, 
Deep Sea Res., 38(suppl.), S379-S409. 

Schott, F. and H. Stommel, 1978: Beta spirals and absolute velocities in different oceans, 
Deep Sea Res., 25, 961-1010. 

Sverdrup, H. U., 1933: On vertical circulation in the ocean due to the action of the 
wind with application to conditions within an Antarctic Circumpolar Current, Discovery 
Rept., 7, 139-170. 



Swallow, J. C. and L. V. Worthington, 1969: Deep currents in the Labrador Sea, Deep Sea 
Res., 16, 77-84. 

Tchernia. P., 1980: Descripiive Regional Oceanography, Pergamon, Oxford 

Thacker, W. C. ,  1988a: FiUing moclels to inadequate dat,a by enforcing spatial and tem- 
poral sinootl~ness, J. Geophys. Res., 93, 10.655-10.665. 

Thacker, W. C., 1988b: Tlzree lectures on fitting numerical models to  observations, Tech- 
nica,l Report GKSS 87/E/65, G I S S  Forschungszentrum, Geesthacht. 

Trenberth, K.  E., J .  G. Olson, and W. G. Large, 1989: A global ocean wind stress cli- 
ma,tology based o n  ECMWF analyses, Technical Report NCAR/TN-338+STR, National 
Center for Atmospheric Research. Boulder. 

Tsuchiya, M.,  1989: Circulation of Antarctic Intermediate Water in the north Atlantic 
Ocean, J. Mar.  Res. ,  47, 747-7.55. 

Tziperman, E., 1988: Calcula,ting A e  t,ime-mean ocea,nic general circulation and mixing 
coefficients from 11y drogra,phic data, J. P11,y.s. Oceanogr., 18, 519-525. 

Tziperman, E. a,nd W. C. Thacker, 1989: An optimal control/adjoint-equations approach 
to studying the oceanic general circulation, J. Phys. Oceanogr., 19, 1471-1485. 

Warner, M. J.  and R. F. Weiss, 1992: Chlorofluoromethanes in south Atlantic Antarctic 
Intermediate Water, Deep Sm. Res., 39, 2053-2075. 

Warren, B., 1981: Deep circulation of the world ocean, in Evolution of Physical Oceanog- 
raphy: Scientific Surveys  i n  Hon,or of Henry Stommel ,  B .  Warren and C. Wunsch (eds.), 
MIT Press, Cambridge, Mass.., 6-41. 

Weiss, R. F., J.  L. Bullister, R. H. Gammon, and M. J. Warner, 1985: Atmospheric 
chlorofluoromethanes in the deep equatorial Atlantic. N a t u r ,  314, 608-610. 

WOGE, 1988: World Ocea,n Circulation Experiment. Implementation Plan, Vol. I, Tech- 
nical Report WMO/TD No. 242, World Meteorological Organization. 

Worthington, L. V . ,  1970: The Norwegian Sea. as a mediterranean basin, Deep Sea Res.,  
17, 77-84. 

Worthington, L. V., 1969: An attempt to measure the volume transport of Norwegian Sea 
overflow water through the Denmark Strait,, Deep Sea Res.,  16(suppl.), 421-432. 

Wunsch, C., 1984a: An eclectic Atlantic Ocean circula,tion model, Part I, The meridional 
flux of heat, J. Phys.  Oceanogr., 11, 1712-1733. 



Wunsch, C., 1984b: An estimate of the upwelling rate in the equatorial Atlantic based 
on the distribution of bomb radiocarbon and quasi-geostrophic dynamics, J. Geophys. 
Res., 89,, 7971-7978. 

Wunsch, C. and J.-F. Minster, 1982: Methods for box models and ocean circulation tracers: 
Mathematical programming and nonlinear inverse theory, J. Geophys. Res., 87, 5747- 
5762. 

Wunsch, C. and B. Grant, 1982: Towards the general circulation of the north Atlantic 
ocean, Prog. Oceanogr., 11, 1-59. 

Wust, G., 1935: Wiss. Ergeh. Dtsch. Atlantischen Exped. Forschungs- und Vermess. 
Meteor 1925-1927, 6(lst part, Z), p. 180 , (English translation by the Al-Ahram Center 
for Scientific Translations, 1978) in Schichtung und Zirkulation des Atlantischen Ozeans: 
Die StratosphÃ¤re edited by W. J. Emery, Amerind, New Delhi, pp. 112. 




