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Abstract. The presented database contains time-referenced sea ice draft values from upward looking sonar
(ULS) measurements in the Weddell Sea, Antarctica. The sea ice draft data can be used to infer the thickness
of the ice. They were collected during the period 1990–2008. In total, the database includes measurements
from 13 locations in the Weddell Sea and was generated from more than 3.7 million measurements of sea ice
draft. The files contain uncorrected raw drafts, corrected drafts and the basic parameters measured by the ULS.
The measurement principle, the data processing procedure and the quality control are described in detail. To
account for the unknown speed of sound in the water column above the ULS, two correction methods were
applied to the draft data. The first method is based on defining a reference level from the identification of open
water leads. The second method uses a model of sound speed in the oceanic mixed layer and is applied to ice
draft in austral winter. Both methods are discussed and their accuracy is estimated. Finally, selected results of
the processing are presented. The data can be downloaded fromdoi:10.1594/PANGAEA.785565.

1 Introduction

At its maximum extent Antarctic sea ice covers between
18×106 and 19×106 km2 of the Southern Ocean (Parkin-
son and Cavalieri, 2012). As the ice regulates the surface
fluxes of water, heat and momentum between the ocean and
the atmosphere, it has a profound influence on the global cli-
mate and the polar physical environment (Dieckmann and
Hellmer, 2010). Antarctic sea ice formation and melt influ-
ences the water mass properties and thereby provides a forc-
ing mechanism for the oceanic meridional overturning circu-
lation (Kuhlbrodt et al., 2007). Furthermore, it acts as a nurs-
ery for krill larvae, hosts large numbers of micro-organisms
(Thomas and Dieckmann, 2002) and provides a habitat for
marine mammals and birds. As sea ice is affected by rising
atmospheric and oceanic temperatures, it is also a sensitive
indicator of global climate change (Lemke et al., 2007).

Variability and trends in southern sea ice extent and con-
centration have been widely studied, mainly by using data
from satellite microwave imagery (e.g. Cavalieri and Parkin-
son, 2008), ship-based observations (e.g. Worby and Comiso,
2004), and historic reconstructions from whaling records

(e.g. Ackley et al., 2003) or ice cores (e.g. Curran et al.,
2003). Contrary to the Arctic, the thickness of Antarctic sea
ice has not been surveyed by military nuclear submarines
(Wadhams and Davis, 2000; Rothrock et al., 2008). Satel-
lite altimetry over sea ice still suffers from uncertainties in-
duced by the snow cover on the ice (Zwally et al., 2008).
Other methods, like drilling, provide only snapshots of sea
ice thickness and are often biased towards undeformed ice
classes, as they are restricted to the accessible regions of
the ice cover. The recently launched satellite CryoSat-2 has
the capability to provide basin-scale information on sea ice
thickness. However, it has so far not been applied to Antarctic
sea ice. The use of moored ULS (upward looking sonar) in-
struments is yet the only source for information on the long-
term development of Antarctic sea ice thickness in remote
places of the sea ice cover. The Alfred Wegener Institute
(AWI) has been running ULS instruments on 13 positions in
the Southern Ocean in different years since 1990. They are
deployed in austral summer for measurement periods of two
or three years and provide a unique data set of Antarctic sea
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210 A. Behrendt et al.: Sea ice draft in the Weddell Sea, measured by upward looking sonars

Figure 1. The ULS measurement principle.d: sea ice draft,z: in-
strument depth,h: sea ice thickness,c: sound velocity,t: two-way
travel time.

ice thickness. It is the largest array of ice profiling sonars in
the Southern Ocean.

2 Measurement principle

The sonars are ES-300 series ULS instruments, manufac-
tured by Christian Michelsen Research (CMR) in Norway.
They transmit sound pulses of 300±15 kHz towards the sea
surface. These signals are primarily reflected either by the
underside of the ice or, if no ice is present, by the water–air
boundary. The two-way travel time of the signals is measured
by the instrument and can be converted into a distance. When
measuring reflections from open water, the calculated dis-
tance equals the instrument depth. When sea ice is present,
the distance between ice bottom and ULS is obtained (Fig. 1).
Subtracting this distance from the instrument depth yields the
portion of the sea ice below the water level (ice draft). This
information can be used to infer the total thickness of the ice,
if its density and the snow load are known.

The ES-300 instruments are equipped with a pressure sen-
sor to determine the instrument depth, a dual axis clinometer
to measure the instrument tilt angle, and a temperature sen-
sor. All sensors were calibrated before deployment and after
recovery. Depending on the battery and data storage capac-
ities of the instrument type, the ceramic transducer sends a
burst of four pulses at time steps that were fixed between
2–15 min. In this way, the instruments can record several
100 000 data cycles during one deployment period. At the

same sampling rate, readings of pressure and tilt angle are
taken. The detected travel times of the echoes are stored as 8-
bit (software version 1.0) or 16-bit (software versions>1.0)
digitised voltage values. Additionally, the envelope voltage
(Venv) of the signal is recorded. The envelope voltage is the
logarithmically amplified echo amplitude (Strass, 1998) and
can be regarded as a measure for the sound intensity of the
reflecting interface. The instruments are attached on top of
oceanographic moorings at depths of around 150 m. This
depth is a trade-off between the depth shallow enough to de-
tect the reflected signals and to maintain a high measurement
accuracy, and the depth needed to avoid the disturbing influ-
ence by surface gravity waves and possible damage by pass-
ing icebergs. The opening angle of the acoustic beam of 2.5◦

at−3 dB results in an ensonified surface window (footprint)
of approximately 6–8 m in diameter.

3 Data coverage and parameter measured

Repository-Reference: doi:10.1594/PANGAEA.785565
Available at:
http://doi.pangaea.de/10.1594/PANGAEA.785565
Coverage: 59–69.4◦ S, 52.1–0◦W
Location Name: Atlantic sector of the Southern Ocean
(Weddell Sea)
Date/Time Start: November 1990
Date/Time End: March 2008

The first six ULS instruments were deployed in November
1990 on a transect spanning the Weddell Sea from Kapp
Norvegia to Joinville Island at the tip of the Antarctic Penin-
sula (Fig. 2). They were recovered and redeployed in 1992
and acquired data until the next recovery in 1995. Only half
of the maximum achievable data volume was obtained, due to
flooded instruments or lost moorings. Furthermore, the data
output of the remaining instruments was reduced after qual-
ity controls. The success rate of this first phase of data ac-
quisitions was 86 %. From 1996 on, the measurements were
concentrated on the prime meridian, with six ULS instru-
ments positioned from around 59 degrees southern latitude
to a location on the continental slope off the Antarctic coast.
Additionally, AWI-207 continued measuring at the Antarctic
Peninsula in the years 1996 and 1997 and from 2005 to 2008,
and AWI-206 measured in 1996 and 1997. The failure rate
due to flooded instruments or lost moorings during the period
1996–2008 was about one third, and the usable data volume
of the remaining instruments was 78 %. Most of the data gaps
on the prime meridian (Fig. 2) are due to instrument failure.
The data record length for individual files ranges from less
than a year to more than two years. All moorings equipped
with ULS instruments are deployed at fixed positions and in
water depths of more than 900 m, some of them in depths ex-
ceeding 4500 m. The mooring positions, deployment periods
and record periods are summarised in Table 5.
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Figure 2. The AWI ULS array in the Atlantic sector of the Southern Ocean. The diagrams show monthly mean values of sea ice draft from
0 to 5 m (y-axis), spanning the period from January 1990 to December 2007.

The first measurements in the western and central Weddell
Sea were mainly aimed at estimating volume flux budgets of
sea ice (e.g. Harms et al., 2001) and water masses in the Wed-
dell Gyre. The measurements were then shifted to the prime
meridian for logistical reasons and to investigate a possible
recurrence of the Weddell Polynya, which was observed by
satellites in the mid-1970s.

In 2008, sonars were deployed on the positions AWI-206,
AWI-207, AWI-208, AWI-229 and AWI-232, extending their
records into the year 2011. Their raw data will be processed
in the near future.

4 Data processing

The raw 8/16-bit data are stored in ASCII files that include
the two-way travel time for each of the four signals in a sin-
gle burst (for software version 1.0 only the two most similar
signals), their envelope voltages, temperature, pressure, tilt
of the instrument inx andy directions, and date/time.

The pressure measured by the ULS is always the sum of
the hydrostatic and the atmospheric pressure. It is therefore
corrected by pressure data from atmospheric model reanaly-
sis of the European Centre for Medium-Range Weather Fore-
casts (ECMWF). The data are provided on a 1.125◦ grid and

were processed especially for AWI. Not correcting for atmo-
spheric pressure would cause an error in the ice draft of about
10 m. Another serious error source is the variation of the ver-
tical mean sound speed in the water column above the ULS.
The sound speed profiles depend on temperature and salinity.
For example, if a colder water mass drifted through the verti-
cal path of the ULS sound signals, it would lower the thermo-
cline and thereby reduce the vertical mean temperature. This
in turn would reduce the vertical mean sound speed. Not cor-
recting for sound speed would cause an ice draft bias of up
to 60 cm. Measured density profiles, from which the sound
speed can be calculated, are not available at the required tem-
poral resolution. Therefore, a fixed value is assumed for the
mean sound speed (1442 m s−1) and density (1027 kg m−3).
The draft calculated in this way is calledpseudo draft. The
natural variations of the true sound speed and density in the
ocean result in a varying offset between the zero line in the
pseudo draft(i.e. 0 m draft) and the true zero level (i.e. the sea
surface). The correction of this error is based on the identifi-
cation of open water areas in the data series at which the spa-
tially varying offset of thepseudo draftcan be determined.
A comprehensive discussion of error sources and a possible
way of correcting the zero level is also provided by Melling
et al. (1995).

www.earth-syst-sci-data.net/5/209/2013/ Earth Syst. Sci. Data, 5, 209–226, 2013



212 A. Behrendt et al.: Sea ice draft in the Weddell Sea, measured by upward looking sonars

Figure 3. The ULS data processing chain.

Table 1. Quantities contained in the data files.

Column 1 2 3 4 5 6

Quantity date/time depth water pseudo draft (zero line flag (zero line
pressure draft correction) correction)

Unit yyyy-mm- m dbar m m
ddThh:mm

Column 7 8 9 10 11

Quantity draft (model flag (model time of tilt angle water tempe-
correction) correction) flight rature

Unit m s ◦ ◦C

Figure 4. (a) Sea ice pseudo draft (upper panel) and echo level
(lower panel) from AWI 232-8 for an ice period in December 2006.
Every dot stands for one draft measurement (sample rate: 2 min).
The true zero level is indicated as dashed line at about−0.7 m. Both
the draft data and the echo level display a short period of open water
on day 13.(b) Typical appearance of an open water period from
AWI 232-8 in January 2008.

Our data processing system developed at AWI includes
three basic steps (Fig. 3) and works as follows:

– In step one, the raw data are read and converted into
physical quantities. The conversion of the decimal val-
ues into engineering units is made according to the for-
mulae given in the manual of Lothe and Baker (2000).

– In step two, the programme checks whether the data
are within realistic boundaries and calculates thepseudo
draft. Single data are rejected if: temperature<−10◦C
or >10◦C, pressure>200 dbar or<20 dbar, tilt angle
>5◦, draft >30 m or<−10 m. The data analyst visu-
ally identifies longer open water periods (at this step not
including leads). If accepted, these data sequences are
automatically set to zero draft. The detection of larger
open water areas in step two is aided by the auxiliary
variableVenv, from which the echo level (Fig. 4) can be
derived. The echo level is higher for sound reflections
at the water–air interface than for reflections at the ice–
water interface. This is due to the stronger contrast in
the acoustic impedances of water and air compared to
water and ice (Melling, 1998). Due to increased scatter-
ing by gravity waves, the echo level is also reduced for
open water surfaces disturbed by wind action (Fig. 4).
Our processing software therefore additionally displays
ECMWF wind speeds to reduce the risk of misinterpre-
tation. Draft signals emerging from an ice surface also
have a characteristic shape in thepseudo draftplots,
which can in many cases be easily distinguished from
open water signals (Fig. 4). When the sonar measures
open water, the echoes are almost symmetrically scat-
tered around the zero level by surface gravity waves
(Fig. 4). This is most obvious when the sampling rate is
high and the open water areas are large. The zero level
can then be assumed to lie roughly in the centre of the
echo distribution. The operator also has the possibility
to reject obviously erroneous data that occur, e.g. when
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the ULS is depressed to large depths by a passing ice-
berg, tides or ocean currents.

– To correct the offset in thepseudo draftin step three,
smaller open water areas (i.e. leads) are detected auto-
matically within periods of ice coverage in pre-defined
windows of 24–96 h width, depending on the sample
rate of the ULS. Within these windows the algorithm
finds the median of the 5 % smallestpseudo draftval-
ues. Data points 5 cm below and above the median are
then flagged as tie points for the correction line. The
line is then linearly interpolated between all tie points
over the full data record. The interpolated zero lines for
ice are found to be in good agreement with the centre of
open water echo distributions adjacent to periods of ice
coverage. The data analyst has the possibility to manu-
ally correct the interpolated line, if some leads were not
captured by the search algorithm. Nevertheless, the vi-
sual detection of narrow open water leads requires some
experience. Not all records of the echo level have the
required quality to distinguish between ice and narrow
leads (see below). Based on the interpolated zero line,
the full draft record is corrected by setting the line to
zero draft.

Since the processing method relies on the experience of the
data analyst, it has a certain degree of subjectivity. Especially
for periods of ice–water transition in autumn and spring the
manual zero-level correction is sometimes difficult and re-
quires great care. Studies about sound scattering effects on
sea ice showed that the surface scattering coefficient does
not change abruptly between open water and the first appear-
ance of sea ice (Melling, 1998). In case of thin ice cover-
age the position of the reference level is therefore not always
clear and may differ between data processed by different an-
alysts. In an experiment, the results obtained by two analysts
were compared, and the mean rms-difference of the ice draft
was found to be 11 cm for the period December–January. For
September–November it is 9 cm, and for March–May and
June–August 6 cm and 5.5 cm, respectively. The differences
are therefore largest in the summer season. Finally, identifi-
cation flags are added to each recorded draft value:0 for open
water,1 for ice and2 for thin ice–open water.

Empty cells in the data files correspond to re-
jected/erroneous data. Values flagged with 2 are ice drafts
smaller than 5 cm. This flag is set because of the possible
bias introduced by the identification of tie points for the
correction-line (see step three of the data processing). The
quantities contained in the different file types are summarised
in Table 1. The depth (column 2) was calculated from the
first term of the ULS equation (see next section) using atmo-
spheric pressure from ECMWF reanalysis. Thepseudo draft
(column 4) is the uncorrected raw draft calculated from the
full ULS equation using ECMWF pressure and all parame-
ters measured by the ULS. Column 5 contains the corrected
draft using the zero-line approach. To account for the differ-

Table 2. Absolute values used for the sensitivity study.

Instrumental parameters

travel time t = 0.205275 s
pressure p= 16.1347 bar
tilt angle α = 0◦

Geophysical parameters

acceleration of gravity g= 9.8231 m s−2

sound speed c= 1442 m s−1

atmospheric pressure pa = 990 hPa
water density ρ = 1027.8 kg m−3

ences in the results of two analysts, the results were aver-
aged. The ice draft in column 7 is the corrected draft using
the sound speed model (see Sect. 7) for the winter months.
The spring and autumn months contain the same ice draft as
in column 5. The water temperature (column 11) was used
for the sound speed model. We provide as well the com-
pletely unprocessed raw data of pressure (column 3), signal
travel time (column 9) and tilt angle (column 10) from the
ULS to allow future users the application of their own cor-
rection algorithms, since we recognise that correction meth-
ods require to some extent subjective decisions, which might
change with increasing knowledge on the instruments and
sea ice properties.

At AWI 206-4 and AWI 227-3 the pressure sensors failed
completely. The drafts of these two instruments were there-
fore taken from the study of Harms et al. (2001). They were
processed with a different procedure which also allowed for
a simple interactive correction of the data. However, this
method was technically not as sophisticated as the one de-
scribed above. The lacking pressure data of AWI 206-4 and
AWI 227-3 were replaced by the pressure measurements of
the instrument that was attached to the mooring below the
ULS. Since the recording intervals of the two instruments
differed significantly, interpolated pressure time series had to
be used. The data of AWI 206-4 and AWI 227-3 therefore
have to be considered with care.

5 Sensitivity study

The ULS equation, from which the ice draft is derived, con-
sists of a term for computing the instrument depth and a term
from which the distance between the instrument and the ice
bottom is obtained (Fig. 1):

d =
p− pa

gρ
−

1
2

ctcos(α). (1)

Here, d is the draft,p the measured ambient pressure,pa

the atmospheric pressure,g the gravitational acceleration on
Earth’s surface,ρ the water density,c the average speed of
sound in the water column,t the measured sound pulse travel
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Figure 5. Vertical mean sound velocity (upper panel) and den-
sity (lower panel), calculated from CTD (conductivity, temperature,
depth) measurements for the upper 150 m on the position of AWI-
231. The y-axes span the range±2 % of the mean value of the re-
spective data.

time (two way) andα the tilt of the instrument. The vari-
ables on the right-hand side of Eq. (1) can be divided into
instrument parameters (p, t,α) and geophysical parameters
(g,c, pa,ρ).

To estimate the theoretical contribution to the uncertainty
by each variable, one can use realistic estimates of all vari-
ables in Eq. (1) and alter each value by its uncertainty. The
absolute values used for the sensitivity study are shown in
Table 2. The parametersp, pa, g andρ are chosen in such a
way that they correspond to a ULS depth of 150 m. The mea-
sured signal travel time is valid for an ice draft of 2 m. The
influence of each uncertainty on the ice draft was estimated
with the signal travel time given above, and altering step by
step each absolute value by its uncertainty. First, the instru-
mental parameters are considered: the uncertainty in the time
measurement is∆t = ±13µs for the instrument type ES-300
V and∆t = ±4.3µs for the instrument types ES-300 VI and
VIII. These uncertainties would cause a change in ice draft of
less than 1 cm. The uncertainty of the tilt sensor is∆α = ±1◦,
which translates into 2–3 cm ice draft. The overall error of
the pressure sensor results from contributions that depend on
the measured pressure and contributions that are independent
of pressure. Both contributions include a temperature coeffi-
cient, statistical errors and long-term stability (drift) (Hon-
eywell, 2004). The most probable overall error in the pres-
sure sensor calculated from the instrument specifications and
considering a drift over one year is∆p= ±0.12 dbar, which
translates into a 12 cm ice draft (24 cm for two years). The
uncertainties in the pressure sensor therefore dominate the
uncertainties of the instrumental parameters.

Next, the geophysical variables are considered: the uncer-
tainty in the ECMWF pressure∆pa is taken from the study
of King (2003). The value∆pa = ±1 hPa stands for the aver-
age standard deviation of the differences between ECMWF

pressure and the pressure measured by sensors on ice floes
in the Bellinghausen Sea and is assumed to be a reasonable
estimate for the Weddell Sea as well. It would result in a
change in ice draft of about 1 cm. The latitude-dependent ac-
celeration of gravity is calculated after Roedel (1994). The
latitude of the mooring positions is very precisely known,
and the uncertainty ing can be neglected. The values∆ρ and
∆c can be estimated from CTD (conductivity, temperature,
depth) measurements. The standard deviations of the plot-
ted values in Fig. 5 are∆ρ = 0.05 kg m−3 and∆c= 2.6 m s−1.
These values can be used to alter the absolute values, like
in the examples above. An uncertainty of 0.05 kg m−3 in the
density would cause an error in the ice draft of less than 1 cm.
The uncertainty in the sound speed of 2.6 m s−1 on the con-
trary would cause an ice draft error of 27 cm. The value of∆c
can therefore be assumed to dominate the uncertainties of the
geophysical variables. The uncertainties of density and sound
speed have to be considered if the model of sound speed is
used to correct the raw draft values (see below).

In a perfect scenario, the zero-line correction method
should eliminate all the discussed errors. The extent to which
this is true is discussed in the following section.

6 Ice draft error estimation

In this section, the error that remains after the zero-level cor-
rection will be estimated. Here, we focus on periods of ice
coverage in autumn and spring, when the number of open
water areas and leads is relatively high. As described above,
the operator identifies longer periods of open water above
the ULS during the processing of the data. Smaller open wa-
ter features, such as leads, are in most cases detected as draft
minima by the interpolation algorithm. However, the algo-
rithm does not capture every small crack in the ice. These
remaining cracks and leads can be identified and used to es-
timate the error of the zero-level correction by investigating
the statistical distribution of the ice draft that remains after
the correction.

The identification of cracks and leads is aided by the echo
level, which is usually much higher for water. The discrim-
ination between echoes from ice and water depends on the
sample rate of the instrument. Only those instruments with
periods of 2–4 min were found to be suitable for the proce-
dure. The number of usable records was further reduced, as
the quality of the echo level turned out to be crucially depen-
dent on the sensitivity and gain settings of the ULS receiver.
Finally, only six data sets (AWI 207-6, AWI 227-4, AWI 231-
7, AWI 232-6, AWI 232-8 and AWI 233-2) were found to be
useful for a reliable ice/water discrimination.

The detection algorithm was programmed in such a way
that leads are flagged when the echo level crosses a prede-
fined threshold. Typical echo levels of open water can be
obtained from the measurements in austral summer, in pe-
riods when the wind speeds are low and the sea surface is
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Figure 6. (a) Pseudo draft of AWI 231-7 on 8 November 2007.(b) Echo level of the same period.

calm. As the echo level is highly variable and not every sin-
gle peak above the threshold represents open water, the echo
signal was filtered as a 10-points running mean. This guaran-
tees that the threshold is passed only by those signals that on
average remain high for a longer time period, which is typ-
ical for leads. Within these time windows the times of open
water were then defined as the points of the unfiltered echo
level that lie above the echo threshold (Fig. 6). The perfor-
mance of this method can be assessed with the respective
pseudo draftplot. Leads within the ice appear as rectangular-
shaped gaps in the draft record. Intervals with strongly wind-
disturbed open water were excluded to avoid a bias of the
surface level offset. Leads that were correctly captured by
the search algorithm – i.e. the tie points of the interpolated
zero line – have zero draft. Thus, their error is zero. The re-
sulting elevation distribution of the leads that were not de-
tected is approximately Gaussian shaped. In this time series
the statistical open water draft mode was detected similarly
to the method of Strass (1998): single modes were detected
for leads observed long enough to remove the noise result-
ing from short surface gravity waves. The final mode was
then calculated as the mean of the open water draft modes
from those leads in the six data sets that were identified by
their echo level but not detected by the search algorithm or
the operator. The mean open water draft mode found in this
way is 4 cm. The standard deviation of the mean open water
draft mode is±6 cm. The mode represents a bias, whereas
the standard deviation represents the dispersion (precision)
of the corrected draft data around the location of undetected
leads. The overall accuracy is then calculated as the root
mean square (rms) error, which accounts for both types of
errors (Hauck et al., 2008). The accuracy found in this way
is about±7 cm.

Another problem is that tie points can mistakenly or on
purpose be selected within thin ice. For spring and autumn,
the tie points selected by the search algorithm could be

shown to represent open water by assessing their echo level.
In winter, the algorithm sometimes uses ice because of the
lack of leads. This problem is further discussed below. Note
also that the error is a local estimate which is valid for leads
that were not detected.

To estimate the error of the full data record one also has to
consider all leads that were correctly detected for the zero-
line interpolation by the processing algorithm. About 55 %
of all leads identified by the echo level were found to be
detected by the search algorithm. These detected leads have
zero mean and standard deviation. If the above procedure is
repeated, the mean open water draft mode is reduced to 2 cm
and the standard deviation of the mean open water draft mode
to ±4.5 cm. The corresponding rms-error is±5 cm. One has
to be aware that the calculation is based on only 6 out of
33 of our data sets and therefore may not reflect the accu-
racy of all available data. However, the six data sets used for
the calculation were acquired from 59 to 69◦ S latitude on
the prime meridian and include a record from the Antarctic
Peninsula, thus representing different ice regimes. Therefore,
they can be regarded as a reasonable estimate for the remain-
ing data sets as well. Melling and Riedel (1995) and Melling
et al. (1995) deployed ULS instruments for 5–6 months in
the Arctic and fitted curves through the available open water
points. The fitting error of these curves was±2 cm and rep-
resents the precision of measurement. For the accuracy the
authors give a value of±5 cm which is equal to the value
presented here.

However, an additional problem arises if no leads are
present over long periods in winter. In these cases the zero-
line interpolation is biased. If no leads are present for a longer
period, the search algorithm picks the thinnest ice as min-
ima and incorporates it into the zero-line interpolation. The
bias therefore depends on the mean thickness of the thin ice.
The problem can be illustrated by calculating the ice draft for
times when the true sound speed profile in the water column
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Figure 7. (a) Pseudo draft of AWI 231-7 in winter 2006 (sample rate: 4 min, ULS depth: 125 m). The red line depicts the interpolated zero
line through ice draft minima. The green arrow marks the time of CTD measurement.(b) Corrected ice draft with the interpolated line levelled
to zero draft.(c) Mean sound speed calculated from a CTD measurement on 13 July 2006, 20:03:00, and mean sound speed that would be
needed to obtain the corrected ice draft in(b) at the same time with the respective ULS parameters. The error bars on the sound velocity were
obtained by calculating an error propagation for the sound speed equation of Mackenzie (1981) and using salinity, temperature and depth
from CTD.(d) Corrected ice draft on 13 July 2006 at the time of the CTD measurement, and ice draft calculated with the CTD-derived sound
speed. The error bars of the ice draft were obtained through error propagation, using the uncertainty∆c from the CTD sound speed in(c) and
neglecting∆ρ.

is known from CTD measurements. The extreme example in
Fig. 7 shows that the draft calculated from CTD measure-
ments in winter 2006 is more than 40 cm larger than the draft
obtained by zero-level correction. This is due to the false
interpretation of draft minima as water in the interpolated
zero line. As this error is expected to appear only in the win-
ter months, we propose an alternative correction method for
winter ice drafts, which is based on a sound speed model.

7 Sound speed model

The model basically approximates the temperature profile in
the winter mixed layer and translates it into a sound speed
profile. It is based on the assumption that the temperature
profile in winter can be approximated by a hyperbolic tangent
function (Strass, 1998):

T(z) = Tuls+0.5(Tsst−Tuls)[1− tanh(s(z−h))], (2)

whereTsst is the sea surface temperature,Tuls is the tem-
perature at the ULS depth,z is the depth, ands and h the

steepness and the depth of the inflection point, respectively.
The depth of this point corresponds to the depth of the mixed
layer. The sea surface temperature is set to a constant value of
−1.8◦C, since only the winter months are considered here. In
fact, CTD measurements on the mooring positions in winter
showed that the temperature of the surface layer – at least the
upper 50 m – is always at the freezing point. The lower bound
is given by the temperature record of the ULS. The steepness
s does not significantly alter the vertical mean sound veloc-
ity. It is set to a constant value of 0.05, which was found to
match most of the CTD profiles well. The depth of the inflec-
tion point on the contrary does alter the vertical mean sound
velocity significantly. For a ULS at 150 m andTuls = 1.2◦C,
a change in depth of the inflection point from 40 to 80 m
would alter the mean sound velocity between the surface and
the ULS by about 3.8 m s−1. Keeping the measured travel
time of the sonar signal constant, this would alter the cal-
culated ice draft by about 40 cm. The depth of the inflection
point can be derived fromTuls. For most of the ULS data we
found a significant negative correlation betweenh andTuls
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from CTD observations at the respective mooring positions.
If Tuls = −1.8◦C, the temperature profile is constant from the
surface to the ULS depth. Depth oscillations of the ULS in-
struments due to mooring motions from ocean currents can
amount up to 60 m. As this affects the vertical mean sound
speed, the depth changes of the ULS are also considered in
the model.

We investigated more than 400 CTD profiles measured in
the Weddell Sea during the years 1986–2010 for correlation
between temperature and sound speed. The measurements
were made close to the ULS-mooring sites within a radius
of 50 nautical miles. The correlation coefficient between the
two quantities is always very close to one. The temperature
profile can therefore directly be translated into a sound speed
profile by a linear fit to the scatterplot of temperature and
sound speed. Each time a sonar echo is received (every 2–
15 min) one vertical mean sound speed is calculated from the
profiles. The path between sea ice and ULS consists of differ-
ent layers, each having different temperature and salinity that
affect the sound speed. For calculating the average value of
sound speed from model or CTD profiles, we assume that all
layers have the same thickness. Therefore, the average sound
velocity is obtained by the harmonic mean of the individual
velocities. In the following, all vertical means of sound speed
from the model or CTD are calculated as harmonic means. If
an ice draft of e.g. 5 m occurs, the upper 5 m of the profile
would have to be excluded from the average. But as the ice
draft is calculated from the sound speed and therefore not
known before, the influence of the ice thickness on the cal-
culation of the mean is ignored. In the case of 5 m ice draft
it would cause an ice draft error of about 2 cm. Most of the
encountered ice drafts are considerably smaller than 5 m, and
the error can be assumed to be negligible.

The calculated sound speeds were used to correct the
pseudo draftof each ULS file. The mean rms-difference in
the winter months between data corrected by zero-line inter-
polation and the sound speed model is about 27 cm (Table 3).
However, the comparably high rms-differences of AWI 231-
6, AWI 232-1, AWI 232-8 and AWI 233-2 suggest that the
quality of the sound speed model is limited at times.

The described correction could not be applied to ULS in-
struments on the position of AWI-229, as the variations of
the thermocline depth (inflection point) were found to be
strongly independent ofTuls at times. This behaviour seems
to originate from oceanic processes, because the position 229
lies in an oceanic frontal zone, where strong north–south gra-
dients in the salinity of the surface waters and also in the
eastward geostrophic transport are observed (Whitworth III
and Nowlin Jr., 1987). In these frontal zones mesoscale eddy
activity enhances the cross-frontal exchange (Whitworth III
and Nowlin Jr., 1987), which might destroy the correlation
betweenTuls andh through entrainment of water from fur-
ther north or south into the upper water layers.

Table 3. RMS-deviations of ice draft in the winter months of data
corrected by two different methods.

AWI 207-2 17 cm AWI 231-2 24 cm
AWI 207-4 32 cm AWI 231-3 15 cm
AWI 207-6 20 cm AWI 231-4 34 cm
AWI 208-3 22 cm AWI 231-6 52 cm
AWI 209-3 19 cm AWI 231-7 28 cm
AWI 210-2 21 cm AWI 232-1 46 cm
AWI 212-2 19 cm AWI 232-4 29 cm
AWI 217-1 18 cm AWI 232-5 33 cm
AWI 227-4 23 cm AWI 232-6 34 cm
AWI 227-6 21 cm AWI 232-8 42 cm
AWI 230-3 39 cm AWI 233-2 45 cm
AWI 231-1 19 cm AWI 233-6 26 cm

8 Pressure sensor drift

The zero-line correction method corrects the error contri-
bution of drifts in the pressure sensor. However, the sound
speed correction does not account for pressure drift. We ob-
served drifts that were responsible for an apparent change in
ice draft of almost 0.5 m within eight months, which is much
larger than given in the instrument specifications of the pres-
sure sensor. The drift could be easily identified only in those
data sets in which the sound speed profile is linear through-
out the winter months. This applies only to ULS instruments
moored at depths less than 120 m or on the continental slope
where the stratification in the upper layers is weaker. The
constant difference between the vertical mean sound speed
and the preset sound speed of 1442 m s−1 used to calculate
thepseudo draftresults in a very clear and straight zero line
in the ice draft. This enables the visual correction of the pres-
sure drift (Fig. 10). However, pressure drift was not found in
all data sets.

For finding indications of depth changes of the ULS in-
struments, the signal travel time was used. Contrary to the
pressure sensor, the clock measuring the signal travel time
is not expected to show a significant drift. A linear fit to the
signal travel times of the whole period is therefore assumed
to display the true change in depth of the instrument. In most
cases the trend in time was negative, i.e. the sonars tend to
rise by a few metres. This upward movement may result from
twisted mooring lines that slowly stretch during the measur-
ing period. In the next step it was checked to what extent a
linear trend in pressure explains the trend in time. The pres-
sure record is always a superposition of true depth changes
due to ocean currents, tides or stretching mooring lines, and
the pressure sensor drift. After fitting a line to the pressure
record, the trends in time and pressure were compared. The
amount of depth change which was not displayed by the pres-
sure data fit was then interpreted as drift of the pressure sen-
sor. In most cases the drift was towards higher pressure. In
some data sets an offset remained after the drift and sound
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Figure 8. (a) Blue: vertical sound speed profile calculated from a
CTD measurement on 16 December 2002 using the TEOS-10 Gibbs
SeaWater Library (Wright et al., 2010). Red: the profile at the same
time, calculated with the sound speed model usingTuls. The num-
bers are the vertical harmonic means of the profiles. The difference
between both vertical averages of 1.52 m s−1 would cause an error
in the ice draft of about+16 cm.(b) Vertical sound speed profiles
on 13 July 2006. The difference between both vertical averages of
0.68 m s−1 would cause an error in the ice draft of about+5 cm.

speed corrections. Offsets could be easily corrected by lev-
elling the upper bound of the ice draft echoes to zero draft.
These offsets could not be explained by sound speed or sen-
sor specifications and are believed to originate from instabil-
ities or calibration errors in the pressure sensors.

9 Winter ice draft error estimation

The remaining error of the winter ice drafts corrected by the
model was estimated in a similar manner as above, i.e.: the
mean open water draft mode of identified leads was deter-
mined, and together with its standard deviation the rms-error
was calculated. The number of identified leads in winter was
about two thirds lower than in spring and autumn. The final
winter rms-error was derived from the data sets AWI 207-
6, AWI 231-7, AWI 232-6, AWI 232-8 and AWI 233-2. It
amounts to±23 cm, where the mean open water draft mode
is 20 cm and its standard deviation is±11 cm. The value of
±23 cm represents the measurement accuracy of the winter
ice drafts corrected by the model.

To validate the accuracy of data corrected by the model,
CTD profiles can be used to calculate a Gaussian error prop-
agation by directly determining the uncertainty∆c. This
can be achieved by comparing the CTD-derived vertical
mean sound velocities to the model-derived sound veloci-
ties (Fig. 8). However, due to the lack of winter expedi-
tions, only two winter CTD profiles are available directly on
ULS positions with the ULS still moored: one on 13 July
2006, in a period of ice coverage at AWI 231-7 (Fig. 7), and

one on 16 December 2002, in an open water period at AWI
232-5. The differences between the vertical profiles of mean
sound velocities from CTD and the model are 1.52 m s−1 and
0.69 m s−1. The standard deviation of the two differences is
0.6 m s−1. To estimate the standard error of the mean from
such a small sample size, thet distribution has to be assumed
(Scḧonwiese, 1992). The standard error can then be calcu-
lated by

∆c= 1.84
0.6ms−1

√
2
, (3)

where 1.84 is the correction factor from thet distribution for
n= 2. Calculating an error propagation for the ULS equation
using∆c= 0.78 m s−1 and the uncertainties∆p, ∆pa, ∆t and
∆α described above (∆ρ neglected), yields a standard error
of ∆d = ±22 cm, which almost matches the value found by
lead detection. About 89 % of this error is due to the pres-
sure sensor uncertainties and about 9 % due to the uncer-
tainty of the sound velocity. The worst case error is 34 cm. If
the uncertainty in the density is included as∆ρ = 0.05 kg m−3

(Fig. 5), the Gaussian law of error propagation has to be ex-
tended (Gr̈anicher, 1996) by a correlation term betweenc
andρ, as these quantities are not independent of each other.
The correlation coefficient in the term forc andρ is about
0.95, as determined from 60 CTD profiles. Including this
term into the error propagation, the standard error would in-
crease to±23 cm, and the worst case error to 36 cm. To obtain
a larger sample (n� 2) of differences between the modelled
and CTD-derived sound speed, one can run the model with
temperatures measured by CTD. In this case,Tuls is the CTD
temperature at the depth level of the ULS. The obtained un-
certainty∆c, using a set of 60 CTD profiles, is nearly the
same as estimated above (0.75 m s−1). This does not change
the calculated error significantly.

For comparison, the winter ice drafts were also cor-
rected by zero-line interpolation. The rms-error in this case
is ±14 cm, with 3.8 cm mean open water draft mode and
±13 cm standard deviation of the mean open water draft
mode. If all leads detected by the search algorithm are ad-
ditionally included in the estimation, the error is reduced to
±12 cm. In winter, the zero-line interpolation therefore re-
sults in a smaller statistical error compared to the model
correction. On the other hand, the model correction has a
stronger capability in correcting ice periods in which no open
water occurs (Figs. 7 and 9). Note also that the error estima-
tion is based on the detection of leads and that the error in
Fig. 7 results from the absence of leads. The winter error es-
timation of±12 cm thus has to be considered as a minimum
error. Both data versions are therefore provided with the files
(except AWI 206-4, AWI 227-3, AWI-229 and AWI 230-2).
A criterion for the selection between the two data types could
be the evaluation of ice concentration data from passive mi-
crowave imagery. For times of low ice concentration the draft
data corrected by the zero-level approach are expected to be
more accurate. At times of high ice concentration the data
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Figure 9. (a) Ice draft of AWI 231-7, corrected by zero-line interpolation.(b) The same ice draft, but with the months June–October corrected
by the sound speed model (incl. pressure drift correction) and the remaining months by zero-line interpolation. The solid lines are monthly
mean ice drafts.

Figure 10. Upper panel: draft data of AWI 233-6 in the winters 2003 and 2004, corrected with the sound speed model. The effect of pressure
drift is evident in the draft record. It results in an apparent change in ice draft of about 1 m over almost 1.5 yr. Lower panel: temperature at the
ULS, sea surface temperature, and sound speed calculated with the model. Since the ULS temperature is always close to the freezing point,
the vertical sound speed profile above the ULS is constant. This results in an almost constant vertical mean sound speed of about 1440 m s−1.
The linear change in ice draft can therefore not be explained by changes in the sound velocity and is interpreted as pressure drift.

corrected by the model might be the better choice. For a more
detailed analysis of the ULS accuracy the reader is referred
to the work of Behrendt (2013).

10 Systematic error

Due to the size of the sonar footprint under the ice and the
fact that the sonar echo is recorded when it passes a cer-
tain intensity threshold, ULS data are generally biased. The
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Figure 11. Periods of different ice draft correction in all available data sets. The winter months (dark colour) were identified by visually
checking their draft values for possible leads. The winter months were corrected by the sound speed model and the zero-line interpolation
(see text).

sonar footprint always contains ice types of different thick-
ness, which leads to a skewed intensity distribution of each
sonar echo. Assuming uniform reflectivity of the ice under-
side, the echo distribution is related to the ice thickness dis-
tribution within the sonar footprint. The statistical mode of
the draft distribution is the most abundant thickness class of
the ice and can therefore be regarded as the true ice thickness
(Strass, 1998). The mode of the echo distribution is repre-
sented by the envelope voltage (Fig. 12).

However, for technical reasons the sonar signal is recorded
before its amplitude reaches the mode of the echo intensity
distribution. Hence, the ice draft is systematically overesti-
mated, as the recorded signals stem from some of the deep-
est protruding points of the ice canopy. For a completely flat
ice underside (i.e. level ice) the bias could be assumed to be
zero. The technical influence on the bias could be reduced by
taking the travel time when the peak value (envelope voltage)
of the signal is reached or by reducing the opening angle of
the sonar beam.

The bias may also be influenced by different geophysi-
cal situations. For example, it may occur when deep ridge
keels enter the sonar beam. Normally, the sonar echoes are
assumed to originate from ice above the central axis of the
sonar beam. But echoes from ice keels at an off-axis posi-
tion may arrive earlier at the ULS than echoes from the beam
axis. If these signals exceed the detection threshold, the ice
draft attributed to ice at the beam axis will be overestimated
(Melling et al., 1995). This is not necessarily the case if the
ice in the central axis is level ice, which on average has a
much higher reflectivity than ridged ice (Melling, 1998). The
bias may also vary over time, as it depends on ice thickness,
the degree of ridging and the age of the ice. However, it is
reduced by low sidelobes of the sonar beam pattern. A small

Figure 12. Detection of sonar signals and measurement threshold
for the two-way travel time (time of flight). Top panel: example of a
detected signal that passes the threshold of 100 mV. The arrival time
of the echo is measured when the signal voltage equals 100 mV. Bot-
tom panel: example of a weak signal that does not pass the detection
threshold and hence is not recorded by the ULS.

variable bias may also be introduced by tides. Some pressure
records of the ULS instruments show significant depth oscil-
lations with amplitudes of up to 5 m due to semidiurnal and
fortnightly tides. This periodically alters the size of the sonar
footprint and thus the bias.

Strass (1998) estimated the bias by comparing the ice draft
distributions to ice drafts from drillings in the Weddell Sea
and obtained an overall mean value of 11.5 %. This compares
to the value of 11.4 %, which can be derived from the results
of Kvambekk and Vinje (1992) for an ice draft of 2.64 m
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Table 4. ULS biases calculated after Rothrock and Wensnahan (2007) for different ULS depths.

Ice type ULS depth

100 m 110 m 120 m 130 m 140 m 150 m 160 m 170 m 180 m

FY winter 42 cm 45 cm 48 cm 52 cm 55 cm 58 cm 62 cm 65 cm 68 cm
MY winter 42 cm 44 cm 47 cm 49 cm 52 cm 54 cm 56 cm 59 cm 61 cm
MY summer 23 cm 25 cm 27 cm 29 cm 31 cm 33 cm 35 cm 37 cm 39 cm

FY = first-year ice, MY=multi-year ice

measured by a ULS with 5◦ opening angle. From bias investi-
gations in the Arctic one can also estimate a bias for the AWI
ULS data. Johnsen (1989) used a scanning sonar with 1.7◦

opening angle at a depth of 15 m under Arctic sea ice to map
its bottom topography in different seasons at high resolution.
Vinje et al. (1998) used this information to derive a bias as the
difference between maximum draft and mean draft, depend-
ing on the footprint size and the ice type. Rothrock and Wen-
snahan (2007) fitted lines through these data and obtained the
equation:

dmax−d = a+ [2 · tan(α/2)]bDT (4)

for a sonar with an opening angle of 2◦. Here,dmax is the
deepest draft,d the mean draft,DT the ULS depth and
the factorsa and b depend on ice type and season (first-
year ice in winter:a= 0.08,b= 0.077, multiyear ice in win-
ter: a= 0.18, b= 0.055, multiyear ice in summer:a= 0.04,
b= 0.044). The factor in the square brackets relates the foot-
print diameter to the ULS depth. For an opening angle of 2.5◦

it is 0.044. Using this value in Eq. (4) yields the bias values
shown in Table 4.

A relative bias of 11.5 % as given by Strass (1998) is ob-
tained for a ULS at 150 m depth and a measured first-year
winter ice draft of approximately 5 m. However, Eq. (4) was
obtained by measurements in the Arctic. The bias values in
Table 4 are expected to be smaller in the Antarctic, as the
sea ice is generally younger and less deformed than in the
Northern Hemisphere (Haas, 2010). Note that the biases in
Table 4 are based on a relation between the maximum and
mean ice draft. The bias estimated by Strass (1998) for our
ULS types is based on a relation between the draft mode and
the measured draft which occurs when reaching the detec-
tion threshold of the ULS receiver. However, the difference
between maximum draft and mean draft may be of similar
magnitude as the difference between the threshold draft and
the modal draft.

Overall, the bias results from the complex interplay de-
termined by technical influences (i.e. the detection threshold
and gain settings of the receiver), geophysical influences (i.e.
sea ice age, geometry and scattering strength of the ice under-
side) and the sonar footprint size. The bias is therefore hard
to quantify. The drillings used by Strass (1998) were made in
the vicinity of the ULS positions, and they were grouped in
order to approximate the ice conditions at the mooring sites

AWI-207, AWI-217, AWI-210 and AWI-212 in 1990–1992.
This attempt showed that the relative bias may vary between
7.5 and 20 % from region to region. However, the drillings
do not represent the ice conditions on the other ULS posi-
tions, e.g. on the prime meridian. A large-scale drilling pro-
gramme or measurements from electromagnetic induction
(EM) sounding (Haas et al., 2008) on all ULS positions is yet
not available. The bias is therefore not considered in the pre-
sented data and may be subtracted by the user, applying the
above estimations. More detailed investigations of the ULS
bias may become available in the near future, if large-scale
EM surveys are conducted with a sufficiently high accuracy
and spatial resolution.

11 Selected results

Results are presented for three ULS positions, two of them
(AWI-207 and AWI-232) showing the most striking changes
in sea ice thickness. The third record (AWI-231) is among
the records with the largest amount of measured data. The
upper panel in Fig. 13 shows the sea ice draft at AWI-207.
The sea ice draft in the period 2006–2007 is on average more
than one metre lower compared to the years 1996–1997, and
almost three metres lower than in the year 1991 (Fig. 2). This
pronounced negative trend is consistent with the general de-
crease of sea ice concentration in that region (Yuan and Li,
2008). It is also noted that the sea ice season in 2007 started
one month earlier than in the year 1997. The plots of AWI-
231 (Fig. 13, lower panel) indicate that the daily mean sea ice
draft rarely exceeds 1 m in the region south of Maud Rise.
The variability in the draft is lower compared to AWI-207.
However, when comparing the years 2006 and 2007, it is ob-
vious that the length of the ice season can vary significantly.
Besides AWI-207, the other spot of pronounced changes in
sea ice draft is AWI-232, at 0◦ longitude on the continental
slope (Fig. 2). Here, the sea ice draft shows a positive trend
over the period 2000–2007 (Fig. 14). Whereas the maximum
ice draft in 2000 is about 1.5 m, the draft in 2007 reaches val-
ues of 4–5 m. Compared to the years 2003–2004 the end of
the sea ice season occurs a few weeks later in the years 2007–
2008. This is consistent with the findings of Stammerjohn et
al. (2012).

Generally, the thickest ice exists in the dynamic boundary
regions of the Weddell Gyre (AWI-206, AWI-212, AWI-232
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Figure 13. Selected 20-days running averages of daily mean sea ice draft. The dark blue area depicts the sea ice draft corrected by zero-line
interpolation. Upper panel: sea ice draft on the position AWI-207, at the tip of the Antarctic Peninsula in the years 1996–1997 (AWI 207-4)
and 2005–2008 (AWI 207-6). Lower panel: sea ice draft on the position AWI-231, southwest of Maud Rise in the years 1996–1997 (AWI
231-1) and 2006–2008 (AWI 231-7). For positions see Fig. 2.

Figure 14. Same as in Fig. 13, but for sea ice draft at the position AWI-232 in the years 2000 (AWI 232-4), 2001–2002 (AWI 232-5),
2003–2004 (AWI 232-6) and 2006–2008 (AWI 232-8).

and AWI-233) (Fig. 2). Besides the trends discussed above,
the ice draft at AWI-229 shows a negative trend in the pe-
riod 2001–2005. A detailed analysis of the ULS data and the
geophysical driving mechanisms for changes in the measured
sea ice draft can be found in the work of Behrendt (2013).

12 Conclusions

Sea ice thickness is difficult to measure indirectly. However,
among all available techniques upward looking sonars are
still the most accurate tool to monitor the long-term evolu-
tion of sea ice thickness. The accuracy of ULS measurements
is affected by errors in different parameters from which the
distance between the ice–water interface and the sensor loca-
tion is determined. As the distance is several orders of mag-
nitude larger than typical ice drafts, small errors in the direct
measurements (e.g. pressure uncertainty) or in the parame-
ters needed to calculate the ice draft (e.g. sound velocity)
cause comparably large errors in the draft estimates.

The draft data were corrected using two approaches. The
first approach uses a correction line which is interpolated
through leads present in the ice cover. Draft data corrected
by this method were estimated to have an accuracy of±5 cm
in spring and autumn and±12 cm in winter (see Fig. 11 for
the respective months). The estimation was made by inves-
tigating the statistical properties of ice drafts in leads that
were not captured by the correction line. As leads (serving
as tie points for the correction line) are less frequent in the
winter months, the winter drafts were alternatively corrected
by a sound speed model. The model was developed on the
basis of temperature data from ULS and CTD measurements
and approximates the sound speed profile in the winter mixed
layer. It could be shown that, in single cases, the model may
have a better capability in correcting ice draft when no leads
are present in the ice. However, the winter drafts corrected in
this way have an accuracy of about±23 cm. This empirical
value was also estimated on the basis of lead identification
and was confirmed by error propagation.
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Table 5. Available ULS data.

File number Instrument
type

Depth
[m]

Sample rate
[min]

Deployment
period

Position
[lat, lon]

Recorded
data [%]∗

AWI 206-4 ES-300 V 120 15 05/96–04/98 63◦29.6′ S,
52◦06.1′W

87

AWI 207-2 ES-300 V 140 8 11/90–11/92 63◦45.1′ S,
50◦54.3′W

100

AWI 207-4 ES-300 V 180 15 05/96–04/98 63◦43.3′ S,
50◦49.2′W

75

AWI 207-6 ES-300 VIII 135 3 03/05–03/08 63◦42.2′ S,
50◦52.2′W

55

AWI 208-3 ES-300 V 115 4 01/93–01/95 65◦37.7′ S,
36◦29.4′W

76

AWI 209-3 ES-300 V 90 4 12/92–01/95 66◦37.4′ S,
27◦07.2′W

42

AWI 210-2 ES-300 V 130 8 12/90–12/92 69◦39.6′ S,
15◦42.9′W

100

AWI 212-2 ES-300 V 130 8 12/90–12/92 70◦54.7′ S,
11◦57.8′W

100

AWI 217-1 ES-300 V 115 8 11/90–11/92 64◦25.1′ S,
45◦51.0′W

100

AWI 227-3 ES-300 V 144 8 04/96–01/97 59◦01.8′ S,
00◦00.0′W

90

AWI 227-4 ES-300 VI 135 3 01/97–05/98 59◦04.3′ S,
00◦01.3′ E

93

AWI 227-6 ES-300 VIII 140 8 03/99–12/00 59◦04.2′ S,
00◦04.4′ E

99

AWI 229-1 ES-300 V 160 15 04/96–05/98 63◦59.6′ S,
00◦00.3′W

72

AWI 229-2 ES-300 VIII 150 4 05/98–03/99 63◦58.5′ S,
00◦04.6′W

93

AWI 229-3 ES-300 V 120 4 03/99–12/00 63◦57.8′ S,
00◦02.3′ E

22

AWI 229-4 ES-300 V 130 4 12/00–12/02 63◦57.9′ S,
00◦02.4′ E

81

AWI 229-5 ES-300 VIII 120 4 12/02–02/05 63◦57.2′ S,
00◦00.2′W

98

AWI 229-6 ES-300 VIII 150 1 02/05–12/05 63◦57.2′ S,
00◦00.4′W

76

AWI 230-2 ES-300 V 150 4 01/99–12/00 66◦00.3′ S,
00◦10.6′W

23

AWI 230-3 ES-300 VI 190 4 12/00–12/02 66◦00.3′ S,
00◦10.4′ E

100

AWI 231-1 ES-300 V 165 15 04/96–05/98 66◦30.0′ S,
00◦00.4′W

77

AWI 231-2 ES-300 VIII 180 4 05/98–01/99 66◦30.06′ S,
00◦01.1′W

97

AWI 231-3 ES-300 V 100 4 01/99–12/00 66◦29.9′ S,
00◦00.9′W

23

AWI 231-4 ES-300 VIII 185 4 12/00–12/02 66◦30.0′ S,
00◦01.8′W

98

AWI 231-6 ES-300 VIII 145 1 02/05–12/05 66◦30.7′ S,
00◦01.9′W

97

AWI 231-7 ES-300 VIII 125 2 12/05–03/08 66◦30.7′ S,
00◦01.9′W

62
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Table 5. Continued.

File number Instrument
type

Depth
[m]

Sample rate
[min]

Deployment
period

Position
[lat, lon]

Recorded
data [%]∗

AWI 232-1 ES-300 V 100 15 04/96–02/97 69◦00.0′ S,
00◦00.0′W

97

AWI 232-4 ES-300 VI 160 4 01/99–12/00 68◦59.7′ S,
00◦01.9′ E

65

AWI 232-5 ES-300 VIII 160 4 12/00–12/02 68◦59.5′ S,
00◦02.2′W

96

AWI 232-6 ES-300 VIII 160 4 12/02–02/05 68◦59.9′ S,
00◦00.3′W

100

AWI 232-8 ES-300 VIII 140 2 12/05–03/08 68◦59.8′ S,
00◦00.1′W

62

AWI 233-2 ES-300 VI 110 3 02/97–04/98 69◦24.2′ S,
00◦00.0′ E

90

AWI 233-6 ES-300 VIII 180 4 12/02–02/05 69◦23.7′ S,
00◦04.0′W

98

∗ Relative to full deployment period.

The sound speed model therefore needs to be further im-
proved. This could be achieved by investigating a possible
bias in the differences between CTD-derived sound speeds
and the model-derived sound speeds. Also the refinement in
the relation between the model parameters could be promis-
ing. The strength of the sound speed correction could also
be improved by deploying more ULS instruments at depths
of around 100 m or in areas where the winter sound speed
profiles are constant. This would bypass the problem with
the variable thermocline depth and increase the quality of
the winter ice draft measurements. Only in regions where
large icebergs are frequent should the ULS instruments be
operated at larger depths. It is also recommended to conduct
more CTD measurements during ice coverage in the future.
This would significantly improve the quality control of sound
speed models and also the estimations of∆c. With the in-
creasing availability of winter data under the ice from profil-
ing floats the situation is expected to improve significantly.

To reduce the uncertainty of the ULS bias, further com-
prehensive field work is needed. More Antarctic ice thickness
data, e.g. from EM surveys or high-resolution sonar measure-
ments of the underside topography, are needed for a thorough
estimation. An alternative way could be simulations which
include all geophysical and technical effects that influence
the bias. For the above reasons, a bias was not subtracted
from the ULS data published in the PANGAEA archive.

A problem with the presented ULS data is the lack of
ice drift information. Contrary to the measurements re-
ported by Melling et al. (1995), the AWI ULS instru-
ments were deployed without acoustic Doppler current pro-
filers (ADCP). Their data can therefore not be converted
into space-referenced data. Ice draft distributions of time-
referenced data may contain peaks different from the distri-
butions of space-referenced data (Melling et al., 1995). This

sampling problem is induced by the character of the ice drift.
If, by chance, only thick ice classes are present when the ice
drift is slow, these classes will be more common in the draft
statistics. The differences between the two distributions are
expected to decrease in daily or even more in monthly mean
sea ice drafts. However, the conversion of the observations
into regular intervals of space would eliminate the problem.

The main findings presented in Sect. 11 indicate that the
sea ice thickness undergoes distinct changes at the Antarctic
Peninsula and on the prime meridian. The ice in the penin-
sula region shows a pronounced thinning of about 2 m be-
tween 1991 and 2007. A thinning could also be observed in
the northeastern Weddell Sea (north of the Maud Rise sea
mount) in the period 2001–2005. The sea ice near the coast
in the eastern Weddell Sea on the contrary shows a positive
thickness trend over the period 2000–2007. A positive trend
in ice thickness could also be observed south of Maud Rise
during 2005–2007.

Despite its weaknesses in reproducing ice draft in austral
winter, the presented data product will serve an important
validation tool for satellite algorithms and sea ice models.
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