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Abstract 

The last deglaciation is one of the best constrained global-scale climate changes 
documented by climate archives. Nevertheless, understanding of the underlying dynamics 
is still limited, especially with respect to abrupt climate shifts and associated changes in 
the Atlantic Meridional Overturning Circulation (AMOC) during glacial and deglacial 
periods. A fundamental issue is how to obtain an appropriate climate state at the Last 
Glacial Maximum (LGM, 21,000 years before present, 21ka BP) that can be used as an 
initial condition for deglaciation. With the aid of a comprehensive climate model, we 
found that initial ocean states play an important role on the equilibrium time scale of the 
simulated glacial ocean. Independent of the initialization the climatological surface 
characteristics are similar and quasi-stationary, even when trends in the deep ocean are 
still significant, which provides an explanation for the large spread of simulated LGM 
ocean states among the Paleoclimate Modeling Intercomparison Project phase 2 (PMIP2) 
models. The simulated ocean state with most realistic AMOC is characterized by a 
pronounced vertical stratification, in line with reconstructions. Freshwater perturbation 
experiments further suggest that response of the glacial ocean is distinctly dependent on 
the ocean background state, i.e. only the state with robust stratification shows an 
overshoot behavior in the North Atlantic. We propose that the salinity stratification 
represents a key control on the AMOC pattern and its transient response to perturbations. 
Furthermore, additional experiments suggest that the stratified deep ocean formed prior to 
the LGM during a time of minimum obliquity (~27ka BP). This indicates that changes in 
the glacial deep ocean already occur before the last deglaciation. In combination, these 
findings represent a new paradigm for the LGM and the last deglaciation, which 
challenges the conventional evaluation of glacial and deglacial AMOC changes based on 
an ocean state derived from 21ka BP boundary conditions. 

During glacial periods of the Late Pleistocene, an abundance of proxy data demonstrates 
the existence of large and repeated, millennial-scale climate changes, known as 
Dansgaard-Oeschger (DO) events. This ubiquitous feature of rapid glacial climate change 
can be extended back as far as 800 ka BP in the ice core record, and has drawn broad 
attention within the science and policy making communities alike. Many studies have 
been dedicated to investigating the underlying causes of these changes, however a 
coherent mechanism remains elusive. Using a fully-coupled climate model, we show that 
the non-linear responses of the glacial ocean to Northern Hemisphere Ice Sheets (NHIS) 
volume changes in the coupled atmosphere-ocean system can explain the occurrence of 
rapid glacial climate shifts. The global climate responses, including abrupt warming in 
the North Atlantic and a shift of the tropical rain belts, are generally consistent with 
empirical evidence. A hysteresis analysis with respect to changes of the NHIS suggests 
that two distinct glacial climate modes coexist at identical intermediate ice sheet 
volumes. Notably, minor shifts in the NHIS and atmospheric carbon dioxide can trigger 
the rapid climate transitions, which occur due to a local positive atmosphere-ocean-sea 
ice feedback in the North Atlantic at intermediate ice-sheet volume. Our results 
demonstrate that this distinct glacial climate sensitivity to forcing changes is associated 
with tempo-spatial variations in the internal variability of sea-ice cover and surface air 
temperature in the northern North Atlantic and Nordic Sea. In conclusion, the hysteresis 
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of the glacial ocean with respect to ice-sheet variation provides the first coherent concept 
for understanding the recorded millennial-scale variability and abrupt climate changes in 
the coupled atmosphere-ocean system, as well as their linkages to intermediate ice-sheet 
volume during glacials. 
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Chapter 1. Introduction 

Ocean circulation plays a crucial role in the climate system, by moving immense amounts 

of heat, prominently from lower latitudes to higher latitudes, where heat is released to the 

atmosphere. This poleward heat transport is a fundamental driver of the climate system 

and characterizes the variability of the climate, as we know it today. One prominent 

component of the ocean circulation is known as the Atlantic Meridional Overturning 

Circulation (AMOC) which is characterized by northward flowing warm, saline water in 

the upper layers of the Atlantic (red curve in Fig. 1.1), a cooling and freshening of the 

water at higher northern latitudes of the Atlantic in the Nordic and Labrador Seas, and 

southward flowing colder water at depth (light blue curve). Potential changes in the 

operational mode of the AMOC, as a consequence of alterations in the hydrological cycle 

and greenhouse gas (GHG) concentration, draw our concerns regarding the future fate of 

our climate [Meehl et al., 2007].  

During the glacial period of Late Pleistocene, an abundance of proxy data demonstrates 

the existence of large and repeated millennial-scale climate changes, known as 

Dansgaard-Oeschger (DO) events [Dansgaard et al., 1993]. This ubiquitous feature of 

rapid glacial climate change can be extended back as far as 800 ka BP in the ice core 

record [Barker et al., 2011], and has drawn broad attention within the science and policy 

making communities alike [Masson-Delmotte et al., 2013]. The last deglaciation (LDG) 

and Marine Isotope Stage 3 (MIS3) during the last glacial-interglacial cycle, due to 

relatively more available proxy data, are well-suited time intervals for investigating the 

underlying causes of these rapid changes, via model simulations [e.g. Liu et al., 2009; 

Menviel et al., 2011; Gong et al., 2013].  

The LDG (19~11.5ka BP) is the most recent glacial termination during the last 800 ka 

BP, characterized by several rapid climate shifts especially in the Northern Hemisphere, 

known as Heinrich Event 1 (HE1), Bølling-Allerød warming (BA, or DO event 1) and 

Younger Dryas cooling (YD). These rapid events occurred during a globally warming 

background associated with changes in insolation, increases in atmospheric carbon 

dioxide and the melting of continental ice-sheet. In comparison, most of the DO events as 

well as the HEs occurred when global ice volume was varying at intermediate levels 
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during last glaciation, e.g. during the MIS3 (65 ~ 27ka BP). In this time interval, 

relatively smaller fluctuations in insolation, atmospheric CO2 concentration and ice-sheet 

size are accompanied by large and rapid Northern Hemisphere warming, suggesting a 

different background climate in contrast to the LDG.  

To date, many model simulations with different levels of complexity have been 

conducted to simulate the transient responses of glacial ocean to prescribed freshwater 

perturbation (FWP) as well as other forcing types (e.g. ice-sheet, orbital parameter, 

greenhouse gas concentration etc.), to study the underlying mechanism [Ganopolski and 

Rahmstorf, 2001; Schmittner et al., 2002; Knorr and Lohmann 2003; Weaver et al., 2003; 

Knorr and Lohmann, 2007; Liu et al., 2009; Menviel et al., 2011]. In all the cases, the 

abrupt northern warming as well as the corresponding global responses are attributed to 

the abrupt AMOC variation in response to gradual/rapid forcing changes, commonly the 

FWP. Nevertheless, it is of great importance to note that there are large uncertainties in 

the representation of freshwater origin, timing and magnitude in different models to 

generate the simulated results comparable to reconstructions [e.g. Ganopolski and 

Rahmstorf, 2001; Schmittner et al., 2002; Roche et al., 2004; Stouffer et al., 2006; Liu et 

al., 2009; Menviel et al., 2011; Carlson and Clark, 2012; Roberts et al., 2014]. 

Additionally, palaeoceanographic evidence for ocean circulation changes and their 

relationship to freshwater perturbation remains elusive [Dansgaard et al., 1993; 

McManus et al., 1999; Elliot et al., 2002; Hemming, 2004; Ahn and Brook, 2008; 

Piotrowski et al., 2008; Barker et al., 2011]. Therefore, further studies are highly 

desirable to disentangle this puzzle so as to strengthen our confidence of future climate 

projections associated with AMOC changes. 
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Fig. 1.1 Schematic of the ocean circulation associated with the global Meridional 
Overturning Circulation (MOC), with special focus on the Atlantic section of the flow 
(AMOC). The red curves in the Atlantic indicate the northward flow of water in the upper 
layers. The filled orange circles in the Nordic and Labrador Seas indicate regions where 
near-surface water cools and becomes denser, causing the water to sink to deeper layers 
of the Atlantic. This process is referred to as “water mass transformation,” or “deep water 
formation.” In this process heat is released to the atmosphere. The light blue curve denotes 
the southward flow of cold water at depth. At the southern end of the Atlantic, the AMOC 
connects with the Antarctic Circumpolar Current (ACC). Deep water formation sites in the 
high latitudes of the Southern Ocean are also indicated with filled orange circles. These 
contribute to the production of AABW, which flows northward near the bottom of the Atlantic 
(indicated by dark blue lines in the Atlantic). The circles with interior dots indicate regions 
where water upwells from deeper layers to the upper ocean.(from Kuhlbrodt et al., 2007) 

1.1 Working hypothesis 1: Initial ocean states affect the glacial ocean 

simulation 

The Last Glacial Maximum (LGM, 23~19ka BP) is commonly used as the starting point 

for LDG simulations. Given the climate state's immense continental ice sheets and low 

GHG concentration, for future projections [Braconnot et al., 2012] it is also an excellent 

test-bed for climate models to simulate a climate that strongly deviates from our modern 

condition (e.g. the Paleoclimate Modeling Intercomparison Projection, or PMIP; 

[Braconnot et al., 2007]). Thus, reproducing the LGM climate is one of the most 

fundamental issues in understanding the subsequent abrupt climate change during the 

SAP 3.4: Abrupt Climate Change   

 

Figure 4.1. Schematic of the ocean circulation (from Kuhlbrodt et al., 2007) associated 
with the global Meridional Overturning Circulation (MOC), with special focus on the 
Atlantic section of the flow (AMOC). The red curves in the Atlantic indicate the 
northward flow of water in the upper layers. The filled orange circles in the Nordic and 
Labrador Seas indicate regions where near-surface water cools and becomes denser, 
causing the water to sink to deeper layers of the Atlantic. This process is referred to as 
“water mass transformation,” or “deep water formation.” In this process heat is released 
to the atmosphere. The light blue curve denotes the southward flow of cold water at 
depth. At the southern end of the Atlantic, the AMOC connects with the Antarctic 
Circumpolar Current (ACC). Deep water formation sites in the high latitudes of the 
Southern Ocean are also indicated with filled orange circles. These contribute to the 
production of Antarctic Bottom Water (AABW), which flows northward near the bottom 
of the Atlantic (indicated by dark blue lines in the Atlantic). The circles with interior dots 
indicate regions where water upwells from deeper layers to the upper ocean (see Section 
2 for more discussion on where upwelling occurs as part of the global MOC). 

2. What Are the Processes That Control the Overturning Circulation? 
We first review our understanding of the fundamental driving processes for the AMOC. 

We break this discussion into two parts: the main discussion deals with the factors that 

are thought to be important for the equilibrium state of the AMOC, while the last part 

(Sec. 2.5) discusses factors of relevance for transient changes in the AMOC. 

   265  
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LDG. However, there has been a substantial difference in AMOC states among different 

models during the LGM [Otto-Bliesner et al., 2007]. It is worth noting that PMIP utilized 

no specific protocol concerning the initial ocean condition for LGM simulations, and 

only CCSM3 and HadCM3M2, initialized from a previous glacial ocean state, were 

found to yield a simulated glacial ocean comparable to reconstructions [Braconnot et al., 

2007; Weber et al., 2007]. Thus, it can be asked whether the different LGM AMOC states 

are potentially associated with different initial ocean states. This hypothesis will be 

discussed in detail in Chapter 3. 

 

 
Fig.1.2 Atmospheric CO2 composition and climate during the last glacial period. (A) 
Greenlandic temperature proxy, d18Oice [Grootes et al., 1993]. Red numbers denote DO 
events. (B) Byrd Station, Antarctica temperature proxy, d18Oice [Blunier and Brook, 2001]. 
A1 to A7, Antarctic warming events. (C) Atmospheric CO2 concentrations. Red dots [this 
study and early results for 47 to 65 ka [Ahn and Brook, 2007] at Oregon State University 
and green circles [Stauffer et al., 1998] (results from University of Bern) are from Byrd ice 
cores. Red dots are averages of replicates, and red open circles at ~73 and 76 ka are 
single data[Ahn and Brook, 2007, 2008]. Blue line is from Taylor Dome ice core [Indermühle 
and Monnin, 2000] on the GISP2 time scale [Ahn and Brook, 2007]. Purple line is from 
EPICA Dome C [Monnin et al., 2001]. (D) CH4 concentrations from Greenland (green) 
[Blunier and Brook, 2001] and Byrd ice cores (brown) [ Blunier and Brook, 2001; Ahn and 
Brook, 2008]. Black dots, new measurements for this study. Vertical blue bars, timing of 
Heinrich events (HE 3 to HE 6) [Hemming, 2004]. Brown dotted lines, abrupt warming in 
Greenland. (from Ahn and Brook, 2008) 

Water (NADW) formation can affect atmo-
spheric CO2 concentration through both phys-
ical and biological processes in the ocean and
terrestrial biosphere. Comparing model results
is difficult because of differences in boundary
conditions, amount and duration of freshwater
forcing, and treatment of the terrestrial biosphere
and other relevant processes. Model results sug-
gest that several different mechanisms may re-
late changes in NADW to changes in atmospheric
CO2 concentration, including increases in South-
ern Ocean sea surface temperatures and decreased
salinity in the North Atlantic (15), and reduced
Southern Ocean stratification and release of
CO2 (16). Climate-induced changes in the ter-
restrial biosphere caused by changes in ocean
circulation may also affect the atmospheric CO2

(17, 18), but the magnitude of this effect is not
yet clear.

To explore the possible link between ocean
circulation and CO2, we compared our data with
the benthic foraminiferal d13C from Iberian mar-
gin sediments at depth of 3146 m, using d13C as
a proxy for the balance between northern source
and southern source deep waters at this site
(19) (Fig. 3C). We also used bulk sediment
d15N from the Chile margin in intermediate
depths as a proxy for input of the Subantarctic
Mode Water to this region (20). Following (20),
we interpreted this proxy as an indicator of
the reduction of stratification in the Southern
Ocean (Fig. 3D), which may result from changes
in NADW. The two data sets are inversely cor-
related (note the reverse scale of the d13C) in
most time intervals, implying that shoaling

NADW is linked to reduction of stratification
in the Southern Ocean. The rate of change of
CO2 concentration peaks when these proxies
indicate a maximum in NADW shoaling and
reduction of stratification in the Southern Ocean
(Fig. 3, B to D), implying CO2 release to the
atmosphere during maxima in Southern Ocean
destratification, as suggested in model experi-
ments (16). At around 19 to 37 ka, the correla-
tions among the two marine proxies and the rate
of change of CO2 are not as clear as they are
in the 37- to 91-ka time period. Other, perhaps
longer-term processes may have controlled at-
mospheric CO2 during this time period. Alter-
natively, the geochemical proxies plotted in Fig. 3
may not directly reflect millennial change in
ocean circulation as climate approached the last
glacial maximum. Models of long-term glacial-
interglacial CO2 variations indicate that destra-
tification in the Southern Ocean should cause
CO2 to increase (21, 22), although it is not clear
if these model results are directly applicable to
millennial-scale variations. Other mechanisms
that may contribute to glacial-interglacial cycles
and may be important on millennial time scales
include changes in CO2 outgassing due to varia-
tions in sea ice extent (23) and changes in iron
fertilization (24) in the Southern Ocean.

Heinrich events are associated with the cold
periods before major DO events, and one sce-
nario that could explain CO2 variations is that
large freshwater fluxes associated with Heinrich
events cause changes in ocean circulation and
release of CO2 to the atmosphere through mech-
anisms discussed above (15, 16). However, based

on existing age constraints (3, 25, 26), H events
3, 4, 5, 5a, and 6 appear to have occurred 0 to
3 ka after CO2 started to rise (Fig. 1 and fig.
S2). Unfortunately, precise comparison of CO2

and all of the H events is prevented by chronol-
ogical uncertainties. In some cases the relative
timing of H events and events in the ice core
record can be constrained via correlations be-
tween temperature proxies in marine records
and ice core data, and identification of ash layers
(3, 25, 26). For example, the abrupt warming
at DO-15 (defined by the rapid rise in CH4 con-
centration, fig. S2) has a correlative feature in
North Atlantic sediment records (26) and occurred
before H5a, whereas the CO2 rise associated with
A3 started during or before DO-15, and therefore
also before H-5a. However, for other H events, the
timing of the associated CO2 rise cannot be
precisely determined in this way given the current
time resolution of the ice core records.

The data also indicate abrupt increases in
CO2 concentration of ~10 parts per million (ppm)
at the times of abrupt warming associated with
DO-19, 20, and 21 (Figs. 1 and 2). The mag-
nitude of these jumps is similar to those during
the last Termination (27), when the CO2 level
and temperature are similar to those of DO-19,
20, and 21 (65 to 90 ka). During the intervening
period (20 to 65 ka), this type of variability is
not as apparent in our record. The origin of these
brief periods of elevated CO2 is not clear, but
may be related to increases in sea surface tem-
perature in the Northern Hemisphere or release of
CO2 from the terrestrial biosphere by respiration,
associated with abrupt warming in Greenland.

Another notable feature is the rapid decrease
in CO2 concentration of ~43 ppm at ~68 ka
[Greenland Ice Sheet Project 2 (GISP2) time
scale] after DO-19 (Figs. 1C and 4). The magni-
tude of the CO2 drop is about half the total CO2

Fig. 1. Atmospheric CO2 composition and climate during the last glacial period. (A) Greenlandic tem-
perature proxy, d18Oice (2). Red numbers denote DO events. (B) Byrd Station, Antarctica temperature
proxy, d18Oice (4). A1 to A7, Antarctic warming events (4). (C) Atmospheric CO2 concentrations. Red dots
[this study and early results for 47 to 65 ka (11) at Oregon State University] and green circles (8) (results
from University of Bern) are from Byrd ice cores. Red dots are averages of replicates, and red open
circles at ~73 and 76 ka are single data [this study and (11)]. The chronology used for Byrd CO2 is
described in (10). Blue line is from Taylor Dome ice core (9) on the GISP2 time scale (11). Purple line is
from EPICA Dome C (27). (D) CH4 concentrations from Greenland (green) (4) and Byrd ice cores (brown)
[(4) and this study]. Black dots, new measurements for this study. Vertical blue bars, timing of Heinrich
events (H3 to H6) (25, 26). Brown dotted lines, abrupt warming in Greenland.
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Fig. 2. Atmospheric CO2 variations relative to
abrupt warming in Greenland. The sequence of
Byrd CO2 variations [this study and (11)] asso-
ciated with each DO event is numbered. Red
dotted line indicates the timing of the abrupt
warming in Greenland defined by the rapid rise
in CH4 concentration in the Byrd ice core.

3 OCTOBER 2008 VOL 322 SCIENCE www.sciencemag.org84

REPORTS

 o
n 

Fe
br

ua
ry

 1
8,

 2
01

1
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fro
m

 



 Chapter 1 -5- 
 

 

1.2 Working hypothesis 2: Varying intermediate ice volume controls the 

rapid glacial climate shifts  

Until now most studies of abrupt climate changes in the past (e.g. DO events) are mainly 

based on so-called “hosing experiments”, due to the assumption that the AMOC 

variation, especially its hysteresis behavior, is controlled by the prescribed FWP amount 

in Atlantic basin [Rahmstorf, 1996]. This approach was first employed to explain the YD 

cooling which occurred when a major outbreak of glacial Lake Agassiz drains massive 

freshwater to the ocean, and thereafter extended to numerous other events in the 

paleoclimate records of which massive Ice-Rafted debris (IRD) during HEs [Hemming, 

2004] is supposed to be equivalent to freshwater injection in the open ocean [e.g. Clark et 

al., 2001; Rahmstorf, 2002]. However, it is still unknown whether HEs (i.e. FWP) act as a 

trigger or respond as a consequence of the climate mode transition in the past. A number 

of problems exist with regards to using freshwater forcing alone to explain the recorded 

abrupt climate shifts during glacials. Listed below are some of these controversies: 

1.  Some IRD data lags the onset of the stadials [e.g. Zahn et al., 1997]. 

2. Some IRD data actually occurs during the interstadials [e.g. Dokken et al., 2013]. 

3. IRD data does not always coincide with DO-events [e.g. Dansgaard et al., 1993; 

McManus et al., 1999; Hemming, 2004; Barker et al., 2011]. 

4. Freshwater discharge rates indicated by proxy data are much weaker than those 

used in climate model simulations. [e.g. Roche et al., 2004; Zhang and Delworth, 

2005; Stouffer et al., 2006; Liu et al., 2009; Zhang et al., 2013; Roberts et al., 

2014]  

5. The freshwater history and origin to force consistent climate change with 

reconstructions is highly uncertain and varies with models [e.g. Ganopolski and 

Rahmstorf, 2001; Schmittner et al., 2002; Schmittner and Galbraith, 2008; Liu et 

al., 2009; Menviel et al., 2011]. 

6. Sea surface warming occurs in the northern North Atlantic during ice-rafting 

events [e.g. Peck et al., 2008; Jonkers et al., 2010], contradicting to model 
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results derived from hosing experiments [e.g. Ganopolski and Rahmstorf, 2001; 

Zhang and Delworth, 2005; Stouffer et al., 2006; Zhang et al., 2013]. 

7. The AMOC resumption upon cessation of modelled freshwater perturbation 

takes longer than the time indicated by proxy data [Stouffer et al., 2006] 

One fundamental characteristic of DO variability, possibly offering a profound clue to 

their origin, is that almost all events occurred during glacial periods when global ice 

volume was varying at intermediate levels [Dansgaard et al., 1993; McManus et al., 

1999; Schulz et al., 1999; Barker et al., 2011]. This suggests a potential relationship 

between the intermediate ice sheets and the existence of millennial scale climate 

variability [Wunsch, 2006]. In Chapter 4, a systematical test of this hypothesis is tested 

via the prescription of varying ice sheet configurations in a fully coupled atmosphere-

ocean climate model.  

1.3 Working hypothesis 3: The glacial ocean responses to freshwater 

perturbation are dependent on perturbed locations, glacial ocean states 

and glacial background conditions.  

As previously mentioned, although large uncertainties exist in the relationship between 

IRD and glacial ocean circulation changes, FWP is still an effective means of triggering 

AMOC variation for the investigation of resulting global responses in climate models. To 

simulate global deglacial signatures comparable to reconstructions, different models have 

employed distinct FWP schemes, i.e. the magnitude, timing and origins [e.g. Liu et al., 

2009; Menviel et al., 2011], especially for the BA warming (~14.6ka BP), a time interval 

with unclear source of meltwater injection as well as the magnitude and timing causing 

~20m sea level rise in less than 500 years [e.g. Carlson and Clark, 2012]. The large 

spread of initial states of the LDG simulations amongst models, i.e. the simulated LGM 

state [Otto-Bliesner et al., 2007], indicates potential effects of initial ocean states in the 

transient LDG simulations. Furthermore, it is worthy to note that mechanisms accounting 

for the rapid glacial climate shifts are likely different under distinct background climates 

[e.g. Gong et al., 2013], i.e. between MIS3 and LDG. Thus, the explanations based on 

hosing experiments under present-day/LGM boundary condition are probably 
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inappropriate for DO events during the MIS3 [e.g, Ganopolski and Rahmstorf, 2001; 

Zhang and Delworth, 2005; Stouffer et al., 2006]. Given this complexity a suite of hosing 

experiments in a fully coupled earth system model was conducted to evaluate this 

hypothesis in Chapter 5. 

1.4 Outline of the thesis 

The general structure of this thesis is as follows. Chapter 2 provides details of the fully 

coupled Earth System Model (ESM) which is used for the three main studies presented in 

Chapters 3 to 5. Chapter 6 summarizes the main findings of the thesis and provides an 

overall discussion and outlook for possible future research. 

In more detail: Chapter 2 introduces the general information about atmosphere-ocean-

land surface components of the earth system model COSMOS. In Chapter 3 (published in 

Climate of the Past, referred to Zhang et al. [2013]), working hypothesis 1 is tested via 

initialization of the LGM simulations with different ocean states and integrating to quasi-

equilibrium states with respect to deep ocean properties. It is confirmed that initial ocean 

states do affect the glacial simulations in fully coupled climate models by influencing the 

transient characteristics and the equilibrium time scale of the deep ocean. In Chapter 4 (in 

revision in Nature, referred to Zhang et al. (in revision)), a suite of simulations with 

respect to varying Northern Hemisphere Ice Sheets (NHIS) is conducted in order to 

corroborate working hypothesis 2. The hysteresis behavior of glacial ocean circulation 

with respect to NHIS changes is for the first time identified in the fully coupled climate 

model, providing a coherent mechanism accounting for the recorded millennial-scale 

variability and abrupt climate changes in the coupled atmosphere-ocean system. This is 

followed by Chapter 5: freshwater sensitivity studies. This Chapter, which includes my 

contribution to Kageyama et al. [2013], work in Climate of the Past, Weber et al. 

(accepted) in Nature, parts of my work in Zhang et al. [2013] published in Climate of the 

Past, and Zhang et al. (in revision) in Nature, provides an assessment of the impacts of 

meltwater origins, glacial ocean states and glacial background conditions on the glacial 

ocean response to FWP in COSMOS. Finally, Chapter 6 summarizes the thesis and 

provides in-depth discussion along with a future outlook. 
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Chapter 2. Model Description 

Community Earth System Models (COSMOS, version: COSMOS-landveg r2413, 2009) 

that have been mainly developed by the Max Planck Institute for Meteorology (MPI) in 

Hamburg is used to investigate the working hypothesis in this thesis. The version used 

here includes the ECHAM5 atmosphere model in T31-resolution (~3.75°) with 19 levels, 

the MPI ocean model (MPI-OM) in GR30 resolution (3.0°× 1.8°) with 40 levels, and the 

land-vegetation model JSBACH. Our setup is identical to the COSMOS-1.2.0 release, 

which has been developed in the Millennium project [Jungclaus et al., 2010], but 

additionally includes a dynamical vegetation module [Brovkin et al., 2009]. In this 

version, COSMOS was already utilized to analyse the last millennium [Jungclaus et al., 

2010], warm climates in the Miocene [Knorr et al., 2011] and the Pliocene [Stepanek and 

Lohmann, 2012; Dowsett et al., 2013], glacial [Gong et al., 2013; Kageyama et al., 2013; 

Zhang et al., 2013] and interglacial climate [Varma et al., 2012; Wei and Lohmann, 2012; 

Wei et al., 2012]. 

2.1 The atmosphere and land surface model ECHAM5-JSBACH 

ECHAM5 was adapted for climate research from the weather forecasting model of the 

European Centre for Medium-Range Weather Forecasts (ECMWF). The model is based 

on a spectral dynamical core with a hybrid sigma-/pressure-level system in vertical 

dimension. In our model setup, we use ECHAM5 in T31/L19 resolution (i.e. there are 19 

vertical levels and triangular truncation of the series of spherical harmonics is performed 

at wave number 31) (Fig. 2.1). The approximate horizontal resolution is 3.75° ×  3.75° 

and each time step is 2400 s. 

A high-resolution (0.5° × 0.5°) hydrological discharge model (HD-model), described in 

details by Hagemann and Duemenil [1998] and Hagemann and Gates [2003], closes the 

hydrological cycle in the coupled system (Fig. 2.2). It simulates the translation and 

retention of land-bound lateral water flows, which are separated into overland flow, base 

flow, and river flow. The sum over these quantities makes up the runoff at each grid cell. 

The HD-model ensures that water flowing into water-sinks over land is redistributed to 

the ocean. Land ice sheets are not simulated but prescribed in our model setup. Therefore, 
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precipitation over glacier cells is transferred toward adjacent ocean points rather than 

being accumulated as ice volume. Data exchange between the coarse atmosphere grid and 

the high-resolution HD-model is performed via an interpolation scheme. 

          

Fig. 2.1 Topography (units: m) in the atmosphere model ECHAM5 for preindustrial (PI) 
configuration. 

            

Fig. 2.2 River directions in the HD model grids (0.5 °  × 0.5 ° ) of ECHAM5 for PI 
configuration. The colours indicate the flow direction at each grid point; ocean is indicated 
by white. In addition to the four main and diagonal directions, dark blue (O) marks grid 
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Fig. 1. Land-sea distribution on the ocean model grid as used in the PMIP3 PI control simulation (a) and the PlioMIP mid-Pliocene simulation
(b) of experiment 2. There are two grid poles (white areas) which are located over Greenland and Antarctica. The nominal grid resolution
of 3� ⇥ 1.8� of the 122⇥ 101 grid varies; it is high in polar regions and highest around Greenland. Both land-sea distributions are identical
with the exception of the closure of the Hudson Bay and modifications in the West Antarctic in the case of the mid-Pliocene experiment. For
clarity, only every second grid line is shown in the graph.

(a) (b)

Fig. 2. Comparison of the orographic peaks elevation in units of m as used in the PI control simulation (a) to its mid-Pliocene counterpart
(b), which has been generated from a coarse mid-Pliocene topography.

anomalies and the PI temperature state of the MPI-OM
model to 1� ⇥ 1� and 33 layers, and a subsequent interpo-
lation to the GR30/L40 grid.
In the mid-Pliocene simulation of experiment 2, the HD-

model is adjusted to the modified topography. This facilitates
that the hydrological cycle is closed, and that runoff to the
ocean is simulated realistically. The mid-Pliocene 0.5�⇥0.5�

elevation of the HD-model is generated using a topogra-
phy anomaly procedure that is similar to the one applied for
ECHAM5 as described above, i.e. by adding the 0.5� ⇥ 0.5�

interpolated mid-Pliocene elevation anomaly to the PI eleva-
tion of the HD-model. The high-resolution glacier mask is
generated by 0.5� ⇥ 0.5� interpolation of the land ice recon-
struction. The land-sea mask is taken from the HD-model’s
PI setup, and the Hudson Bay is closed manually. Mid-
Pliocene land-sea mask, elevation and glacier mask of the
HD-model are used to calculate additional parameters. In
Fig. 4a and b we show as an example the river direction data
sets of the PI control and mid-Pliocene setup.

According to the PlioMIP protocol, a fixed vegetation re-
construction has to be prescribed for mid-Pliocene simula-
tions. In order to pin JSBACH to the vegetation reconstruc-
tion, its dynamic vegetation module is disabled. The stan-
dard PI vegetation is replaced by the mid-Pliocene vegetation
reconstruction. Unfortunately, the treatment of vegetation in
JSBACH is not directly comparable to the information pro-
vided by the PRISM3 reconstruction data set. Generation of
the mid-Pliocene vegetation forcing therefore is performed
in a two-step approach. First, we apply a calibration method
to transform each PRISM3 biome into a form that is compat-
ible to JSBACH. Second, we use this information to produce
the global mid-Pliocene vegetation forcing for JSBACH.
In order to understand the calibration procedure, it is help-

ful to recite how vegetation is represented in JSBACH. In-
ternally, vegetation cover is defined using a small number of
PFTs (Table 1). The vegetation at a specific grid cell is de-
fined by a set of two parameters: The first parameter defines
the density of vegetation cover via the maximum vegetated

Geosci. Model Dev., 5, 1221–1243, 2012 www.geosci-model-dev.net/5/1221/2012/
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(a) (b)

Fig. 3. Anomaly between the climatological SST forcings of the mid-Pliocene and PI control simulations of experiment 1 in units of �C. The
green contours indicate the 90% isoline of the absolute sea ice cover prescribed for the mid-Pliocene simulation. Shown are the forcings for
the months January (a) and August (b).

(a) (b)

Fig. 4. River directions on the hydrological model grid (0.5� ⇥0.5�) of ECHAM5 for PI control (a) and adjusted to Pliocene topography (b).
The colours indicate the flow direction at each grid point; ocean is indicated by white. In addition to the four main and diagonal directions,
dark blue (O) marks grid cells where the water flow is directly into the ocean (coastal gridpoints).

fraction of a grid cell; the second parameter provides infor-
mation on the relative abundance of each PFT. For each grid
cell of the land surface, the first parameter is a single rational
number with a value in the range [0, 1]. Since at every grid
cell in principle several or even all of the eight PFTs may
be present, the second parameter consists of a set of eight
rational numbers in the range [0, 1] that add up to 1.
The calibration procedure relies on the assumption that

modern observed biome distribution and PI control JSBACH
vegetation cover are compatible and represent similar in-
formation. We generate global masks in T31-resolution
that identify locations where a specific observed modern
biome (file BAS Observ BIOME.nc) is present. These bi-
nary masks are multiplied to a 50-yr average PI vegetation
cover as simulated by JSBACH (Wei et al., 2012). The inten-
tion is to retrieve a JSBACH vegetation distribution that cor-
responds to a specific biome. These vegetation distributions,
consisting of relative PFT abundances and vegetation densi-

ties for all locations that coincide with the location of a spe-
cific biome, are then averaged to retrieve a typical PFT com-
bination and vegetation density that represents this biome.
This biome representation is used in a second step to cre-

ate the mid-Pliocene vegetation forcing: We interpolate the
PRISM3 vegetation reconstruction (file biome veg v1.3.nc,
Salzmann et al., 2008a,b; Hill et al., 2007) to T31-resolution,
and replace every biome by the corresponding PFT combina-
tion and vegetation density. Land areas in our mid-Pliocene
setup, which have no counterpart in the vegetation recon-
struction due to small inconsistencies between the land-sea
masks, are forced with vegetation parameters of a nearby lo-
cation.
The resulting mid-Pliocene vegetation forcing is illus-

trated at the example of the density of grass and forest types.
Forested areas are depicted for PI control (Fig. 5a) and mid-
Pliocene (Fig. 5b); the grass cover is shown for PI control
(Fig. 5c) and mid-Pliocene (Fig. 5d). The shown forest and

www.geosci-model-dev.net/5/1221/2012/ Geosci. Model Dev., 5, 1221–1243, 2012
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cells where the water flow is directly into the ocean (coastal grid-points). 

The JSBACH land surface and vegetation model, described by Raddatz et al. [2007], is 

an extension of the ECHAM5 model. It runs at the same horizontal resolution as the 

atmosphere model ECHAM5. In JSBACH, eight of thirteen different plant functional 

types (PFTs) have been in use for the model runs (Table 2.1). These include different 

forms of deciduous and evergreen trees, shrubs and grasses. The model is capable of 

simulating dynamic changes in the vegetation distribution as a result of changes in 

ambient climatic conditions [Brovkin et al., 2009]. A fixed vegetation distribution can be 

prescribed via the parameters land cover fraction (which defines the relative contribution 

of a PFT to the vegetated area) and the maximum vegetated cell area fraction. As the 

dynamic vegetation module of JSBACH is activated, both fields are simulated rather than 

being prescribed. 

    

  

Table 2.1 Plant functional types considered by JSBACH. These include different types of 
evergreen and deciduous forest, shrubs and grasses. The rightmost column indicates to 
which generalized vegetation type (forest or grass) a PFT contributes.  

2.2 The ocean model MPI-OM 

MPI-OM is a hydrostatic, Boussinesq, free surface, primitive equation ocean and sea ice 

model [Marsland et al., 2003; Jungclaus et al., 2006]. The model dynamics are solved on 

an Arakawa C-grid. Our model setup is formulated on a bipolar, orthogonal, curvilinear 

GR30/L40-grid with poles over Greenland and Antarctica (Fig. 2.3). The advantage of 

this setup is an increased resolution at many deep-water formation sites, which facilitates 

a more realistic simulation of the physical processes operating in these regions. The 

formal horizontal resolution is 3.0°× 1.8°, with the vertical dimension being split into 40 
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Table 1. Plant functional types considered by JSBACH. These include different types of evergreen and deciduous forest, shrubs and grasses.
The rightmost column indicates to which generalized vegetation type (forest or grass) a PFT contributes.

PFT index description type: forest (F) or grass (G)

1 tropical broadleaved evergreen forest F
2 tropical deciduous broadleaved forest F
3 temperate / boreal evergreen forest F
4 temperate / boreal deciduous forest F
5 raingreen shrubs G
6 cold shrubs (tundra) G
7 C3 perennial grass G
8 C4 perennial grass G

experiment 2). In standalone-mode the atmosphere is forced
by climatological monthly means of sea surface tempera-
ture (SST) and sea ice concentration. Energy input into the
Earth system via top of the atmosphere (TOA) insolation
is calculated taking into account the prescribed orbital pa-
rameters eccentricity, obliquity, length of the perihelion, and
the solar constant (e.g. Berger, 1978). The solar constant in
our ECHAM5 setup is a fixed parameter. Its value is set
to the standard preindustrial (PI) value of 1365 Wm�2 if
ECHAM5 runs in standalone-mode, and to 1367 Wm�2 if
the atmosphere is coupled to an ocean model. Calculation
of radiative transfer toward the Earth’s surface is performed
considering vertical profiles of liquid and solid forms of wa-
ter. Cloud water and cloud ice as well as water vapour are
prognostic variables of the atmospheric simulation, while the
cloud cover is diagnosed (Roeckner et al., 2003). Adjustable
trace gases include carbon dioxide, methane, nitrous diox-
ide, ozone, and chlorofluorocarbons. Aerosols are prescribed
according to a climatology described by Tanré et al. (1984).
For the calculation of the energy budget at the surface, the
albedo of each grid cell is retrieved by a superposition of pre-
scribed present-day soil albedo and contributions from snow
and vegetation. The coupling between land surface and at-
mosphere is performed via an implicit scheme described by
Schulz et al. (2001). This setup of the ECHAM5 model has
been used by various authors (e.g. Fischer and Jungclaus,
2010; Wei and Lohmann, 2012).

2.2 The land surface and vegetation model JSBACH

The JSBACH land surface and vegetation model, described
by Raddatz et al. (2007), is an extension of the ECHAM5
model. It runs at the same horizontal resolution as the atmo-
sphere model and inherits most of its boundary conditions,
including a fixed soil type distribution and corresponding wa-
ter storage capacity. Albedo values in the infrared and visible
parts of the spectrum are defined separately for soil and veg-
etation, which allows JSBACH to adjust the surface albedo
in case of changes in the prescribed vegetation cover. The
state of the land surface is initialised with global distribu-
tions of leaf area index, soil wetness, and snow cover taken

from the setup of ECHAM5, and with a surface temperature
climatology. In JSBACH, the leaf area index is not a bound-
ary condition but an output of the simulation of land surface
conditions.
JSBACH differentiates between thirteen different plant

functional types (PFTs), of which eight have been in use for
the model runs described here (Table 1). These include dif-
ferent forms of deciduous and evergreen trees, shrubs and
grasses. The model is capable of simulating dynamic changes
in the vegetation distribution as a result of changes in ambi-
ent climatic conditions (Brovkin et al., 2009). A fixed vege-
tation distribution can be prescribed via the parameters land
cover fraction (which defines the relative contribution of
a PFT to the vegetated area) and the maximum vegetated
cell area fraction. In case the dynamic vegetation module of
JSBACH is used, both fields are simulated rather than being
prescribed.

2.3 The ocean model MPI-OM

MPI-OM is a hydrostatic, Boussinesq, free surface, primi-
tive equation ocean and sea ice model (Marsland et al., 2003;
Jungclaus et al., 2006). The model dynamics are solved on an
Arakawa C-grid (Arakawa and Lamb, 1977). In our model
setup, which is identical to the one used by Jungclaus et
al. (2010), MPI-OM is formulated on a bipolar, orthogo-
nal, curvilinear GR30/L40-grid with poles over Greenland
and Antarctica (see Fig. 1). The advantage of this setup is
an increased resolution at many deep water formation sites,
which facilitates a more realistic simulation of the physical
processes operating in these regions. The formal horizontal
resolution is 3.0� ⇥ 1.8�, with the vertical dimension be-
ing split into 40 unequally spaced z-coordinate model levels.
Ocean bathymetry is resolved on partial grid cells (Marsland
et al., 2003) and defined via a global data set of ocean bottom
depth. Flow near the bottom boundary is parameterized by a
bottom boundary layer scheme in a similar way as described
by Beckmann and Döscher (1997), Lohmann (1998), and
Legutke and Maier-Reimer (2002). Eddy-induced mixing is
parameterized following Gent et al. (1995). Furthermore,
an isopycnal diffusion scheme for subgrid-scale mixing is
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unequally spaced z-coordinate model levels. Ocean bathymetry is resolved on partial grid 

cells [Marsland et al., 2003] and defined via a global data set of ocean bottom depth. 

Flow near the bottom boundary is parameterized by a bottom boundary layer scheme in a 

similar way as described by Beckmann and Doescher [1997], Lohmann [1998], and 

Legutke and Maier-Reimer [2002]. Eddy-induced mixing is parameterized following 

Gent et al. [1995]. Furthermore, an isopycnal diffusion scheme for subgrid-scale mixing 

is applied [Marsland et al., 2003]. Overturning by convection is implemented via 

increased vertical diffusion [Jungclaus et al., 2006]. MPI-OM includes a dynamic-

thermodynamic sea ice model after Hibler III [1979] that simulates the distribution and 

thickness of sea ice considering ambient climatic conditions. The model is run at a time 

step of 8640s; no flux adjustment is applied.  

 

Fig. 2.3 Land-sea distribution on the ocean model grid for PI configuration. There are two 
grid poles (white areas) that are located over Greenland and Antarctica. The nominal grid 
resolution of 3° ×  1.8° of the 122 × 101 grid varies; it is high in polar regions and highest 
around Greenland. 

 

1226 C. Stepanek and G. Lohmann: Modelling mid-Pliocene climate with COSMOS

(a) 180˚

180˚

240˚

240˚

300˚

300˚

0˚

0˚

60˚

60˚

120˚

120˚

180˚

180˚

−90˚ −90˚

−60˚ −60˚

−30˚ −30˚

0˚ 0˚

30˚ 30˚

60˚ 60˚

90˚ 90˚

(b) 180˚

180˚

240˚

240˚

300˚

300˚

0˚

0˚

60˚

60˚

120˚

120˚

180˚

180˚

−90˚ −90˚

−60˚ −60˚

−30˚ −30˚

0˚ 0˚

30˚ 30˚

60˚ 60˚

90˚ 90˚

Fig. 1. Land-sea distribution on the ocean model grid as used in the PMIP3 PI control simulation (a) and the PlioMIP mid-Pliocene simulation
(b) of experiment 2. There are two grid poles (white areas) which are located over Greenland and Antarctica. The nominal grid resolution
of 3� ⇥ 1.8� of the 122⇥ 101 grid varies; it is high in polar regions and highest around Greenland. Both land-sea distributions are identical
with the exception of the closure of the Hudson Bay and modifications in the West Antarctic in the case of the mid-Pliocene experiment. For
clarity, only every second grid line is shown in the graph.

(a) (b)

Fig. 2. Comparison of the orographic peaks elevation in units of m as used in the PI control simulation (a) to its mid-Pliocene counterpart
(b), which has been generated from a coarse mid-Pliocene topography.

anomalies and the PI temperature state of the MPI-OM
model to 1� ⇥ 1� and 33 layers, and a subsequent interpo-
lation to the GR30/L40 grid.
In the mid-Pliocene simulation of experiment 2, the HD-

model is adjusted to the modified topography. This facilitates
that the hydrological cycle is closed, and that runoff to the
ocean is simulated realistically. The mid-Pliocene 0.5�⇥0.5�

elevation of the HD-model is generated using a topogra-
phy anomaly procedure that is similar to the one applied for
ECHAM5 as described above, i.e. by adding the 0.5� ⇥ 0.5�

interpolated mid-Pliocene elevation anomaly to the PI eleva-
tion of the HD-model. The high-resolution glacier mask is
generated by 0.5� ⇥ 0.5� interpolation of the land ice recon-
struction. The land-sea mask is taken from the HD-model’s
PI setup, and the Hudson Bay is closed manually. Mid-
Pliocene land-sea mask, elevation and glacier mask of the
HD-model are used to calculate additional parameters. In
Fig. 4a and b we show as an example the river direction data
sets of the PI control and mid-Pliocene setup.

According to the PlioMIP protocol, a fixed vegetation re-
construction has to be prescribed for mid-Pliocene simula-
tions. In order to pin JSBACH to the vegetation reconstruc-
tion, its dynamic vegetation module is disabled. The stan-
dard PI vegetation is replaced by the mid-Pliocene vegetation
reconstruction. Unfortunately, the treatment of vegetation in
JSBACH is not directly comparable to the information pro-
vided by the PRISM3 reconstruction data set. Generation of
the mid-Pliocene vegetation forcing therefore is performed
in a two-step approach. First, we apply a calibration method
to transform each PRISM3 biome into a form that is compat-
ible to JSBACH. Second, we use this information to produce
the global mid-Pliocene vegetation forcing for JSBACH.
In order to understand the calibration procedure, it is help-

ful to recite how vegetation is represented in JSBACH. In-
ternally, vegetation cover is defined using a small number of
PFTs (Table 1). The vegetation at a specific grid cell is de-
fined by a set of two parameters: The first parameter defines
the density of vegetation cover via the maximum vegetated
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Chapter 3. Different ocean states and transient characteristics 

in Last Glacial Maximum simulations  

Due to its capability to redistribute large amounts of heat around the globe [e.g. 

Ganachaud and Wunsch, 2000], the Atlantic meridional overturning circulation (AMOC) 

is a key player in the global climate system. Potential changes in the operational mode of 

the AMOC, as a consequence of alterations in the hydrological cycle and greenhouse gas 

concentration, draw our concerns regarding the future fate of our climate [Meehl et al., 

2007]. 

During glacial and deglacial periods, large and abrupt changes in the climate system are 

thought to have repeatedly occurred. These changes have been linked to large and abrupt 

shifts in the AMOC [e.g. Dansgaard et al., 1993; Bard et al., 2000; Ganopolski and 

Rahmstorf, 2001; Knorr and Lohmann, 2003; Knorr and Lohmann, 2007; Liu et al., 

2009; Barker et al., 2010; Menviel et al., 2011]. A well-suited period to investigate the 

underlying mechanisms by model simulations is the last deglaciation [Knorr and 

Lohmann, 2007; Liu et al., 2009; Menviel et al., 2011] due to the abundance of available 

data based reconstructions [e.g. Lea et al., 2003; McManus et al., 2004; Peltier, 2004; 

Ahn and Brook, 2008; Gherardi et al., 2009]. One of the most fundamental issues in this 

respect is the definition of a climate state to be used as an initial state. On account of the 

abundance of available proxy data and maximum ice sheet volume [Duplessy et al., 1988; 

Bard et al., 2000; Adkins et al., 2002; Pflaumann, 2003; Peltier, 2004; Gersonde et al., 

2005; Lynch-Stieglitz et al., 2007; Clark et al., 2009; Gutjahr and Lippold, 2011; Hesse et 

al., 2011], the Last Glacial Maximum (LGM, about 21000yr before present, hereafter 

21kaBP) commonly serves as the starting point for simulations of the last deglaciation 

[Liu et al., 2009; Menviel et al., 2011]. Furthermore, it is also an excellent test bed for 

climate models to simulate a climate that strongly deviates from our modern condition 

(e.g. the Paleoclimate Modeling Intercomparison Projection, or PMIP; Braconnot et al., 

2007) for the future projection [Braconnot et al., 2012]. However, there was a substantial 

difference in AMOC states among different models during the LGM [Otto-Bliesner et al., 

2007]. It is worth noting that PMIP utilized no specific protocol concerning the initial 

ocean condition for LGM simulations, and only CCSM3 and HadCM3M2, initialized 
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from a previous glacial ocean state, were found to yield a simulated glacial ocean 

comparable to reconstructions (Fig. 3.1) [Braconnot et al., 2007; Weber et al., 2007]. 

Thus, it is open to question whether the different LGM AMOC states are potentially 

associated with different regimes due to the mean deep-ocean properties.  

The work done in this Chapter is referred to the published paper by Zhang et al. [2013] in 

Climate of the Past. 

3.1 Experimental design 

In the following section we describe the experimental set-up of the ten model simulations 

that represent the basis for our study. A summary of the experiment characteristics is also 

provided in Table 1. 

 Boundary conditions Initial conditions Integrated years 

PI (control) Pre-industrial Present-day ocean 3000 

LGM2PI Pre-Industrial Glacial ocean 3000 

LGMW 21ka Glacial ocean 4000 

LGMS 21ka Present-day ocean 5000 

LGMS27ka 21ka, except 27ka orbital 
forcing 

Model year 4000 in 
LGMS 

700 

Table 1 Model simulations used in Chapter 3. 

3.1.1 The LGM simulations  

External forcing and boundary conditions are imposed according to the PMIP3 protocol 

for the LGM (available at http://pmip3.lsce.ipsl.fr/). The respective boundary conditions 

for the LGM comprise orbital forcing, greenhouse gas concentrations (CO2 = 185ppm; 

N2O = 200ppb; CH4 = 350ppb), ocean bathymetry, land surface topography, run-off 

routes according to PMIP3 ice sheet reconstruction and increased global salinity (+ 1 psu 

compared to modern value) to account for a sea level drop of  ~116 m.  
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Fig. 3.1 Meridional section of zonal mean salinity in Atlantic Ocean for six PMIP2 models 
(CCSM3 [Otto-Bliesner et al., 2006], HadCM3M2 [Gordon et al., 2000], MIROC 3.2 [K-1-
Model-Developers, 2004], ECBilt-CLIO [de Vries and Weber, 2005], FGOALS-1.0g [Yu et 
al., 2004; Yu et al., 2002] and IPSL-CM4-V1-MR [Marti et al., 2005]. The stratification in 
CCSM3 and HadCM3M2 is comparable with reconstruction [Otto-Bliesner et al., 2007], 
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while the ocean structure in MIROC 3.2, ECBilt-CLIO, FGOALS-1.0g and IPSL-CM4-V1-
MR is more like to present day with the saltiest deep-water mass in the North Atlantic. 
According to their salinity structure, one can divide the PMIP2 models into two main 
classes, which are related to a highly stratified ocean, but weaker AMOC (i.e. CCSM3 and 
HadCM, as our quasi-equilibrium ocean state) and weaker stratified, but stronger AMOC 
(transient ocean state). 

Using the same LGM boundary conditions we performed two experiments, LGMW and 

LGMS, with different initial ocean states and integrated them for 4000 and 5000 years, 

respectively (Table 1). LGMS is initialized from a ocean state with imposed present-day 

temperature and salinity fields [Levitus et al., 1998], while LGMW from a glacial ocean 

state. The initial glacial ocean was generated through an ocean-only model, MPI-OM 

(ocean component of our COSMOS set-up), which was run for 3000 years under the 

LGM conditions. To generate the glacial ocean state with MPI-OM, we obtained its 

atmospheric forcing from an ECHAM3 (T31) run [Lohmann and Lorenz, 2000], forced 

by CLIMAP sea surface temperature (SST) [CLIMAP Members, 1981], and derived its 

initial ocean state and surface salinity restoring from PMIP2 model outputs of CCSM3 

(the National Center for Atmospheric Research CCSM3 model) that is assumed to have a 

good performance on simulating the LGM climate state in comparison to other PMIP2 

models [Otto-Bliesner et al., 2007; Weber et al., 2007].  

To define the representative climatology from both LGM runs we employed the quasi-

equilibrium criteria of the PMIP protocol [Braconnot et al., 2007] to assess the stability 

of the simulated ocean states. That is, quasi-equilibrium state can be defined, as the 

global SST trend is less than 0.05k/century as well as a stable AMOC. Figures 3.2 and 3.3 

show the AMOC indices and 100-year running means of global mean sea surface 

temperature (SST) for the simulations LGMW and LGMS. Compared to the gradual 

increase of AMOC and SST in LGMW, the decreasing trend in LGMS is particularly 

pronounced, especially after the model year 3000.  

Based on the PMIP criteria [Braconnot et al., 2007], LGMW and LGMS are in quasi-

equilibrium after model years 2700 and 4500, respectively. In LGMW, due to the fact that 

there is almost no change in the climatology after model year 2700 (Figs. 3.2-3.7), the 

climatologically annual mean of model years 2900-3000 was chosen to represent the 

quasi-equilibrium ocean state LGMW-e. In LGMS, there is almost no difference between 

climatology of model years 4600-4700 and 4500-5000. To better compare with the 
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outputs from the 27ka simulation (see details in Section 1.3), thus we define the 

climatology mean between model years 4600-4700 as LGMS-e to represent the quasi-

equilibrium state in LGMS.  

Note that the ocean state between model years 2500-3000 in LGMS also meets PMIP 

criteria, although the trend in its deep ocean properties is significant (Fig. 3.4). 

Accordingly, to better compare with LGMW-e, model years 2900-3000 in LGMS are 

averaged to represent this ocean state and named as LGMS-tdeep here. 

A comparison among the ocean states LGMS-tdeep, LGMS-e and LGMW-e was made 

with respect to the corresponding climatology (Figs. 3.5-3.7) and surface and deep ocean 

trends (Figs. 3.2-3.4). It suggests that due to their similarity LGMS-e and LGMW-e can 

represent the final equilibrium LGM state in our model, however LGMS-tdeep is the state 

in the transient phase of bottom water properties. In this study, we will mainly focus on 

the contrast between LGMS-tdeep and LGMW-e (Figs. 3.2-3.4). 
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Fig. 3.2 AMOC indices with respect to a) NADW-cell (defined as the maximum value of 
stream function below 500m in the North Atlantic) and b-c) AABW-cell (defined as the 
maximum of absolute value of stream function below 2500m along 30°S) for LGMS (red) 
and LGMW (blue). The bold solid lines are the 10-year running mean. Units: Sv. 

 

 
Fig. 3.3 100-year running mean for global mean SST in LGMW (blue) and LGMS (red). The 
gap between the model year 3000-3200 in LGMS is due to missed dataset. Units: °C. 
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Figure 2 AMOC indices with respect to a) NADW-cell (defined as the 

maximum value of stream function below 500m in the North Atlantic) and 

b-c) AABW-cell (defined as the maximum of absolute value of stream 

function below 2500m along 30 S) for LGMS (red) and LGMW (blue). The 

bold solid lines are the 10-year running mean. Units: Sv. 

Fig. 2. AMOC indices with respect to (a) NADW-cell (defined as
the maximum value of stream function below 500m in the North
Atlantic) and (b–c) AABW-cell (defined as the maximum of abso-
lute value of stream function below 2500m along 30� S) for LGMS
(red) and LGMW (blue). The bold solid lines are the 10 yr running
mean. Units: Sv=106 m3 s�1.

LGMW. Both PI simulations were integrated for 3000 yr (Ta-
ble 1) using identical PI boundary conditions as in previous
studies in PMIP (Crucifix et al., 2005). The average of the
model years 2900–3000 is considered to represent the clima-
tology in both simulations.

2.2.3 Hosing experiments

To investigate the stability of the two LGM ocean states and
the dependence of the AMOC on ocean stratification, we
have imposed constant freshwater perturbations (FWP) of
+0.2 Sv and +1 Sv over the Ice-Rafted Debris belt (around
40� N–55� N, 45�W–20�W) (Hemming, 2004) in the North
Atlantic for 150 and 100 yr, respectively (Table 1). After the
FWP, the experiments continued running for another 250 yr
to evaluate the recovery processes.
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Figure 3 100-year running mean for global mean SST in LGMW (blue) and 

LGMS (red). The gap between the model year 3000-3200 in LGMS is due to 

missed dataset. Units: °C. 

Fig. 3. 100 yr running mean for global mean SST in LGMW (blue)
and LGMS (red). The gap between the model year 3000–3200 in
LGMS is due to missed dataset. Units: �C.

2.2.4 The 27 ka simulation

As explicitly discussed in Sect. 3.2, reconstructions suggest
that the recorded LGM ocean structure might have been
formed prior to the LGM. To gain a deeper understanding on
the influence of boundary conditions (especially insolation)
in shaping the state of the LGM ocean and AMOC, we per-
formed the simulation LGMS27ka in which orbital parame-
ters of 27 ka BP (precession: 196.532�, obliquity: 22.2514�,
eccentricity: 0.017451) (Laskar et al., 2004) are imposed on
LGM boundary conditions. This simulation was initialized
from model year 4000 of LGMS and is integrated for 700 yr
(Table 1). The last 100 yr average was considered to represent
the corresponding 27 kaBP climatology.

3 Results and discussion

3.1 Different LGM ocean states and their responses to
freshwater perturbation

3.1.1 Surface properties

The global climatological mean SST are 14.9 �C and 15.3 �C
in LGMW-e and LGMS-tdeep, i.e. 2.8 �C and 2.4 �C lower
than the PI control run, respectively. The SST differences rel-
ative to PI are similar in the quasi-equilibrium ocean states
(Figs. 5 and 6). In the high latitudes of the Southern Hemi-
sphere, our model simulates a pronounced annual mean cool-
ing of SST around Antarctica (Figs. 5 and 6), in line with
proxy data (Gersonde et al., 2005). In the Northern Hemi-
sphere, a robust meridional thermal gradient is well simu-
lated around 40⇠ 45� N, and the most pronounced cooling
is found off the eastern coast of Iceland to eastern part of
Nordic Sea (Figs. 5 and 6). Both features are comparable to
reconstructions (Kucera et al., 2005; de Vernal et al., 2006).
In contrast to the MARGO data (Waelbroeck et al., 2009),
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Fig. 2. AMOC indices with respect to (a) NADW-cell (defined as
the maximum value of stream function below 500m in the North
Atlantic) and (b–c) AABW-cell (defined as the maximum of abso-
lute value of stream function below 2500m along 30� S) for LGMS
(red) and LGMW (blue). The bold solid lines are the 10 yr running
mean. Units: Sv=106 m3 s�1.

LGMW. Both PI simulations were integrated for 3000 yr (Ta-
ble 1) using identical PI boundary conditions as in previous
studies in PMIP (Crucifix et al., 2005). The average of the
model years 2900–3000 is considered to represent the clima-
tology in both simulations.

2.2.3 Hosing experiments

To investigate the stability of the two LGM ocean states and
the dependence of the AMOC on ocean stratification, we
have imposed constant freshwater perturbations (FWP) of
+0.2 Sv and +1 Sv over the Ice-Rafted Debris belt (around
40� N–55� N, 45�W–20�W) (Hemming, 2004) in the North
Atlantic for 150 and 100 yr, respectively (Table 1). After the
FWP, the experiments continued running for another 250 yr
to evaluate the recovery processes.
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Fig. 3. 100 yr running mean for global mean SST in LGMW (blue)
and LGMS (red). The gap between the model year 3000–3200 in
LGMS is due to missed dataset. Units: �C.

2.2.4 The 27 ka simulation

As explicitly discussed in Sect. 3.2, reconstructions suggest
that the recorded LGM ocean structure might have been
formed prior to the LGM. To gain a deeper understanding on
the influence of boundary conditions (especially insolation)
in shaping the state of the LGM ocean and AMOC, we per-
formed the simulation LGMS27ka in which orbital parame-
ters of 27 ka BP (precession: 196.532�, obliquity: 22.2514�,
eccentricity: 0.017451) (Laskar et al., 2004) are imposed on
LGM boundary conditions. This simulation was initialized
from model year 4000 of LGMS and is integrated for 700 yr
(Table 1). The last 100 yr average was considered to represent
the corresponding 27 kaBP climatology.

3 Results and discussion

3.1 Different LGM ocean states and their responses to
freshwater perturbation

3.1.1 Surface properties

The global climatological mean SST are 14.9 �C and 15.3 �C
in LGMW-e and LGMS-tdeep, i.e. 2.8 �C and 2.4 �C lower
than the PI control run, respectively. The SST differences rel-
ative to PI are similar in the quasi-equilibrium ocean states
(Figs. 5 and 6). In the high latitudes of the Southern Hemi-
sphere, our model simulates a pronounced annual mean cool-
ing of SST around Antarctica (Figs. 5 and 6), in line with
proxy data (Gersonde et al., 2005). In the Northern Hemi-
sphere, a robust meridional thermal gradient is well simu-
lated around 40⇠ 45� N, and the most pronounced cooling
is found off the eastern coast of Iceland to eastern part of
Nordic Sea (Figs. 5 and 6). Both features are comparable to
reconstructions (Kucera et al., 2005; de Vernal et al., 2006).
In contrast to the MARGO data (Waelbroeck et al., 2009),
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Fig. 3.4 Salinity trend in Atlantic Ocean for model year 2800-3000 in LGMS-tdeep (A) and 
LGMW-e (C) and model year 4500-4700 in LGMS-e (B) and model year 3800-4000 in 
LGMW (D). Units: psu/century. 
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Fig. 3.5 Annual mean of sea surface temperature (SST, unit: °C, shaded) and seasonal sea 
ice concentration (SIC, unit: %, contour) in the LGMW-e (a) and LGMS-tdeep (b). The white 
lines represent winter for each hemisphere, while the red line represents summer. The 
dashed lines indicate 15% SIC, and solid lines 90% SIC. (c) Zonal mean of global SST in 
PI (black), LGMW-e (blue) and LGMS-tdeep (red). Units: °C.  

a) 

b) 

c) 
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Fig. 3.6 Anomaly of annual mean SST for a) LGMW-e minus PI, b) LGMW-e minus LGMS-
tdeep and c) LGMW-e minus LGMS-e. Units: degC. 

 

a) 

b) 
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Fig. 3.7 Meridional section of zonal mean temperature (A-C, units: °C), salinity (D-F, units: 
psu) and stream function (G-I, units: Sv (106 m3/s)) in the Atlantic Ocean. For panel (F), we 
added 1 psu to the salinity field for a better comparison with the glacial salinity structure.  

3.1.2 Pre-industrial Simulations 

To examine whether the feature of time-dependency on initial ocean states in glacial 

simulations is also present in a warm climate, we conducted two pre-industrial (PI) 

simulations in this study. One was initialized from the same present-day ocean state as 

LGMS, which is referred to as PI control run and has been analyzed by Wei et al. [2012]. 

The other one, LGM2PI, was initialised from the glacial ocean state of LGMW. Both PI 

simulations were integrated for 3000 years (Table 1) using identical PI boundary 

conditions as in previous studies in PMIP. The average of the model years 2900-3000 is 

considered to represent the climatology in both simulations. 

3.1.3 The 27ka BP simulation 

Previous studies suggest that additional cooling in the Southern Ocean will benefit the 

formation of AABW during the LGM [ Shin et al., 2003; Butzin et al., 2005; Liu et al., 

a)� b)� c)�

d)� e)� f)�

g)� h)� i)�
LGMW-e LGMS-t PI control 

LGMW-e LGMS-t PI control 

LGMW-e LGMS-t PI control 



 Chapter 3 -23- 
 

 

2005; Otto-Bliesner et al., 2007]. Given the long term equilibrium time scale of LGM 

simulation initialized from present-day ocean, it is of great interest that whether changes 

in the insolation is capable to promote formation of dense AABW. Thus, we performed 

the simulation LGMS27ka in which orbital parameters of 27ka BP (precession: 196.532°, 

obliquity: 22.2514°, eccentricity: 0.017451) [Laskar et al., 2004] are imposed on LGM 

boundary conditions. This simulation was initialized from model year 4000 of LGMS and 

is integrated for 700 years (Table 1). The last 100-year average was considered to 

represent the corresponding 27ka BP climatology. 

3.2 Results and Discussions 

3.2.1 Surface Properties 
The global climatological mean SST are 14.9°C and 15.3°C in LGMW-e and LGMS-

tdeep, i.e. 2.8°C and 2.4°C lower than the PI control run, respectively. The SST 

differences relative to PI are similar in the quasi-equilibrium ocean states (Figs. 3.5 and 

3.6). In the high latitudes of the Southern Hemisphere, our model simulates a pronounced 

annual mean cooling of SST around Antarctica (Figs. 3.5 and 3.6), in line with proxy data 

[Gersonde et al., 2005]. In the Northern Hemisphere, a robust meridional thermal 

gradient is well simulated around 40~45°N, and the most pronounced cooling is found off 

the eastern coast of Iceland to eastern part of Nordic Sea (Figs. 3.5 and 3.6). Both 

features are comparable to reconstructions [Kucera et al., 2005; de Vernal et al., 2006]. In 

contrast to the MARGO data [Waelbroeck et al., 2009], our model as well as PMIP2 

models underestimate the pronounced east-west SST anomaly gradient in the northern 

North Atlantic.  

Despite the different initial conditions in LGMW and LGMS, there is also a reasonable 

agreement between the sea ice concentrations (SIC) in both ocean states and proxy data  

(Fig. 3.5a, b), such as the austral winter sea ice extent in the Atlantic sector and the 

austral summer sea ice extent in the Indian ocean sector [Gersonde et al., 2005].  But the 

simulations underestimate the large extent of summer sea ice between 5°E and 5°W in the 

Southern Ocean. During boreal winter, sea ice increases, especially along the coast of 

Newfoundland, extending far into the western Atlantic [ Pflaumann, 2003; Kucera et al., 

2005; de Vernal et al., 2006]. Sea ice extent is underestimated in the north-eastern 
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Atlantic Ocean in our model [Paul and Schäfer-Neth, 2003; Pflaumann, 2003] due to an 

active North Atlantic current maintains relatively warm conditions at the sea surface (Fig. 

3.5). During boreal summer the eastern part of the Nordic Seas is partly sea-ice free (Fig. 

3.5a, b), which is spatially coherent with sea ice free conditions as indicated in the 

GLAMAP reconstruction of the LGM [Paul and Schäfer-Neth, 2003; Pflaumann, 2003].  

In addition, there is perennial summer sea-ice extent in the west of the Nordic Sea along 

the eastern coast of Greenland and Labrador Sea (Fig. 3.5), in agreement with the 

reconstructions [Pflaumann, 2003; Kucera et al., 2005; de Vernal et al., 2006]. In 

summary, the similar surface properties generated in both LGM ocean states LGMS-

tdeep and LGMW-e are consistent with the reconstructions, representing the 

climatological surface patterns during the LGM.  

3.2.2 Distinct Deep Ocean Properties  
Figure 3.7 shows the meridional sections of zonal mean sea salinity and temperature 

along the Atlantic Ocean and the spatial patterns of the AMOC. In terms of the water 

mass properties of ocean interior there are pronounced differences between LGMW-e and 

LGMS-tdeep (Fig. 3.7). Only LGMW-e possesses an important key feature of the glacial 

ocean, i.e. the saltier and colder AABW at the bottom of the Southern Ocean compared to 

LGMS-tdeep. This is consistent with a reconstruction of Adkins et al. [2002], while the 

water mass of LGMS-tdeep is more similar to the present-day ocean state (Fig. 3.7e, f). 

According to water mass configuration reconstructed from nutrient tracers [ Duplessy et 

al., 1988; Curry and Oppo, 2005; Marchitto and Broecker, 2006; Lynch-Stieglitz et al., 

2007; Hesse et al., 2011], the North Atlantic Deep Water (NADW) shoals to about 2000-

2500 m as Glacial North Atlantic Intermediate Water (GNAIW) due to the enhanced 

northward invasion of Antarctic Bottom Water (AABW) at the LGM. The AMOC 

associated with the sinking of NADW (hereafter NADW-cell) in LGMW-e shoals by 

~500 m relative to present day to 2500 m. This is indicative of a shallow NADW-cell and 

an abyssal ocean occupied by the AABW (hereafter AABW-cell) (Fig. 3.7a, d, g). A 

similar pattern is also found in the quasi-equilibrium state LGMS-e. However, in LGMS-

tdeep the NADW-cell penetrates to ~3100 m, even deeper than today (Fig. 3.7b, e, h). 

Besides the evident contrast in the deep ocean properties, differences in the AMOC 

strength between LGMW-e and LGMS-tdeep are also pronounced, although both are 
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stronger than present day (Fig. 3.7g, h, i). In our LGM simulations, enhanced southern 

westerlies relative to the PI control run (Fig. 3.8) result in a stronger NADW-cell due to a 

stronger “Drake Passage Effect” via the enhanced Ekman upwelling of the deep water 

[Toggweiler and Samuels, 1995; Wei et al., 2012]. Furthermore, stronger net evaporation 

in the Atlantic catchment area (Fig. 3.9) combined with more heat loss to the atmosphere 

from the convection sites over the North Atlantic (Fig. 3.10) also result in an enhanced 

NADW-cell [Weber et al., 2007]. In addition, the formation of AABW as a result of brine 

rejection during sea-ice formation is enhanced due to extensive sea-ice formation and 

increased sea-ice export during the LGM (Fig. 3.11) [Shin et al., 2003]. As a 

consequence, the expected stronger AMOC states in LGMW-e and LGMS-tdeep should be 

distinct from today. Note that the overturning circulation is evidently reduced due to the 

stronger vertical stratification that weakens the AMOC from ~27 Sv in LGMS-tdeep (Fig. 

3.7h) to ~18 Sv in LGMW-e (Fig. 3.7g). Furthermore, the resulting AMOC in LGMW-e 

is also supported by reconstructions, suggesting that the glacial AMOC is shallower 

[Duplessy et al., 1988; Curry and Oppo, 2005; Marchitto and Broecker, 2006; Lynch-

Stieglitz et al., 2007; Hesse et al., 2011] but as strong as in the subsequent warm periods 

within data uncertainties [Lippold et al., 2012; Ritz et al., 2013]. Although proxy data for 

the LGM are actually consistent with a range of Atlantic circulation states [McCave et al., 

1995; Yu et al., 1996; McManus et al., 2004; Lynch-Stieglitz et al., 2007; Praetorius et 

al., 2008; Gherardi et al., 2009; Huybers and Wunsch, 2010], even including the modern 

state [e.g., LeGrand and Wunsch, 1995], the ocean state LGMS-tdeep can be ruled out due 

to its large inconsistency with the proxy data.  

The different ocean states found in our model are in quasi-equilibrium according to the 

PMIP criteria but possess distinct features with respect to ocean structure and overturning 

circulation, which can be also found in PMIP2 models (Fig. 3.1). Accordingly, one can 

classify the simulated ocean states in PMIP2 models into two classes, “glacial-like” 

ocean state as LGMW-e and “present day-like” glacial ocean state as LGMS-tdeep. 
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Fig. 3.8 Zonal mean of wind stress in Southern Hemisphere (unit: Pa). PI: preindustrial run; 
LGMW-e: the LGM simulation is initialized from the glacial Ocean; LGMS-tdeep: the LGM 
simulation is initialized from the Present Day Ocean. 

          
Fig. 3.9 Zonal mean of net freshwater flux (FWF, unit: Sv, 106m3/s) in the Atlantic catchment 
area. Blue line represents LGMW-e, red LGMS-tdeep and black PI.  
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A 

 
B 

Fig. 3.10 Anomaly of heat flux (unit: W/m2) between A) LGMW-e and PI, B) LGMS-tdeep and 
PI. Negative values indicate heat loss from the ocean. The reduced heat loss from the 
ocean in Nordic sea and in the Japan Sea is attributed to the enhanced sea ice cover (Fig. 
3.5)  
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Fig 3.11 A. Anomaly of climatological SIC (%, shaded) and Sea Ice Transport (m2/s, vector, 
the scale is indicated by the black arrow below the panels) between LGMS-tdeep and PI. 
Black contour represent 15% SIC, while blue for 90% SIC. Solid line indicates SIC in 
LGMS-tdeep, and the dashed is for PI. B) Same as A), but for LGMW-e and LGMS-tdeep. In 
our LGM runs, the extensive SIC and SIC export contribute to enhanced brine rejection, 
which is of great importance to maintain the AABW formation during the LGM. 

A"

B"
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3.2.3 Reconciling the discrepancies in simulated LGM ocean states 
A significant feature in our LGM simulations is the different equilibrium time scales 

depending on the initial ocean states. When the present-day ocean serves as the 

initialization (e.g. LGMS), the simulated ocean state after 2500 model years reaches a 

temporary quasi-equilibrium state identified by the PMIP protocol, in which the trends in 

the deep ocean are significant. (Figs. 3.2-3.4). The simulated surface properties are 

consistent with reconstructions (Figs. 3.5 and 3.6), further masking the transient deep ocean 

characteristics. This feature is not identified in the simulation initialized from a glacial 

ocean state (LGMW). Due to the lack of a specification regarding the initial ocean state for 

simulating the LGM, all the PMIP2 models (except CCSM3 and HadCM) were initialized 

from the present-day ocean [Braconnot et al., 2007; Weber et al., 2007]. As a consequence, 

CCSM3 and HadCM eventually generate a glacial-like ocean (e.g. LGMW-e), whereas 

other simulations generate a present day-like ocean (e.g. LGMS-tdeep), emphasizing the 

important role played by initial ocean states on LGM simulations (Figs. 3.1). Furthermore, 

our results could be interpreted in the sense that the large spread of simulated LGM ocean 

state among the PMIP2 models can be attributed to different (or insufficient) deep ocean 

equilibration or initialization. 

3.2.4 Deep Ocean Quasi-equilibrium criteria  
It is noteworthy that the fundamental difference between LGM ocean states LGMW-e and 

LGMS-tdeep is their distinct vertical stratification associated with the AABW-cell, which is 

relatively stable compared with the NADW-cell in the LGM simulations (Fig. 3.2). This is 

supposed to be the main cause for a weaker NADW-cell associated with a pronounced 

vertical stratification, owing to continuous transportation of the dense AABW to the 

abyssal Atlantic basin in LGMS. To explicitly diagnose the transient characteristics of the 

deep ocean in LGMS and qualify the possibility that the deep ocean in some of the PMIP2 

models were not in quasi-equilibrium, an equilibrium criteria for deep ocean properties 

should be well specified for future model inter-comparisons.  

Shown in Fig. 3.4 are the salinity trends in the Atlantic Ocean in LGMS-tdeep, LGMS-e, 

LGMW-e and model years 3800-4000 of LGMW. In the quasi-equilibrium ocean states in 

LGMW and LGMS-e (Fig. 3.4b-d), salinity varies at a rate of no more than 0.006 

psu/century at a water depth lower than 3000 m, whereas up to or even more than 0.01 
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psu/century in LGMS-tdeep (Fig. 3.4a). In addition, the deep ocean salinity trend is 

relatively larger in the Atlantic section of the Southern Ocean that is one of main formation 

sites of AABW. Therefore, we propose that the glacial deep ocean can be diagnosed as 

quasi-equilibrium at least when basin-wide average salinity at depths larger than 3000 m 

varies at a rate less than 0.006 psu/century in Atlantic Ocean and less than 0.008 

psu/century in Atlantic section of Southern Ocean.  

Previous model studies suggested that the strengthened sea ice formation and export under 

a cold climate could enhance brine rejection in the Southern Ocean, leading to a 

strengthened AABW [Shin et al., 2003; Butzin et al., 2005; Liu et al., 2005; Otto-Bliesner 

et al., 2007].  This suggests that the colder the simulated Southern Ocean is, the more 

efficient the AABW formation.  

Figure 3.12 shows the zonal mean SST bias of the PMIP2 models with observation data at 

present day. It is evident that only CCSM3 in the PMIP2 models and the model used in this 

study (COSMOS) have a general cooling bias south of 50°S that is close to the northern 

edge of winter sea ice cover during the LGM [Gersonde et al., 2005]. This surface cooling 

bias may accelerate the formation of AABW and thus shorten the equilibrium time scale for 

the deep ocean. Considering the integration time of 5000 years in the simulation LGMS, 

we suggest that the equilibrium time scale for the PMIP2 models initialized from present-

day ocean state could be no less than 5000 years. Given the equilibrium time scale of 

~2500 years in LGMW, it is of utmost importance to specify one standard glacial ocean 

state to initialize the glacial simulations in the new phase of PMIP for the improvement of 

LGM simulations and future inter-model and model-data comparison. 

In addition, a time interval with decreased obliquity that reduces the annual mean 

insolation over the high latitudes of both hemispheres can be characterized by enhanced 

sea-ice formation, promoting the formation of dense AABW. Shown in Figure 3.13 is the 

salinity anomaly of global meridional section between LGMS27ka and LGMS. It is 

evident that 27ka BP orbital configuration is more efficient to form the dense AABW 

than the LGM. This result provides one potential, regardless of the model uncertainty, to 

explain the origin of the reconstructed LGM ocean structure.  
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Figure 3.12 Spatial SST anomaly between respective PI control runs of the models 
participating in PMIP2 and observational data (World Ocean Atlas 98). Panel in lower right 
is the zonal mean SST anomaly, i.e. CCSM3 (black solid), MIROC 3.2 (red solid), 
HadCM3M2 (green solid), IPSL-CM4-V1-MR (blue solid), ECBilt-CLIO (yellow solid), 
FGOALS-1.0g (cyan solid)), as well as the model used in this study (COSMOS, black 
dashed).  
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Fig. 3.13 Meridional section of zonal mean salinity anomalies (shaded) in global ocean 
between LGMS27ka and LGMS-e. For the comparison, we averaged the corresponding 
model year 4600-4700 in both experiments. 

3.2.5 Differences of deep ocean equilibrium time scales between PI and LGM 

conditions 

In the following we investigate whether the dependence of equilibrium time scales on 

initial ocean states is also present in PI simulations. Figure 3.14 shows the meridional 

sections of zonal mean sea salinity and temperature along Atlantic Ocean in simulation 

LGM2PI. The resulting deep ocean properties are similar to our PI control run (Fig. 

3.14), implying that equilibrium time scale of the deep ocean under PI boundary 

conditions is shorter than under LGM conditions.  

Shown in Fig. 3.15 are the changes of sea temperature and salinity with time during the 

spin-up of LGM2PI and LGMS. In the spin-up of the LGM2PI, the upper layers of the 

ocean are warmed due to the warm boundary conditions, reducing the AMOC and 

NADW formation (Fig. 3.15a). In this case the way that the bottom water mass interacts 

with the surface is mainly through the AABW formation in the Southern Ocean. In our 
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climate model the major regions of AABW formation in PI are Antarctic on-shore areas 

where brine rejection occurs (Fig. 3.15a, b) due to sea ice formation and export. Given 

this, the warm upper-layer water mass can be transported to the bottom in the Southern 

Ocean (Fig. 3.15a) and destabilizes the ocean stratification. Under LGM boundary 

conditions, the equatorward-extended permanent sea ice edge (Fig. 3.5) will shift the 

major AABW formation regions to the open ocean (Fig. 3.15c, d) where the dilution of 

the brines released by sea ice is more important and the effect of the brine-generated 

dense water is much more reduced than in on-shore regions [Bouttes et al., 2012]. In 

addition, the cooled upper-layer water mass favors a strengthened AMOC during the 

spin-up of LGMS, decelerating the northward extension of glacial AABW. Thus, the 

difference of the equilibrium time scale of deep ocean water mass between PI and LGM 

boundary conditions can be attributed to the shift of AABW formation sites and different 

responses of the AMOC to the boundary conditions during the spin-up.  
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Fig. 3.14 Meridional section of zonal mean temperature (A) and salinity (B) in the Atlantic 
Ocean in LGM2PI. The deep ocean structure is similar to PI control run, indicating that the 
Pre-industrial simulation is insensitive to the initial ocean condition. 
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            C 

             D 
Fig. 3.15 Zonal mean temperature (A, C) and salinity (B, D) anomalies between the 350th 
and 200th model year in LGM2PI (A, B) and LGMS (C, D). Note that the range of color bar 
in LGM2PI is twice as large as in LGMS. 

3.3 Conclusions of Chapter 3 

Based on our investigations of transient and quasi-equilibrium integrations of the glacial 

climate we find a suite of key findings and conclusions that can be summarized as 

follows. 

• Climatological surface characteristics can be similar and quasi-stationary, even 
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when a significant trend in deep ocean properties still exists. 

• The equilibrium time scale of the deep ocean in the LGM simulation initialized 

from present-day ocean might be in the order of ~ 5000 years, whereas only 

around 2500 years in the ocean initialized from a glacial ocean state. Orbital 

configuration of 27ka BP can shorten the equilibrium time scale in the former case 

by accelerating the AABW formation due to the corresponding weak insolation 

over the Southern Ocean. 

• The equilibrium time-scale under LGM boundary conditions (~5000 years) is 

much longer than under pre-industrial boundary conditions, most likely due to a 

less effective transfer of temperature and salinity changes to the abyssal ocean and 

different responses of the AMOC to boundary conditions during the spin-up. 

• According to the PMIP criteria [Braconnot et al., 2007], such quasi-stationary 

states can be classified as equilibrium states, based on surface temperature trend 

analysis. Hence, caution on deep ocean must be taken when these allegedly quasi-

equilibrium states on the basis of surface properties are used as a reference for 

both model inter-comparison and data/model comparison.  

• Differences in the AMOC strength and deep ocean properties between quasi-

equilibrium states suggest that the large spread among the modeled LGM ocean 

states and the apparent discrepancies in comparison to proxy data could be partly 

due to the dependency of equilibrium time scale of the deep ocean on the initial 

ocean states under glacial conditions. Thus, future protocols of PMIP might benefit 

from a detailed description of initialization procedures to warrant a sensible model 

inter-comparison, as well as data/model comparison 
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Chapter 4. Control of rapid glacial climate shifts by variations 

in intermediate ice-sheet volume* 

A common explanation for DO cycles involves changes in the AMOC [Clark et al., 

2002b; Rahmstorf, 2002], perhaps triggered by freshwater forcing [Ganopolski and 

Rahmstorf, 2001; Schmittner et al., 2002]. However, the representation of freshwater 

origin, history and magnitude, used to force abrupt ocean circulation changes, varies 

among models [Ganopolski and Rahmstorf, 2001; Schmittner et al., 2002; Roche et al., 

2004; Stouffer et al., 2006; Liu et al., 2009; Menviel et al., 2011; Carlson and Clark, 

2012; Roberts et al., 2014] and paleoceanographic evidence for these ocean circulation 

changes and their linkage to freshwater perturbation remains elusive [Dansgaard et al., 

1993; McManus et al., 1999; Elliot et al., 2002; Hemming, 2004; Ahn and Brook, 2008; 

Piotrowski et al., 2008; Barker et al., 2011]. One fundamental characteristic, proposing a 

profound clue in the mystery, is that almost all of the DO-type events occurred during 

glacial periods when global ice volume was of varying intermediate levels [Dansgaard et 

al., 1993; McManus et al., 1999; Schulz et al., 1999; Barker et al., 2011], suggesting a 

potential relationship between the intermediate ice sheets and the existence of millennial 

scale variability [Wunsch, 2006].  

4.1 Nonlinear responses of glacial ocean to changes in global ice volume  

To test how changes in Northern Hemisphere ice-sheets affect global climate during 

glacial periods, we initialize the simulations by the LGMctl ocean state (i.e. LGMW-e 

mentioned in the Chapter 3) with imposing different NHIS heights (Table 1). The 

corresponding NHIS heights are achieved by multiplying the height anomaly between 

LGM and present day (PD) ice sheet orography with a variable height scaling factor 

(Hsf).  Hsf = 1 corresponds to LGM default orography; Hsf = 0 corresponds to PD 

default orography. All other model parameters and forcings are identical to LGMctl and 

the area out of the NHIS is fixed to the LGM orography. The ice volume anomaly 

between Hsf=1 and Hsf=0 is equivalent to about 90m global sea level change (Fig. 4.1). 

In addition, the Antarctic Ice Sheet (AIS) contributes around 30m equivalent sea level 

                                                
* This work was in revision in Nature now. 
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drops, which is fixed in our simulations. Noteworthy is that the change in the NHIS by 

multiplying the factor Hsf also change the ice-sheet shape and volume (Fig. 4.1). 

Regarding this issue, we refer the combined NHIS height, volume and size changes as 

'NHIS height' in this study. It is evident that the higher NHIS leads to a relatively stronger 

AMOC and a nonlinear behaviour of the AMOC exists at intermediate ice-sheet levels of 

which the equivalent sea level drop is around 66 m (Fig. 4.2). 

Furthermore, to evaluate the different contributions of the Fennoscandian Ice Sheet (FIS) 

and the Laurentide Ice Sheet (LIS) to the glacial ocean circulation, we conducted two 

more sensitivity simulations (FIS_0.4 and LIS_0.4); one fixing the FIS at Hsf = 1 and 

setting the LIS to Hsf=0.4, and the other fixing the LIS at Hsf = 1, and setting the FIS to 

0.4, respectively (Table 1). Based on these two experiments it is shown that the role 

played by the LIS is more important than the FIS on controlling the glacial ocean 

circulation (Fig. 4.2).  

4.2 Tempo-spatial variation of internal climate variability in the 

northern North Atlantic and Nordic Sea 

To further investigate the transient characteristics of the abrupt climate shift, we conduct 

a simulation (ISTran45) by gradually increasing the NHIS volume from an intermediate 

ice-sheet level at a rate of 1.8 cm/year equivalent sea level drop (Fig. 4.3a). In response to 

a linear ice-sheet increase, surface air temperature (SAT) in the northeastern North 

Atlantic is characterized by a gradual warming, rather than the two-step resumption 

process as demonstrated by AMOC strength (Fig. 4.3a). Initially, over the first 70 years, 

SAT in the northern North Atlantic gradually warms up by 4 °C, coincident with a 3 Sv 

increase in AMOC strength (Fig. 4.3a). Once the surface warming passes a thermal 

threshold (~ -2.5 °C), the weak AMOC increases abruptly by ~10 Sv within half a 

century, resuming the strong mode, along with a further warming of about ~3 °C in the 

North (Figs. 4.3a and 4.4a, b).  
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Fig. 4.1 Topography anomaly between Hsf=1 (LGMctl) and Hsf=0 (NHIS_0.0) and 
topography in LGMctl, NHIS_0.4 and NHIS_0.0. The ice-sheet imposed in LGMctl is 
derived from the PIMP3 protocol (https://pmip3.lsce.ipsl.fr/), referring to LGMW in chapter 
3. The Northern Hemisphere ice-sheet anomaly between LGM (Hsf=1) and PI (Hsf=0) 
contributes to equivalent sea level change of  ~90 meters. 
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Fig. 4.2 Spatial patterns of simulated AMOC under the different ice-sheet configurations 
prescribed in Table 1. 
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 Initial ocean NHIS (Hsf) Other forcing Integrated years 

LGMctl LGM 1 LGM 4000 

NHIS_0.8 LGM 0.8 LGM 300 

NHIS_0.7 LGM 0.7 LGM 300 

NHIS_0.6 LGM 0.6 LGM 800 

NHIS_0.5 LGM 0.5 LGM 600 

NHIS_0.4 LGM 0.4 LGM 1400 

NHIS_0.2 LGM 0.2 LGM 600 

NHIS_0.0 LGM 0 LGM 2000 

FIS_0.4 NHIS_0.4 0.4 (FIS) LGM 700 

LrtdIS_0.4 NHIS_0.4 0.4 (LIS) LGM 700 

ISTran45 NHIS_0.4w 0.4-0.45 LGM 250 

TrGHG04 NHIS_0.4w 0.4 185-205ppm CO2   500 

NHIS_0.45 NHIS_0.4 0.45 LGM 600 

NHIS_0.4s NHIS_0.45 0.4 LGM 600 

NHIS_0.35s NHIS_0.4s 0.35 LGM 600 

NHIS_0.3s NHIS_0.35s 0.3 LGM 600 

NHIS_0.25 NHIS_0.3s 0.25 LGM 600 

NHIS_0.3w NHIS_0.25 0.3 LGM 600 

NHIS_0.35w NHIS_0.3w 0.35 LGM 600 

NHIS_0.4w NHIS_0.35w 0.4 LGM 500 

Table 1 Model simulations used in Chapter 4. The simulation LGMctl is identical to LGMW in 
the Chapter 3.  

The SAT in the northern North Atlantic is characterized by strong variability during the 

weak AMOC mode as well as the SIC and subsurface temperature (SubST) (Figs. 4.3a 

and 4.4c). In fact the characteristics in the warm climate state with strong AMOC mode 
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are already within the range of variability in the cold climate state with weak AMOC 

mode (Figs. 4.3a and 4.5-4.9). We attribute the strong variability to the active interplay 

between the sea-ice change and the subsurface warming in the northern North Atlantic. 

Indeed, cold background climate (weak AMOC mode) supports sea-ice formation and 

build-up of a strong halocline in the northern North Atlantic. However, under the 

intermediate ice-sheet volume the accumulated warm subsurface water mass can 

gradually destabilize the water column, triggering the release of subsurface heat, and 

resuming a warm sea surface temporally [Rasmussen and Thomsen, 2004; Rühlemann et 

al., 2004; Kim et al., 2012] (Figs. 4.3a and 4.10). Once the gradual surface warming in 

the northern North Atlantic passes a thermal threshold, the reduced SIC and the weakened 

stratification undermine the interaction between the sea-ice change and subsurface 

warming, lowering the internal climate variability (e.g. SAT, SIC and SubST) (Figs. 4.3a, 

4.4c-d). Thus, the warming background climate acts to increase air-sea heat flux and 

promotes a fast resumption of deep convection, further warming the northern North 

Atlantic and completing the abrupt transition to a warm climate state (Fig. 4.3a). In 

parallel, the robust variability in the northern North Atlantic actually shifts, along with 

the mode transitions, to the Nordic Sea, causing a fluctuation of SIC and resulting in 

large temperature variations there (Figs 4.4c, d).  
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Fig. 4.3 Transient simulations with gradually increasing NHIS height (ISTran45) and CO2 
level (TrGHG04). The variables in each subplot, respectively, are the forcing, NHIS volume 
in (a) and CO2 concentration (units: ppm) in (b)), AMOC index (AMOC maximum in the 
north of 45°N, units: Sv), SAT index (average in 56-65°N, 5°W-30°W units: °C), SIC index 
(same regional mean as SAT index, units: %) and SubST index (same regional mean as 
SAT index, units: °C) in the northern North Atlantic. Bold lines for 30-year running mean of 
original data (gray lines). Shadings indicate one standard deviation of the indices. The 
vertical purple and red dashed lines represent the starting point for the transient simulations 
and abrupt AMOC transitions. Negative model years indicate the control simulation of 
NHIS_0.4.  

 

 

 

Fig. 4.4 Ocean circulation and internal SAT variability in experiment IStran45 under both 
cold and warm climate states. Cold and warm climate defined as model year -200 to 0 and 
150-250 in Fig 1a. (a) and (c) represent the AMOC and standard deviation of surface air 
temperature in the cold climate, and (b) and (d) for the warm climate. AMOC plots indicate 
zonally integrated meridional transport in the Atlantic Basin from 30°S. Noteworthy is the 
increased strength and northward shift of the deep-water convection sites in (b) compared 
to (a). 
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a)

b) 

Fig. 4.5 a) time series of SAT index in northern North Atlantic (average in 56°-65°N, 5°W-
30°W units: °C) and b) composite maps of sea-ice cover in warming and cooling cases in 
the weak AMOC mode of ISTran45 (the model year -200-0). Dashed lines in a) represent 
±1𝜎 of the SAT index. The warm (cold) cases are defined as above (below) one standard 
deviation.   
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a) 

b) 

Fig. 4.6 Same as Fig. 4.5 but for the strong mode (the model year 150-250) in ISTran45. 

 

Longitude

La
tit

ud
e

Cooling Cases (SIC)

 

 

−40 −20 0 20

40

50

60

70

0

0.5

1

Longitude

La
tit

ud
e

Warming Cases (SIC)

 

 

−40 −20 0 20

40

50

60

70

0

0.5

1

Longitude

La
tit

ud
e

Cooling − Warming (SIC)

 

 

−40 −20 0 20

40

50

60

70

−0.5

0

0.5

Longitude

La
tit

ud
e

Cooling Cases (SAT)

 

 

−40 −20 0 20

40

50

60

70

−40

−30

−20

−10

0

10

Longitude

La
tit

ud
e

Warming Cases (SAT)

 

 

−40 −20 0 20

40

50

60

70

−40

−30

−20

−10

0

10

Longitude

La
tit

ud
e

Cooling − Warming (SAT)

 

 

−40 −20 0 20

40

50

60

70

−15

−10

−5

0

5

120 140 160 180 200 220 240
−8

−6

−4

−2

0

2

4

model years

NE
 A

tla
nt

ic 
SA

T 
AN

O
 (d

eg
C)

 

 

warm 

cold 



 Chapter 4 -49- 
 

 

 
Fig. 4.7 Spatial pattern of SIC variability in weak (a) and strong (b) AMOC modes of 
ISTran45. The weak and strong mode are define as the model year -200 to 0 and 150 to 
250 in the Fig 4.3a, respectively. 

  

 

 

 
Fig. 4.8 Histogram of the SAT index in the weak (model year -200 to 0) and strong mode 
(model year 150 to 250) of ISTran45. 
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Fig. 4.9 Climatology mean of sea-ice concentration in the weak (model year -200 to 0) and 
strong mode (model year 150 to 250) of ISTran45 

 

 

 
Fig. 4.10 Same as Fig. 4.5, but for sea surface temperature (units: degC), 100-1000m 
subsurface sea temperature (units: degC) and AMOC (units: Sv). 
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4.3 Hysteresis of Glacial Ocean with respect to Ice-sheets variations 

Further towards a full understanding on the effect of ice-sheet height variation on glacial 

climate and the governing mechanism, the hysteresis behavior of the glacial ocean is also 

tested in our model and shown in Figure 4.11. In this case, the NHIS height was adjusted 

in a Hsf sequence of 0.45, 0.4, 0.35, 0.3, 0.25, 0.3, 0.35 and 0.4, initializing each new run 

with the previous ocean state (Table 1).  Every simulation was integrated for no less than 

500 years, ensuring that the ocean is close to a quasi-equilibrium state.  

Following the hysteresis, branch 1 (points a-b in Fig 4.11a, b) demonstrates the abrupt 

AMOC resumption, branches 2 (points b-e in Fig 4.11a, b) and 3 (points e-f in Fig 4.11a, 

b) respectively represent the gradual and rapid Northern Hemisphere cooling and the 

return to cold conditions, indicated here by hysteresis branch 4 (points f-h in Fig 4.11a, 

b). Indeed, the associated AMOC change following this hysteresis curve is remarkably 

similar to the general shape of the DO cycle [Dansgaard et al., 1993] (Fig. 4.11b). Most 

notably, the hysteresis curve demonstrates a glacial ocean characterized by a classical 

bistable regime, in the range between 30% and 40% of full glacial NHIS volume (Fig. 

4.11a). This is equivalent to a 57-66m global sea-level drop  (Fig. 4.1). Within the 

bistable range, two distinct glacial ocean modes with strong and weak AMOC (not “off” 

mode) coexist under identical boundary conditions, and are characterized by spatial 

patterns generally consistent with proxy data outlining interstadial and stadial conditions, 

respectively [Voelker, 2002] (Figs. 4.12-4.15).  

Given the same ice-sheet configuration, the strong AMOC mode, in comparison to the 

weak circulation, is characterized by reduced sea-ice cover in the northeastern North 

Atlantic, allowing heat loss to the atmosphere and enhancing the AMOC via the 

formation of North Atlantic Deep Water (Fig. 4.16a). In parallel, the warmer surface 

associated with this reduced sea ice acts to enhance the local atmospheric low pressure 

system (Fig. 4.16b), thereafter boosting the Gulf Stream water mass and heat transport 

via the altered wind system over the North Atlantic ocean (Figs. 4.16c and 4.17). This 

contribution provides an atmosphere-ocean positive feedback mechanism stimulating 

further sea-ice melting and thus heat flux from the ocean, maintaining convection in the 
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North Atlantic.  

In addition to the positive atmosphere-ocean feedback, two mechanisms with respect to 

the varying NHIS involve to account for this hysteresis behaviour of the glacial climate. 

Firstly, changes in the sea-ice export to the North Atlantic, and secondly, adjustments of 

the gyre systems, both of which occur in response to wind changes forced via variations 

in the NHIS height, especially the LIS (Fig. 4.2). Our model simulations show that 

changes in the height of the LIS splits the northern and southern branch of the westerly 

winds in different directions, leading to changes in the Atlantic circulation and sea-ice 

coverage. Associated with a gradual increase of the NHIS, the maximum westerly wind-

stress shifts northwards to ~57°N (Fig. 4.17). Consequently, the zonal wind stress over 

the South Labrador Sea decreases, effectively weakening the sea ice export to the North 

Atlantic. This reduces the sea-ice concentration and results in a surface warming over the 

region, permitting open ocean convection and the reformation of North Atlantic Deep 

Water  (Figs. 4.16 and 4.17). In parallel, a strengthened wind-stress curl accelerates the 

North Atlantic gyre systems, encouraging both the advection of heat via the Gulf Stream 

and vertical mixing in the sub-polar North Atlantic, the latter acting to increase 

ventilation of subsurface warm waters, resulting in large-scale heat loss and further open 

ocean convection (Figs. 4.16-4.18).  

In combination with the positive atmosphere-ocean feedback, therefore, a slight variation 

in the intermediate ice-sheet height (i.e. less than 2m equivalent sea-level change) is 

capable of instigating the abrupt mode transitions via an adjustment of the heat 

distribution and sea ice cover in the North Atlantic (Figs. 4.3a and 4.11). Although the 

hydrological compensation due to the global ice volume changes is not considered here, 

salinification/dilution in the North Atlantic are characterized by the similar effect as the 

increasing/decreasing NHIS on triggering the climate mode shifts. It is important to note 

that the existence of this bistable regime is attributed to the local atmosphere-ocean 

positive feedback mechanism rather than the hydrological balance in the Atlantic basin as 

suggested by numerous other studies (see details in Chapter 5).  

In addition to millennial-scale sea level fluctuation [Hemming, 2004; Siddall et al., 2008], 

it is known that some large DO events are accompanied by global increases of 
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atmospheric CO2 concentration [Ahn and Brook, 2008]. We therefore performed a 

transient experiment (TrGHG04) in which a linear increase of atmospheric CO2 

concentration ranging from 185 to 205 ppm is imposed over 500 years (under constant 

ice-sheet size of 40% maximum glacial level). In this simulation, a similar, yet even more 

abrupt Northern Hemisphere warming is simulated (Fig. 4.3b). This is due to a release of 

additional subsurface heat (resulting from a weakened overturning circulation which 

exists in response to the increasing CO2 level) [Gregory et al., 2005] to the atmosphere, 

thereafter triggering an abrupt warming of ~ 7°C in the North-East Atlantic within 20 

years. The timing and magnitude of this warming is consistent with proxy data revealing 

DO-events to be simultaneous with increased global CO2 [ Dansgaard et al., 1993; Ahn 

and Brook, 2008], indicating that only increases in atmospheric CO2 can trigger 

[Banderas et al., 2012] and even amplify the abrupt Northern Hemisphere warming under 

the intermediate ice-sheet volume. 

4.4 Conclusions of Chapter 4 

In summary, the model results discussed here demonstrate for the first time the role of 

NHIS on the hysteresis behavior of the glacial ocean, corroborating a previous hypothesis 

that the millennial-scale variability during glacial periods is dependent on the existence of 

continental ice sheets [Wunsch, 2006]. The bistable ocean regime accounting for the 

glacial abrupt climate switches is related to intermediate ice-sheet volumes, consistent 

with the fundamental characteristic of the millennial-scale variability in the records 

[Dansgaard et al., 1993; McManus et al., 1999; Schulz et al., 1999; Barker et al., 2011]. 

The simulated global responses are also supported by a host of proxy data associated with 

DO-type variability [Voelker, 2002]. In conclusion our results provide a novel and broad 

framework for understanding the occurrence of rapid climate changes during glacials, 

indicating that only minor changes in global sea level and/or carbon dioxide may induce 

abrupt ocean circulation change under intermediate ice-sheet volume. 
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Fig. 4.11 Hysteresis of glacial ocean associated with ice-sheet height and its relationship to 
abrupt climate variability. (a) Response of glacial ocean to variations in the NHIS heights 
and (b) AMOC index for the experiments associated with the Hysteresis of glacial ocean 
(Table 1). Numbers in (b) correspond to the hysteresis branches defined in (a). Crosses in 
(a) represent the experiments performed to analyze the response of the glacial ocean to 
NHIS change, while circles indicate the simulations related to hysteresis behavior of glacial 
ocean (Table 1). Two bifurcation points at 40% and 30% of NHIS heights, are revealed 
respectively in the increasing and decreasing phases of the NHIS, responsible for the 
abrupt climate shifts. The equivalent sea level change for a 10% increase/decrease NHIS 
height is approximately 9m, indicating a narrow window for the bistable regime during 
glacials. The strong (weak) mode in Fig. 4.16 consists of the model results from NHIS_0.4s 
(point c), NHIS_0.35s (point d) and NHIS_0.3s (point e) (NHIS_0.4w (point a), NHIS_0.35w 
(point h) and NHIS_0.3w (point g)). 
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Fig. 4.12 Overview of palaeoclimatic proxy data characterizing warm phases (top) and cold 
phases (bottom) during MIS 3. Red arrows (blue arrows) indicate trends, that is, warmer 
(colder), more (less) or increased (lowered). Green text and arrows indicate trends opposite 
to the general climate conditions. Abbreviations: T, temperature; SST, sea surface 
temperature; SSS, sea surface salinity; mons., monsoon; prod., productivity; cond., 
conditions; IRD, ice-rafted debris; OMZ, oxygen minimum zone. Water masses are labelled 
as follows: DW, Deep Water; NADW, North Atlantic Deep Water; AABW, Antarctic Bottom 
Water; Ventilated LCDW NPIW, North Pacific Intermediate Water; LCDW, Lower 
Circumpolar Deep Water; GNAIW, Glacial North Atlantic Intermediate Water. (Figures are 
adapted from Rahmstorf 2002, originally from Voelker 2002)  
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Fig. 4.13 Precipitation (a-b) and P-E (c-d) anomaly (units: mm/day) between NHIS_0.4w 
and NHIS_0.45 (a,c) and the weak (ensemble mean of NHIS_0.4s, NHIS_0.35w and 
NHIS_0.3w) and strong (ensemble mean of NHIS_0.4s, NHIS_0.35s and NHIS_0.3s) 
AMOC modes (b, d). The response of the Intertropical Convergence Zone (ITCZ) to 
changes in glacial ocean circulation is consistent with proxy data [Peterson et al., 2000].  
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Fig 4.14. Same as Fig 4.13, except for surface air temperature (SAT).   
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Fig. 4.15 Same as Fig 4.13, except for subsurface sea temperature that is consistent with 
reconstructions suggesting a significant warming during the stadials [Rasmussen and 
Thomsen, 2004].  
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Fig. 4.16 Anomaly maps between strong and weak AMOC modes. a) Mixed layer depth 
anomaly (shaded, units: m) and absolute values for 15% (dashed) and 90% (solid) sea-ice 
concentration in the strong (red line) and weak (blue line) modes, b) anomalies of surface 
air temperature (SAT, shaded, units: °C) and sea-level pressure (contour, units: Pa), and c) 
anomaly of barotropic horizontal stream function (shaded, units: Sv) and its absolute value 
in the strong AMOC mode (contour). 
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Fig. 4.17 Zonal mean u-wind stress (Pa) along 100°W-40°W (a) and wind stress curl over 
the North Atlantic Ocean (b). It can be observed that the core of Northern Westerlies shifts 
northward as the NHIS height increases, meanwhile strengthening wind stress curl over the 
North Atlantic basin. Under identical NHIS configurations (NHIS_0.4w and NHIS_0.4s), the 
wind stress curl over the North Atlantic can also be modified as a consequence of wind 
system changes occurring in response to the atmosphere-ocean-sea ice feedback in the 
northeastern North Atlantic. 
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Fig. 4.18 Anomalies between two strong AMOC modes (LGM minus NHIS_0.4s). a) 
anomalies of sea ice concentration (shaded) and sea ice transport (vector), b) absolute 
(shaded) and anomalous (contour) values of horizontal barotropic stream function,  and c) 
mixed layer depth anomaly (shaded) and absolute values for 15% (dashed) and 90% 
(solid) SIC in LGMctl (red line) and NHIS_0.4s (blue line).  

a.# b.#
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Chapter 5. Responses of the glacial ocean to freshwater 

perturbation 

Evidence from paleoclimate proxy records suggests the AMOC has undergone large 

fluctuations during MIS3 and LDG, many of them abrupt [e.g. Kissel et al., 1999; 

McManus et al., 2004]. Freshwater discharge to the North Atlantic from the melting ice 

sheets is assumed to be linked to the significant slowdowns indicated by the records, 

representative of HEs [e.g. Clark et al., 2001; Clark et al., 2002; Rahmstorf, 2002; 

McManus et al., 2004]. The weakened AMOC reduces the northwards heat transport 

[Broecker et al., 1985; Crowley, 1992], and thus warms the Southern Hemisphere as a 

consequence of bipolar thermal seesaw [Broecker, 1998; Stocker and Johnsen, 2003; 

Knutti et al., 2004]. Although there remain some controversies concerning the 

relationship between HEs and AMOC changes (as discussed in Chapter 1, hypothesis 2), 

freshwater hosing experiments are still useful numerical experiments for understanding 

the mechanisms of global climate change relating to variations in AMOC [e.g. 

Ganopolski and Rahmstorf, 2001; Stouffer et al., 2006; Clement and Peterson, 2008].   

In this chapter, climate responses to different freshwater perturbation schemes under 

glacial boundary conditions are systematically investigated in the fully coupled climate 

model COSMOS. It is noteworthy that the work in this chapter involves several studies 

that are either already published (e.g. section 5.1.1. is referred to Kageyama et al. [2013] 

and Zhang et al. [2013]), or accepted (e.g. section 5.1.2 Weber et al. (accepted)) and in 

revision (section 5.2 Zhang et al. (in revision)).  

5.1 Freshwater perturbation under maximum glacial ice sheet 

conditions 

5.1.1 FWP in the North Atlantic 
Most perturbation experiments are related to FW forcing in the North Atlantic due to its 

direct effects on the main NADW formation sites that are crucial to variations in the 

AMOC. In terms of the reduced/shut-down AMOC phase, a multi-model comparison of 

hosing experiments under LGM boundary conditions [Kageyama et al., 2013] was 

conducted to quantitatively evaluating consistent/inconsistent features amongst different 
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models. In this study, 11 sets of hosing simulation by six different models are collected 

from six different modeling groups (Table 1, more model details see [Kageyama et al., 

2013]). There was no common protocol decided in advance by all the groups, but an 

attempt was made to gather experiments that were as close to each other as possible. For 

more details about individual model setups, please refer to Kageyama et al. [2013] and 

the corresponding reference for each model (Table 1).  

Experiment 
Abbreviation  

Hosing experiment Years taken for average Reference for hosing 
experiment 

CCSM-NCAR 0.1Sv (imposed as negative salinity flux) 
for 500year in North Atlantic, 50-70°N 

250-299 Otto-Bliesner and 
Brady, 2010 

CCSM-
MARUM 

0.2 Sv (imposed as negative salinity flux) 
in Greenland-Iceland-Norwegian Seas for 
360 year 

261-360 for the AMOC, 
341-360 for the climate 
variables 

Merkel et al., 2010 

MIROC-S 0.1 Sv (freshwater flux) in North Atlantic 
(50-70N) for 500 year 

370-419  

MIROC-W 0.1 Sv (freshwater flux) in North Atlantic 
(50-70N) for 500 year 

370-419  

IPSL 0.1 Sv (freshwater flux) in North Atlantic 
(50-70N) for 419 year 

370-419 Kageyama et al., 2009 

LCM10-0.15 0.15 Sv in “Ruddiman Belt” (i.e. North 
Atlantic, 40-50N) (freshwater flux) 

350-400 Roche et al., 2010 

LCM10-0.30 0.3 Sv in “Ruddiman Belt” (i.e. North 
Atlantic, 40-50N) (freshwater flux) 

220-240 Roche et al., 2010 

HadCM3-0.1 0.1Sv in North Atlantic (50-70N), imposed 
as a negative salinity flux, for 1000year, 
reference experiment: 24 ka BP 

270-299 Singarayer and Valdes 
(2010) for similar 1Sv 
hosing experiments 
and full description of 
reference for 24ka BP 

HadCM3-0.1 0.4Sv in North Atlantic (50-70N), imposed 
as a negative salinity flux, for 1000year, 
reference experiment: 24 ka BP 

270-299 Singarayer and 
Valdes, 2010 

COSMOS-S 0.2Sv (freshwater flux) in North Atlantic 
(Ruddiman Belt) for 150 year 

140-150 Zhang et al., 2013 

COSMOS-W 0.2Sv (freshwater flux) in North Atlantic 
(Ruddiman Belt) for 250 year 

200-250 Zhang et al., 2013 

Table 1 Brief description of the experiments in the multi-model comparison study (from 
Kageyama et al., 2013). 
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Responses of SAT and precipitation to FWP in different models are shown in Figures 5.1 

and 5.2. Some regions, i.e. the North Atlantic, the tropical Atlantic and the African and 

Indian monsoon regions share consistent features with paleoclimate records of abrupt 

events occurring during HEs. For instance, all models produce their strongest cooling 

over the high latitude North Atlantic Ocean (Fig. 5.1), which is accompanied by 

decreased precipitation (Fig. 5.2). In parallel, the African monsoon consistently weakens 

in all models, although it is difficult to relate the amount of precipitation decrease to SAT 

changes over the adjacent tropical Atlantic or to North Atlantic SST changes as suggested 

from the data presented by Niedermeyer et al. [2009]. In addition, the weakened Indian 

monsoon appears to be correlated both with North Atlantic and South Tropical Atlantic 

cooling. In conclusion, the common features among models are qualitatively consistent 

with those obtained from the pre-industrial base state by Stouffer et al. [2006] with the 

exception of the behaviour over the northern Nordic Seas and the Arctic for which no 

model simulates a warming for the glacial base state. Regions like the Northeast Pacific, 

the Southern Ocean and especially Southeast Pacific and Antarctic are characterized by 

inconsistent behaviour in response to FWP. One distinction in the model responses can be 

attributed to the different extents of AMOC reduction. Models with a weak AMOC 

decrease appear to transport the northern cooling signature to the Southern Ocean (e.g. 

HadCM3.0.1 and LCM10-0.15). In contrast, models with a strong AMOC decrease 

simulate a bipolar seesaw that generates a zonally symmetric or a zonally asymmetric 

form, confirming the classification proposed by Clement and Peterson [2008]. For more 

results and discussions in this study, please refer to Kageyama et al., [2013]. 
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Fig. 5.1 Mean annual surface air temperature response (hosing experiment – 
reference experiments, in K) to freshwater hosing in the 11 hosing experiments. 
(from Kageyama et al., 2013) 

942 M. Kageyama et al: Climatic impacts of FW hosing for LGM conditions
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Fig. 2.Mean annual surface air temperature response (hosing experiment – reference experiment, in K) to fresh water hosing in the 11 hosing
experiments.

The cooling over the North Atlantic extratropics prop-
agates along the Atlantic subtropical gyre, i.e., along the
African west coast and then westward north of the equa-
tor. The extent of this propagation and the amplitude of
the cooling signal are model dependent. Otto-Bliesner and
Brady (2010) also point out that for the CCSM-NCARmodel
they are fresh water flux dependent. For instance, the cool-
ing is very strong (up to 5 �C in amplitude) and extends all
the way to tropical America in HadCM3-0.4 while it does
propagate to tropical America, but amounts to only 1 �C
in CCSM-NCAR, despite the very strong cooling simulated
by this model in the North Atlantic extra-tropics. Compar-
atively, the response of the MIROC-W model is nearly as
strong over the tropics for a much weaker North Atlantic
extratropical cooling.

Cooling is also consistently found by all models on at least
some regions of Eurasia, as shown by the number of models
simulating a temperature decrease larger than 0.5 �C (Fig. 3
(bottom panel)). The simulated cooling is usually not uni-
form over the whole Eurasian continent and this diagnostic
shows that the number of models simulating a cooling over
Eurasia is maximum over a region around 60� E. This cor-
responds to the fact that some models simulate less cooling,
or, for HadCM3-0.1, even a small warming over Europe and
that the cooling does not extend to the same longitude for all
models. This feature of decreased cooling over Europe was
observed in the IPSL CM4 simulation by Kageyama et al.
(2009) and attributed to a southwesterly wind anomaly asso-
ciated with the North Atlantic cooling. This behaviour could
also be present in other models, but unfortunately we did not

Clim. Past, 9, 935–953, 2013 www.clim-past.net/9/935/2013/
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Fig. 5.2 Same as Fig. 5.1 but for the mean annual precipitation, in mm/day. (from 
Kageyama et al., 2013) 

Among these six different models, only the COSMOS model is characterized by two 

distinct quasi-equilibrium ocean states under the identical LGM boundary condition 

[Zhang et al., 2013] (for more details, please refer to Chapter 3). Previous model studies 

show that under present climate conditions [e.g. Rahmstorf et al., 2005] or glacial 

conditions [e.g. Ganopolski and Rahmstorf, 2001], a bistable regime of the AMOC in its 

parameter space, whereby North Atlantic deep-water formation can be “on” (as in the 

present climate) or “off”. As a consequence different AMOC states can exist within the 

same boundary conditions, depending on the initial conditions in the ocean. In this case, 

transitions between different ocean states can be fulfilled by modifying the hydrological 

balance in the Atlantic basin [e.g. Ganopolski and Rahmstorf, 2001; Rahmstorf et al., 

2005]. After imposing constant freshwater perturbations (FWP) of +0.2 Sv and +1 Sv 

over the IRD belt (around 40°N-55°N, 45°W-20°W) [Hemming, 2004] in the North 

944 M. Kageyama et al: Climatic impacts of FW hosing for LGM conditions
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Fig. 4. Same as Fig. 2 for the mean annual precipitation, in mmday�1.

display zonally asymmetric patterns, such as LCM10-0.30 or
IPSL. The fact that warming is not consistently found for all
longitudes of the southern ocean might be due to the available
experiments being far from the equilibrium response and the
warming associated with the bipolar see-saw needing time to
propagate throughout the Southern Ocean. There could also
be faster mechanisms which could prevent the establishment
of a zonally homogeneous southern ocean warming. Buiron
et al. (2012) suggest such a mechanism to be active in the
IPSL CM4 experiment, where cooling in the southeast Pa-
cific is happening on timescales of a few decades as a result
of a coupled atmosphere-surface ocean teleconnection with
the tropical Atlantic. The southward shift of the ITCZ (cf.
next section) over the tropical Atlantic appears to trigger this
teleconnection.

In summary, as expected from the experimental design
of the hosing simulations, the most consistent surface air
temperature response across the models is the North At-
lantic cooling, extending over much of extra-tropical Eura-
sia. The intensity of this cooling ranges from a couple of �C
to more than 7.5 �C, but it proves difficult to relate the in-
tensity of this cooling to the AMOC characteristics, as will
be further shown in Sect. 5.1. The eastward extension over
Eurasia and, downstream, over the Pacific, are very model-
dependent and almost no model simulates a cooling over
North America. However, we can distinguish experiments
whose response in the northern extra-tropics is nearly zonal
(at least in the sign of the response, CCSM-NCAR, CCSM-
MARUM, MIROC-S) from simulations in which it is clearly
zonally asymmetric (IPSL, LCM10-0.15, LCM10-0.30). The
“zonally symmetric” models are also those for which the

Clim. Past, 9, 935–953, 2013 www.clim-past.net/9/935/2013/
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Atlantic respectively for 150 and 100 years (Table 2), we continue to run the simulations 

for another several hundreds years in order to evaluate the potential bistability and 

recovery features.  

 Boundary conditions Initial conditions Integrated years 

LGMW-0.2Sv 21ka LGMW-e (model year 2900 in LGMW) 150 

LGMW-1Sv 21ka As above 100 

LGMS-0.2Sv 21ka LGMS-tdeep (model year 2900 in LGMS) 150 

LGMS-1Sv 21ka As above 100 

LGMS-e-0.2Sv 21ka LGMS-e (model year 4600 in LGMS) 150 

Table 2 Hosing experiment in two glacial ocean states in COSMOS. For the detailed 
information about the base ocean states (LGMW-e, LGMS-e and LGMS-tdeep), please 
refer to Chapter 3. 

Figures 5.3 and 5.4 shows the time series of AMOC indices for the respective hosing 

experiments. It is notable that neither of these is able to trigger the transition from one 

ocean state to the other (Figs. 5.3 and 5.4). The simulated LGM ocean circulation is 

characterized by a monostable AMOC, in contract to the results from models with 

intermediate level of complex [e.g. Ganopolski and Rahmstorf, 2001] but consistent with 

one fully-coupled climate model [Liu et al., 2009]. Thus, we propose that the cause for 

the different LGM ocean states is not related to the hydrological balance in the North 

Atlantic. After the FWP, the overshoot of the AMOC in LGMW-e (see LGMS-e case in 

Fig. 5.4) results in an abrupt warming over Greenland for several decades, but not in the 

LGMS-tdeep case (Figs. 5.5). Given the distinct ocean structures during and after the FWP, 

we propose that the stratified glacial ocean plays an important role in the AMOC 

recovery by influencing the subsurface warming in the convection sites (especially in the 

northern North Atlantic, Fig. 5.6), northward transport of tropical warmer and saltier 

water and basin-wide salinity adjustment (Figs. 5.7 and 5.8) [cf. Mignot et al., 2007; Liu 

et al., 2009; Cheng et al., 2011]. This may explain the abrupt warming events over 

Greenland following the HEs during glacial periods (e.g. the abrupt warming after 

Heinrich Event 2) [Dansgaard et al., 1993; Blunier and Brook, 2001].  
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Fig. 5.3 Time series of AMOC in the 0.2Sv (A: FWP lasts for 150 years) and the 1Sv (B: 
FWP lasts for 100 years) hosing experiments LGMW-e (blue) and LGMS-tdeep (red), 
respectively. The hosing experiments started from the model year 2700 in each LGM 
simulation. Dashed lines represent the LGM control runs (A), and solid lines the hosing 
experiments (A, B). Despite the different amount of FWP, a transition between the states 
LGMW-e and LGMS-tdeep is not triggered. A robust overshoot of the AMOC is only detected 
in quasi-equilibrium ocean states with respect to the deep ocean properties. 
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Fig. 5.4 Time series of AMOC in the 0.2Sv (FWP lasts for 150 years) hosing experiments of 
LGMS-tdeep (red) and LGMS-e (blue). The hosing experiments started from the model year 
2700 and 4500 in the LGMS simulation for LGMS-tdeep and LGMS-e, respectively. The 
dashed lines represent the LGMS control runs, and solid line for hosing experiments. It is 
shown that after the FWP an AMOC overshoot was found in LGMS-e as LGMW-e, while no 
overshoot in LGMS-tdeep.  
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A 

B 
Fig. 5.5 A) Surface air temperature (SAT) in the latitude belt of 60-70°N in the North Atlantic 
in LGMW-0.2Sv (black), LGMS-0.2Sv (red) and LGMS-e-0.2Sv (blue). 5-year running mean 
was used to filter out the high frequency signals of the SAT. B) Excess surface temperature 
increase related to the overshoot of the AMOC (270th-300th years) in LGMW-0.2Sv. The 
pronounced temperature increase relative to LGMW in the North Hemisphere is up to 6.8°C 
at convection sites in the North Atlantic. 
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Fig. 5.6 The vertical structure of the temperature anomaly between 0.2Sv hosing and 
corresponding control runs in the convection sites of the North Atlantic (20°W-40°W, 50-
60°N) (a, c) and the Nordic Sea (20°W-10°E, 65-75°N) (b, d) for the 0.2Sv hosing 
experiments of LGMW-e (a, b) and LGMS-tdeep (c, d). It is shown that the subsurface 
warming in quasi-equilibrium ocean state is much more pronounced than the transient 
ocean state LGMS- tdeep in response to the FWP, especially in the convection sites of the 
North Atlantic. This will benefit a rapid destabilization of water column and finally the AMOC 
overshoot [Mignot et al., 2007]. 
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Fig. 5.7 Upper panel: Subsurface temperature (red, right y-axis) and salinity (blue, left y-
axis) in Tropical regions (20°S-30°N, 100-500 m). Lower panel: Time series for AMOC 
transport (black, right y-axis) and box salinities (red, green and blue, left y-axis) for the 0.2 
Sv hosing experiments in the simulation LGMW-e. The Atlantic basin is partitioned into box 
SB1 (45°S-20°S, 0-500 m), PB (35°N-80°N, 0-2000 m) and SB2 (45°S-20°S, 500-2000 m). 
Combined with Fig. 5.8, we propose that the AMOC overshoot in quasi-equilibrium ocean 
states can also be attributed to the basin-wide salinity adjustment [Liu et al., 2009], while 
the tropical contribution might also play a role on restoring the AMOC by transportation of 
warmer and saltier subsurface water to the convection sites [Cheng et al., 2010]. 

 

 
Fig. 5.8 Same as Fig. 5.7 but for 0.2 Sv hosing experiment in LGMS-tdeep. 
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It is worth noting that the subsurface temperature response to the FWP is also dependent 

on the reference glacial ocean states (Figs. 5.9 and 5.10). An overall subsurface warming 

can be identified in the entire Atlantic basin from Nordic Sea to the South Atlantic in the 

hosing experiment based on the state with a stratified ocean structure (LGMW-e and 

LGMS-e). In contrast, a top-down cooling signature cuts off the basin-wide subsurface 

warming pattern in the convection sites of Northern North Atlantic in simulation LGMS-

0.2Sv. This cooling can be attributed to the partially active convection during the hosing 

in the LGMS-tdeep, which continuously transports the surface cooling water down to the 

deep ocean.  

In addition, based on a well-stratified ocean state, freshwater-induced subsurface 

warming can also be identified in the South Ocean adjacent to the Antarctica, in contrast 

to a cooling in LGMS-tdeep. According to bipolar thermal seesaw [Broecker, 1998; 

Stocker and Johnsen, 2003; Knutti et al., 2004], there will be more heat stored in the 

Southern Hemisphere in response to the reduced AMOC, warming the Southern Ocean 

and facilitating the sea-ice melting there. This causes more freshwater injected into the 

ocean, forming a strong stratification due to the increased vertical density gradient. As a 

consequence, the vertical mixing in the Southern Ocean weakens, suppressing the air-sea 

heat exchange and promoting subsurface warming. However, surface warming in the 

Southern Hemisphere is limited in LGMS-0.2Sv, probably due to the intervention of 

subsurface cooling signature that is transported from the North Atlantic by the AMOC 

and is ventilated to the surface by wind-driven upwelling over the Antarctic Circumpolar 

Current (ACC) regions (Figs. 5.9 and 5.10). Therefore, this prohibits extensive sea-ice 

melting and the subsurface warming. As far as the bipolar seesaw is concerned, cautions 

should also be paid to this mechanism since the equilibrium time-scale of climatic 

response of the Southern Ocean to the northern cooling could be longer than the 

perturbed time [Kageyama et al., 2010]. 
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Fig 5.9 Meridional section of global sea temperature anomaly in the 0.2Sv hosing 
experiments for LGMW-e (a), LGMS-tdeep (b) and LGMS-e (c) (units: ℃). 
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Fig 5.10 Subsurface (100-1000m) temperature anomaly in the 0.2Sv hosing experiments 
for LGMW-e (a), LGMS-tdeep (b) and LGMS-e (c) (units: ℃). 
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5.1.2 FWP in the Southern Ocean 

Besides the Northern Hemisphere Ice Sheets as a major source of meltwater to the ocean, 

the Antarctic Ice Sheet also bears potential for contributionto sea level rise during the 

LDG, especially the BA [e.g. Clark et al., 2002; Carlson and Clark 2012; Deschamps et 

al., 2012], although some controversies remain [Fairbanks, 1989; Peltier, 1994]. To 

interpret the synchronization of sea level rise and abrupt northern warming during the 

BA, Weaver et al. [2003] simulated a rapid AMOC transition that causes abrupt northern 

warming, by imposing FWP to Southern Ocean in an AMOC ‘off’ mode. However, 

Stouffer et al. [2007] showed that a FWP in the Southern Ocean tended to slightly reduce 

the AMOC strength, owing to the invasion of fresh water to the North Atlantic via ocean 

circulation, in line with Seidov et al. [2005]. Although the latter case appears to be more 

realistic in the real world [Stouffer et al., 2007], it is difficult to rule out the reliability of 

the former case due to the fact that different base ocean states are used in these two 

studies. Besides, it is important to note that all of them are based on the present-day 

boundary conditions which deviate largely from the glacial one. Therefore, the role 

played by the southern FWP on glacial climate change, e.g. BA warming, remains 

unclear.  

 

 
Table 3 Transient simulations in COSMOS (21 – 14ka BP). Freshwater flux is added 
to coastal areas of East AIS (0 – 180°E) and West AIS (120°W – 60°W) for different 
icebergs release scenarios (Fig. 5.12). Slash “/” indicates identical forcing to LGM 
simulations (see details in Chapter 3 [Zhang et al., 2013]). 

 

Weber et al. Supporting Online Material – Millennial-scale Antarctic ice-sheet events -10- 

which different Southern Hemisphere freshwater flux scenarios were prescribed, with varying source 292 

regions, timing and amplitudes. The freshwater input at 21 – 14 ka (Fig. S3) is linearly scaled by the 293 

composite IBRD flux of Fig. 3A. During the peak phase of AIE3 the freshwater forcing attains its maximum 294 

amplitude of 0.45 Sv. To determine the effect of different freshwater sources during AIE3, three transient 295 

freshwater forcing experiments were conducted (DGCMS1,2,3) under Last Glacial Maximum background 296 

conditions (40). Freshwater flux is added to the coastal areas of East AIS (0 – 180°E) and West AIS 297 

(120°W – 60°W) (Fig. S4). In DGCMS1, the forcing is assumed to originate from the East AIS. In 298 

DGCMS2, East (West) AIS forcing is used for the period 21 – 15 ka (15 – 14 ka). DGCMS3 assumes East 299 

AIS forcing at 21 – 16 ka and West AIS forcing at 16 – 14 ka. Based on freshwater perturbation regime of 300 

DGCMS2, two other experiments (DGCMS2C and DGCMS2CO) were conducted to examine the effect of 301 

CO2 as well as a combination of CO2 and orbital forcing on the ocean temperature. In DGCMS2C, varied 302 

CO2 concentrations derived from EDC ice core (41) were prescribed for the period 18 – 14ka. Orbital 303 

forcing covering the period from 17 – 14ka were additionally used in DGCMS2CO. Based on the results of 304 

DGCMS2, 2C, 2CO, we conclude that a more pronounced halocline during periods of strong freshwater 305 

forcing is the main cause for the subsurface warming in the Southern Ocean during deglaciation (Fig. S4).  306 

 307 

Table S2. Experimental setup of transient simulations in COSMOS (21 – 14 ka). Freshwater flux is 308 

added to coastal areas of East AIS (0 – 180°E) and West AIS (120°W – 60°W) for different icebergs 309 

release scenarios (Fig. S4). CO2 data from ice core EDC (41) and orbital forcing (42) are also used to 310 

examine their contributions to ocean temperature. Slash “/” indicates identical forcing to LGM simulations 311 

(40).  312 

 313 

Experiment ID East AIS melting West AIS melting CO2 Insolation 

DGCMS1 21ka-14ka / / / 

DGCMS2 21ka-15ka 15ka-14ka / / 

DGCMS3 21ka-16ka 16ka-14ka / / 

DGCMS2C 21ka-15ka 15ka-14ka 18ka-14ka / 

DGCMS2CO 21ka-15ka 15ka-14ka 18ka-14ka 17ka-14ka 

 314 

To gain a deeper understanding of the climate feedbacks that operate during phases of Antarctic 315 

freshwater release, such as AIE2 and AIE3, we analyzed the Bern3D, LOVECLIM, and COSMOS 316 

sensitivity experiments described above. For a better comparison with the idealized freshwater 317 

perturbation experiments by the Bern3D and LOVECLIM models, results from sensitivity experiments 318 

DGCMS1,2,3 were averaged and treated as one member in the three-member multi-model ensemble 319 

analyzed here.  320 

 321 
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Fig 5.11 Time-series of CO2 and freshwater forcing used in the transient simulation with 
respect to southern FWP.  

In a recent study by Weber et al. (accepted), a continuous millennial-scale signal of AIS 

variability based on two high-resolution records of IRD from deep-sea core sites in the 

south-central Scotia Sea, is presented, providing direct evidence on the AIS contribution 

to sea-level rise during the BA. Here the converted freshwater amount from the IRD 

records (Fig. 5.11) is prescribed in our fully coupled model COSMOS to investigate how 

the southern FWP influences the global glacial climate as well as the potential local 

feedback promoting persistent IRD events since ~18ka BP. Due to the uncertainty 

regarding origin of the IRD, three different scenarios are designed to represent the 

collapse of the Eastern and Western Antarctic ice-shelves during the LDG (Table 3). In 

addition to the FWP, varying carbon dioxide (Fig. 5.11) [Lourantou et al., 2010] and 

orbital parameters [Laskar et al., 2004] are further prescribed to assess their contributions 

to climate changes (Table 3). All the other boundary conditions are fixed to the LGM (see 

details in Chapter 3 [Zhang et al., 2013]). Note that the transient simulations before and 

after the calendar year 17ka BP are respectively accelerated by a factor of 10 and 5, i.e. 

the FWP amounts prescribed in our simulations are 10 and 5 times larger than the original 

and 100 model years in these simulations represent 1000 and 500 calendar years, 

respectively.  

The FWP-single forcing runs (DGCMS1-3) are characterized by a gradual weakening of 

AMOC strength in response to the southern FWP, but a rapid reduction of AABW 
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formation in the Southern Ocean (Fig. 5.12). This can be attributed to the delayed and 

instant responses of the remote and local ocean circulation to the FWP in the South. 

Surface cooling over Greenland and Antarctic is also identified, with the former 

associated with the AMOC change and the later related to the FWP history. These 

features are independent of the locations where the FWP are imposed in the Southern 

Ocean. However, SubST in the Southern Ocean appears to be controlled by the perturbed 

locations around the Antarctica. The injection of freshwater along Western Antarctica is 

capable of forcing the strongest subsurface warming, in contrast to the hosing scenarios 

in Eastern Antarctica. This is likely associated with the existence of major convection 

sites in the Weddell Sea, of which suppression will efficiently prohibit the air-sea heat 

exchange and thus promote the subsurface warming. As a consequence, Antarctic ice-

shelf thinning is accelerated by the induced basal melting, acting as a positive feedback 

by causing grounding line retreat, calving, and subsequent release of more freshwater. 

The effect of atmospheric CO2 concentration exerts a more important role on the 

temperature variation in the transient simulations, in comparison to orbital forcing  (Fig. 

5.12, DGCMS2C and DGCMS2CO). As carbon dioxide change is involved, the cooling 

over the Antarctica is largely reduced and the subsurface warming in the Southern Ocean 

is enhanced. This also works on the Greenland SAT of which variation, nevertheless, is 

still related to the AMOC changes. One distinct feature in contrast to the FWP-single 

forcing runs is the robust warming at around ~14.6 ka BP when the recorded BA warming 

occurred. This simulated warming is assumed to be related to the delayed (~ 50 model 

years) response of the AMOC to the reduced southern FWP at 15.5~14.8ka BP. Given the 

acceleration technique used in our simulations and weakening effect of southern FWP on 

the AMOC, it is concluded that in reality a rapid reduction of FWP at 14.6ka BP can lead 

to the resumption of the AMOC as well as the warming in the Greenland. In addition, it is 

confirmed that the increased carbon dioxide does play a role on the Northern warming 

during the BA via its thermal effect. 
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Fig. 5.12 Time-series of SAT over Greenland and Antarctica, AMOC index, AABW 
index and SubST (500-1000m) in the Southern Ocean for the period 18 – 14ka BP.  
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5.2 Freshwater perturbation under varying glacial ice sheet volumes 

In Chapter 4, a hysteresis property of the glacial ocean with respect to NHIS changes was 

systematically demonstrated to explain the rapid glacial climate shifts [Zhang et al., in 

revision]. This is distinct to the one associated with hydrological cycle in the Atlantic 

basin [e.g. Rahmstorf, 1996]. Therefore the question is open as to whether the hysteresis 

with respect to NHIS changes is also related to the freshwater perturbation in the Atlantic 

basin. In addition, given evidence for the existence of IRD data during some DO-cycles, 

it remains important to investigate the role played by freshwater forcing on the 

millennial-scale climate variability during glacial times. Hence, here four sensitivity 

experiments are performed by imposing relatively small freshwater/saltwater 

perturbations (0.02Sv) over the northern North Atlantic (50-65°N, 5°W-30°W), testing 

whether the lower limit of estimated release of freshwater during HEs [Roche et al., 

2004; Roberts et al., 2014] is sufficient to trigger significant changes in the glacial ocean 

circulation, under varying intermediate NHIS volumes (Table 4). Two of these 

experiments (N045_pfwp and N03_pfwp) involve freshwater perturbations performed on 

the strong AMOC state, while the other two (N04_nfwp and N025_nfwp) are 

salinification experiments conducted on the weak AMOC state. All experiments are 

performed on the climate states relating to NHIS heights at the boundaries, or just outside 

the boundaries, of the established bistable regime i.e. NHIS_0.45, NHIS_0.3w, 

NHIS_0.4w and NHIS_0.25, respectively. 

 Initial ocean NHIS (Hsf) Other forcing Integrated years 

N045_pfwp NHIS_0.45 0.45 + 0.02 Sv freshwater 300 

N04_nfwp NHIS_0.4w 0.4 - 0.02 Sv freshwater 200 

N03_pfwp NHIS_0.3s 0.35 +0.02 Sv freshwater 200 

N025_nfwp NHIS_0.25 0.3 - 0.02 Sv freshwater 300 

Table 4 Hosing experiments in varying intermediate NHIS configurations.  

Figure 5.13 shows the time-series of AMOC indices of the four FWP experiments. It is 

evident that the slight change in hydrological cycle in the North Atlantic can cause 

significant responses of the glacial ocean circulation as the NHIS varies under 



-82- Chapter 5 

 

intermediate levels.  This suggests a relatively more sensitive glacial climate compared 

with the maximum ice level under which only trivial reductions of AMOC are identified 

(not shown). Notably, only the glacial ocean existing within the bistable regime is 

characterized by two stable states, indicating that the ice volume is crucial for the glacial 

climate stability rather than the hydrological balance in Atlantic basin. These results 

further explain the inherent instability of glacial climate during the intermediate glacial 

levels [Schulz et al., 1999] and its monostability under maximum glacial condition 

[Prange et al., 2002]. 

It is noted that the recovery processes of the AMOC to the reference level are asymmetric 

between the cases when the NHIS volume is higher and lower than the boundaries of the 

established bistable regime (i.e. NHIS_0.45 pFWP and NHIS_0.25 nFWP) (Fig. 5.13). In 

NHIS_0.45 pFWP, the abrupt resumption to a vigorous circulation can be attributed to the 

nonlinear response of vertical mixing to the subsurface warming in the northern North 

Atlantic (see details in section 1.1 of this chapter [e.g. Mignot et al., 2007]). The gradual 

decrease of AMOC in NHIS_0.25 nFWP, raises questions regarding the underlying 

mechanisms which are different from the abrupt resumption in NHIS_0.45 pFWP. We 

assume that the existence of ice sheets can be involved in this process via its dynamic 

effect on ocean circulation.  Thus further studies are required to disentangle it in the 

future.  
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Fig. 5.13 AMOC indices from the hosing experiments prescribed in Table 4. The 
vertical dashed lines indicate the ending-time of the hosing experiment. 

 

5.3 Conclusions of Chapter 5 

Based on the hosing experiments provided in this Chapter, several key findings can be 

summarized as follows: 

• In	   response	   to	   freshwater	   perturbation	   in	   the	   North	   Atlantic,	   different	  

models	   under	   the	   LGM	   condition	   can	   simulate	   a	   consistent	   behaviour	   in	  

some	   regions,	   such	  as	   the	  North	  Atlantic	   for	   temperature	  and	  precipitation	  

which	  both	  decrease,	  the	  tropical	  Atlantic	  for	  southward	  shift	  of	  the	  ITCZ,	  the	  

African	  and	  Indian	  monsoon	  regions	  (with	  a	  decrease	  in	  precipitation).	  
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• Both	   quasi-‐equilibrium	   LGM	   ocean	   states	   in	   COSMOS	   are	  monostable	  with	  

respect	   to	   hydrological	   balance	   in	   the	   Atlantic	   basin.	   The	   response	   of	  

subsurface	  temperature	  in	  the	  Southern	  Ocean,	  especially	  the	  Weddell	  Sea,	  to	  

northern	  FWP	  and	  recovery	  feature	  after	  the	  FWP,	  e.g.	  AMOC	  overshoot,	  are	  

related	  to	  the	  stratification	  of	  the	  reference	  ocean	  states.	  	  

• Southern	   FWP	   can	   weaken	   the	   AMOC	   under	   glacial	   boundary	   conditions.	  

Extent	   of	   subsurface	   warming	   in	   the	   Southern	   Ocean	   is	   dependent	   on	   the	  

FWP	   locations	   along	   the	   Antarctic	   continent.	   The	   resulting	   subsurface	  

warming	   can	   act	   as	   a	   positive	   feedback	   by	   causing	   grounding	   line	   retreat,	  

calving,	  and	  subsequent	  release	  of	  more	  freshwater.	  	  

• Slight	   shifts	   in	   the	   hydrological	   balance	   in	   the	   Atlantic	   basin	   can	   cause	  

significant	   response	   of	   the	   glacial	   ocean	   circulation	   under	   varying	  

intermediate	  NHIS	  levels,	  but	  cannot	  change	  the	  stability	  of	  the	  glacial	  ocean	  

circulation.	  	  	  
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Chapter 6. Summary and Discussion 

This Chapter briefly summarizes the conclusions of Chapters 3-5 and presents in-depth 

discussion on the broad implications for understanding the glacial ocean state and glacial 

abrupt climate shifts. At the end of each discussion paragraph there is a corresponding 

outlook on possible further research. 

6.1 Reconstructing the LGM ocean state 

The LGM represents the most recent interval when the global climate was substantially 

different to the present (e.g. low atmospheric CO2 concentration, immense continental ice 

sheets etc.). With an abundance of available proxies, the LGM provides us with a test-bed 

for analyzing the response of climate models which are used for future projections under 

warming background climate states, due to large changes in associated radiative forcing. 

Therefore, reconstruction of the LGM surface temperature, a first-order diagnostic 

metric, became of great importance in evaluating the model performance in this regard. 

Coherent SST reconstructions have been uncovered in the tropical regions, but there is 

large disagreement over the northern North Atlantic and Nordic Sea [de Vernal et al., 

2006; Waelbroeck et al., 2009]. In these regions, reconstructed SST ranges from -12  to 8 

℃, largely influencing the estimation of climate sensitivity as evaluated together with 

LGM model results [Crucifix, 2006; Hargreaves et al., 2012]. One possible explanation is 

the failure of sediment cores with low sedimentation rate to record interannual and decal 

climate variability [de Vernal et al., 2006]. This is supported by model results in this 

thesis demonstrating that tempo-spatial changes in internal variability of sea-ice cover 

and surface temperature occurs between the northern North Atlantic and Nordic Sea 

during glacials. Further future research is required to uncover high-resolution proxy 

evidence appropriate for recording inter-annual to decadal signals in the paleocean.  

It is well known that the reconstruction of the vertical structure of the LGM ocean is 

mainly based on the nutrient tracers, e.g. 𝛿13C [e.g. Curry and Oppo, 2005], Cd/Ca 

[Marchitto and Broecker, 2006] etc., indicating enhanced AABW dominant at the bottom 

of the Atlantic Ocean during the LGM. This is attributed to the enhanced AABW 

formation during the LGM when the cold climate promoted the sea-ice formation in the 
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Southern Ocean [e.g. Shin et al., 2003; Liu et al., 2005;]. However, to reconstruct 

comparable distribution of nutrient tracers in glacial Atlantic Ocean to proxy records, 

cooling anomaly or enhanced sea-ice export must be imposed to the glacial Southern 

Ocean [e.g. Hesse et al., 2011; Abe-Ouchi, 2013]. This indicates that 1) the deep-ocean 

water mass distribution as inferred from reconstructions is sensitive to the sea-ice 

dynamics in the Southern Ocean and 2) pure LGM boundary forcing on ocean models 

cannot reproduce the glacial distribution of nutrient tracers. In fact, the distribution of 

nutrient tracers cannot rule out the possibility that the glacial ocean structure has been 

formed prior to the LGM. At the beginning of MIS 2 (~27 ka BP), a sharp decrease of 

atmospheric CO2 concentration and benthic δ13C occurred [e.g. Hodell et al., 2003; Ahn 

and Brook, 2008], indicating abrupt formation of an abyssal carbon reservoir. 

Furthermore, Schmitt et al., [2012] suggested that the carbon cycle in the climate system 

during the LGM was already in equilibrium and the net transfer of carbon to the deep 

ocean had occurred prior to the LGM. In our 27ka BP simulation, the reduced annual 

mean solar radiation to high latitudes, associated with the lowest obliquity in the last 

30ka BP, promotes a relatively more extensive sea-ice formation, strengthening the brine 

rejection in the Southern ocean and thus enhancing the formation of dense AABW. 

Indeed, using a sea-ice reconstruction based on diatoms, Allen et al., [2011] suggested 

that more extensive sea ice extent was found prior to the LGM. Furthermore, a northward 

invasion of enhanced AABW is identified in the western North Atlantic (Bermuda Rise), 

beginning at ~ 27ka BP [Gutjahr and Lippold, 2011]. In combination, it is most likely 

that the reconstructed water mass configuration during the LGM stems from the inception 

of MIS2 (~27ka BP). To further corroborate this hypothesis, fully coupled model 

complemented with isotope schemes is highly desirable in the future. Recently, a new 

version of COSMOS available with isotope components is well developed, capable to be 

as an effective means providing the direct modeling evidence on this issue.  

In term of LGM modeling, simulated surface properties in different models are generally 

characterized by consistent patterns that are similar to the LGM reconstruction 

[Braconnot et al., 2007]. However, there was a substantial difference in glacial ocean 

circulations among different models [Otto-Bliesner et al., 2007]. In spite of model 

uncertainties among PMIP2 models, the two LGM simulations initialized from a previous 
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glacial ocean states were identified to yield AMOC states comparable to reconstructions 

[Braconnot et al., 2007; Otto-Bliesner et al., 2007; Weber et al., 2007]. In this thesis, it is 

shown that the initial ocean states significantly affect the transient characteristics and 

equilibrium time-scale of the LGM simulation. According to the long-term LGM 

simulations initialized from present-day ocean (LGMS in Chapter 3), it is proposed that 

the PMIP criteria cannot identify the transient characteristics in the deep ocean properties 

when only considering the surface trend. Climatological characteristics of surface 

properties in a transient phase (LGMS-tdeep) are quasi-stationary and similar to the 

equilibrated state (LGMS-e) and thus can be defined as “quasi-equilibrium” state by 

PMIP criteria. Nevertheless, a significant tendency is identified in its deep ocean 

properties that are similar to the present-day ocean configuration. These results provide a 

possible explanation for the large spread of simulated LGM ocean states among the 

PMIP2 models [Otto-Bliesner et al., 2007]. Accordingly, we suggest that a detailed 

prescription of deep ocean property and initialization procedure should be proposed to 

warrant a sensible and reliable inter-model comparison in the future.  

As the starting point of deglacial simulation, choice of the correct LGM states is crucial 

for studies on the transient characteristics of the simulated LDG and underlying 

mechanism. In this thesis, two distinctions can be identified when the equilibrated glacial 

ocean (e.g. LGMS-e), in contrast to LGMS-tdeep, serves as the reference state for northern 

FWP experiments. The first difference is an evident subsurface warming associated with 

weakened AMOC phase in the regions where vertical mixing occurs in the high latitudes 

of both hemispheres. Another characteristic is the existence of AMOC overshoot in 

response to the cessation of freshwater hosing in the North Atlantic. These findings 

provides an potential interpretation to explain discrepancies amongst models on transient 

responses of glacial ocean to northern FWP [e.g. Roche et al., 2010; Cheng et al., 2011] 

and on mechanisms responsible for the rapid climate changes during the last termination  

[Liu et al., 2009; Menviel et al., 2011; Bethke et al., 2012], perhaps as well as the global 

temperature evolution through the Holocene [Liu et al., submitted].  

6.2 Ice sheet-climate interaction during glacials 

In previous studies, it is supposed that the main contribution of continental ice sheets to 
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global climate is its thermal effect on global cooling due to its high surface albedo 

reflecting majority of solar radiation back to the space [Manabe and Broccoli, 1985], 

rather its dynamic effect on modifying ocean circulation by changing wind fields. By 

using a comprehensive fully-coupled model, it is shown that in general the higher NHIS 

causes the relatively stronger AMOC. This is due to the fact that changes in the height of 

ice sheet over North America divides the westerly winds into a northern and southern 

branch that flow in different directions, leading to changes in gyre circulation and sea-ice 

coverage and then affecting the AMOC. With improved representation of model physics 

in CCSM4, the dynamic effect of the NHIS on promoting glacial ocean circulation 

surpasses its thermal effect, in contrast to its older version CCSM3 [Brady et al., 2013]. 

In addition, via a series of sensitivity experiments, Abe-Ouchi [2013] propose that the 

simulated glacial AMOC depends critically on the subtle balance between the 

strengthening of the AABW formation caused by the enhanced sea-ice formation in the 

Southern Ocean associated with CO2-induced global cooling and the strengthening of the 

NADW formation as a consequence of the growing northern hemisphere ice sheets. Thus, 

better representing the NHIS in the future will be one effective approach for paleoclimate 

modelers to simulate realistic ocean circulation changes during the LGM in addition to 

sensitivity of Southern Ocean to global cooling.  

During glacials of the Late Pleistocene, many paleoclimate archives document the 

existence of large and repeated, millennial-scale climate changes (i.e. DO events and 

HEs) [e.g. Dansgaard et al., 1993; Hemming, 2004; Huber et al., 2006]. A variety of 

mechanisms have been proposed to explain the emergence of such abrupt climate shifts, 

of which most invoke the existence of nonlinearities in the underlying dynamics of one or 

more Earth-system components (e.g. AMOC, ice-sheet, sea ice) [e.g. Ganopolski and 

Rahmstorf, 2001; Schmittner et al., 2002; Li et al., 2010]. One common explanation for 

these events involves changes is the AMOC, usually triggered by freshwater forcing 

associated with HEs. However, given the uncertainty on the origin, timing and magnitude 

of freshwater perturbation, it is hard to address whether the freshwater forcing acts as a 

trigger or responds as a consequence during the abrupt climate shifts (see details in 

Chapter 1.2). Li et al. [2010], by prescribing different sea-ice extents as surface boundary 

in an atmosphere-alone model, propose an important role of variations of sea-ice cover in 



 Chapter 6 -89- 
 

 

the Nordic sea on the recorded warming over the Greenland during DO events. In 

addition, Dokken et al., (2013), by analyzing one marine sediment core in the Nordic Sea, 

suggest that ocean-sea ice interactions internal to the Nordic seas can trigger the DO 

cycle, which is subsequently supported by a heuristic columnar model demonstrating the 

corresponding mechanism without the control of variation in AMOC [Singh et al., 2013]. 

Nevertheless, lack of atmosphere-ocean interaction in their models is still not able to 

clarify the cause of these rapid climate shifts, e.g. sea-ice variations. In fact, one 

fundamental characteristic of DO variability, that is almost all events occurred during 

glacial periods when global ice volume was varying at intermediate levels [Dansgaard et 

al., 1993; McManus et al., 1999; Schulz et al., 1999; Barker et al., 2011], suggests a 

potential relationship between the intermediate ice sheets and the existence of millennial 

scale climate variability [Wunsch, 2006], possibly offering a profound clue to their origin.  

In my thesis, it is shown that the existence of non-linear responses of the glacial ocean to 

NHIS volume changes in the coupled atmosphere-ocean system can explain the 

occurrence of rapid glacial climate shifts. The global climate responses, including abrupt 

warming in the North Atlantic and a shift of the tropical rain belts, etc., are generally 

consistent with empirical evidence [Voelker, 2002]. A hysteresis analysis with respect to 

changes of the NHIS suggests that two distinct glacial climate modes coexist at identical 

intermediate ice sheet volumes. In particular, minor shifts in the NHIS and atmospheric 

carbon dioxide can trigger the rapid climate transitions, which occur due to a local 

positive atmosphere-ocean-sea ice feedback in the North Atlantic at intermediate ice-

sheet volume. During rapid glacial climate changes, a key tempo-spatial shift in internal 

climate variability is identified, providing a new dynamic framework to explain the 

recorded sea surface warming and its increased fluctuation during ice-rafting/at the end of 

stadials in the northern North Atlantic [Peck et al., 2008; Jonkers et al., 2010]. In 

combination, these results provide the first coherent mechanism accounting for the 

recorded millennial-scale variability and abrupt climate changes in the coupled 

atmosphere-ocean system, as well as their linkages to intermediate ice-sheet volume 

during glacials, e.g. MIS3. 

It is noteworthy that the ice sheets in our study are prescribed according to the ice-sheet 

configuration of the Last Glacial Maximum and thus decoupled from the changes in 
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atmosphere-ocean system. Further studies with fully coupled climate-ice sheet/shelf 

models shall explore the ice sheet variability which may be related to internal feedbacks 

within atmosphere-ocean-cryosphere systems [Macayeal, 1993; Petersen et al., 2013] 

and to weak external forcing [Dima and Lohmann, 2008]. 

6.3 Hypothesis for Bølling-Allerød warming and Meltwater Pulse 1a 

During the last glacial termination, global climate was punctuated with several rapid 

climate shifts, e.g. collapse of the AMOC during the HE1, abrupt warming over the 

Greenland during the BA, etc. Transient modeling studies [e.g. Liu et al., 2009; Menviel 

et al., 2011] propose that these abrupt changes are associated with the nonlinearity of the 

AMOC variation caused by the meltwater injection as a consequence of the retreat of 

northern hemisphere ice sheets during the deglaciation. However, in order to mimic these 

rapid events, the models were prescribed using different freshwater discharge schemes 

[Liu et al., 2009; Menviel et al., 2011], largely deviating from the sea-level records 

[Peltier and Fairbanks, 2006]. Furthermore, Bethke et al. [2012] employed the 

freshwater scheme based on the reconstructed ice-sheet retreat [Peltier, 2004] to 

represent melt-water history in their LDG simulations, but failed to reproduce the abrupt 

warming during the BA when the meltwater pulse 1a occurred. In addition to the 

uncertainty on the origin, as well as timing and magnitude of freshwater drainage [e.g. 

Carlson and Clark, 2012], other operating factors associated with the non-linearity of 

AMOC changes is required to involve in the mechanism accounting for the rapid 

warming. In this respect, Knorr and Lohmann [2007] proposed that changes in the 

stability behavior of the AMOC can occur in response to gradual changes in the 

background climate conditions. This is corroborated by Oka et al. [2012] demonstrating 

that interaction between surface heat flux and wind stress plays a critical role in 

controlling the timing when the abrupt change of AMOC occurs during the deglaciation. 

As of yet no models utilizing fully coupled atmosphere-ocean system corroborate this 

assertion. However, in this study, it is shown that the bistable window of glacial AMOC 

can exist by only varying the northern hemisphere ice sheet volume. Providing the 

uncertainties associated with model performance [Randall et al., 2007] and the 

reconstructed ice-sheet topography [Ullman et al., 2013], it is plausible that the bistable 
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window is different in the real world. Accordingly, assuming that the real LGM climate is 

within or close to the upper end of the bistable window, a conceptual mechanism can be 

proposed to merit our understanding on the series of climate events which occurred 

during the deglaciation, in a more consistent way with the proxy reconstructions.  

Sea-level records indicate that the LGM sea-level lowstand is abruptly terminated by a 

rapid sea level rise of 10~15 m at ~19ka BP [e.g. Clark et al., 2004], contemporaneous 

with a decrease in AMOC [McManus et al., 2004]. This rapid reduction of AMOC can be 

attributed to meltwater injection to the Nordic Sea [Jones and Keigwin, 1988] and/or loss 

of northern hemisphere ice-sheet volume [Zhang et al., in revision]. In parallel, as a 

consequence of the bipolar thermal seesaw [Stocker and Johnsen, 2003], the Southern 

Hemisphere warms up [Shakun et al., 2012]. In the Northern Hemisphere, the suppressed 

vertical convection leads to a subsurface warming in the North Atlantic, destabilizing the 

Hudson Strait Ice Stream grounding line and triggering HE1 at ~17.5ka BP [Marcott et 

al., 2011]. This IRD event causes the glacial ocean transition from the weak mode to the 

collapsed mode at ~17.5-17ka BP [McManus et al., 2004], enhancing the warming in the 

Southern Hemisphere [Shakun et al., 2012]. This effectively reduces the sea-ice cover 

over the Southern Ocean [Fischer et al., 2007] and promotes the release of carbon 

dioxide stored in the abyssal ocean via enhanced upwelling [Anderson et al., 2009; 

Schmitt et al., 2012]. Meanwhile, subsurface warming, as a consequence of the combined 

effects of increased CO2, obliquity and sea-ice melting (retreat) [personal communication 

with Axel Timmerman], destabilizes the grounding line of the Antarctic ice shelves, 

causing the first large IRD events during the last termination (Antarctic Ice-sheet 

Discharge 7, AID 7 in [Weber et al., accepted]). The subsequent release of icebergs from 

the Antarctic ice shelves further dilutes the sea surface salt content, maintaining the local 

subsurface warming and promoting the collapse of the Antarctic ice shelves [Weber et al., 

accepted]. Directly after HE1 (~ 16ka BP), the glacial ocean circulation is characterized 

by a weak AMOC mode. Simultaneous with the continuous increase in atmospheric 

carbon dioxide, the weak AMOC mode approaches or possibly crosses the upper 

boundary of the bistable window (with respect to the ice sheet volume, as established in 

Chapter 4). That is, until ~14.8ka BP, when a ~45 ppm increase of atmospheric CO2 

[Monnin et al., 2001] should be enough to trigger the abrupt warming by changing the 
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ocean stability. However, the onset of the largest Southern Hemisphere LDG IRD event 

associated with the Antarctic Ice Shelves occurs simultaneously (AID 6 in [Weber et al., 

accepted]) and prohibits the AMOC resumption. Once this southern freshwater injection 

is significantly reduced at  ~14.6ka BP, the AMOC is permitted to recover and causes the 

recorded BA warming in Greenland. In parallel, global continental shelf flooding 

associated with abrupt sea-level rise [Deschamps et al., 2012; Weber et al., accepted] 

causes an extra CO2 increase of 20-35 ppm within ~200 years [Köhler et al., 2011], 

further promoting the global warming. As a consequence of the BA warming, the NHIS 

begin to retreat, draining meltwater to the North Atlantic, and gradually weakening the 

ocean circulation from ~14.5ka BP. The meltwater injection from the NHIS during the 

BA likely results in a short cooling interval, the Older Dryas at ~14.0ka BP [Bard et al., 

1996; Stanford et al., 2006] after which the AMOC resumes its strong mode (interglacial 

level) owing to the existence of vigorous vertical mixing in the Nordic sea [e.g. Lohmann 

and Schulz, 2000; Zhang et al., 2013]. In response to the AMOC resumption, the 

Southern Hemisphere gradually cools, accompanied by a decrease of CO2, a period 

known as the Antarctic Cold Reversal (ACR). 

This hypothesis involves an inter-hemispheric melt-water contribution to meltwater-1a, 

characterized by a preceding meltwater injection from the AIS and a following 

contribution from the NHIS. This non-synchronicity of the melt-water contributions from 

AIS and NHIS is consistent with the published dating of sea-level rise in records from 

Tahiti  [Deschamps et al., 2012] and Barbados [Bard et al., 1990; Fairbanks, 1989]. In 

particular, the amplitude of sea-level rise is larger in the records from Barbados than 

Tahiti, indicating the possibility of a combined inter-hemispheric signal in the former. 

This might be associated with the different response time-scales of Barbados to the 

southern (far-field) and northern (near-field) meltwater injection events. Further study 

with regard to this issue is highly desirable to confirm these hypotheses. 

Last, but not the least, it is noteworthy that age uncertainty in records is crucial to 

sequence events occurring in different places, especially during rapid climate changes 

due to the short time window (e.g. the BA warming, around 14.6~14.3ka BP). Further 

research regarding improvement of age model will benefit our understanding on this 

issue.
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