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ABSTRACT

Over recent decades Europe has experienced heavy floods, with major consequences for thousands of people

and billions of euros worth of damage. In particular, the summer of 2013 flood in central Europe showed how

vulnerable modern society is to hydrological extremes and emphasized once more the need for improved

forecast methods of such extreme climatic events. Based on a multiple linear regression model, it is shown here

that 55%of the June 2013ElbeRiver extreme discharge could have been predicted usingMay precipitation, soil

moisture, and sea level pressure.Moreover, themodel was able to predictmore than 75%of the total ElbeRiver

discharge for June 2013 (in terms of magnitude) by also incorporating the amount of precipitation recorded

during the days prior to the flood, but the predicted discharge for the June 2013 eventwas still underestimated by

25%.Given that all predictors used in themodel are available at the end of eachmonth, the forecast scheme can

be used to predict extreme events and to provide early warnings for upcoming floods. The forecast methodology

could be relevant for other rivers also, depending on their location and their climatic background.

1. Introduction

After several days of heavy rainfall, ongoing flooding

in central Europe began in late May 2013. It primarily

affected the southern and the eastern parts of Germany

and western regions of the Czech Republic (Munich RE

2013). The flood crest then progressed down the Elbe

and Danube drainage basins and tributaries, leading to

high water levels along their banks. This resulted in an

overall loss of more than EUR 12 billion and an insured

loss in the region of more than EUR 3 billion (Munich

RE 2013). Such huge damages point to an urgent need to

improve the prediction methods for such extreme events.

May 2013 was the second wettest May in Germany

since the beginning of observational records in ;1880

(Deutscher Wetterdienst 2013a,b). At different stations

situated over the catchment area of the Elbe River, the

amount of precipitation (PP) that fell duringMay 2013wasDenotes Open Access content.
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among the highest over the last 120 years (e.g., Hamburg)

andmore than double theMay average precipitation at all

the analyzed stations (Fig. 1). At basin level, the pre-

cipitation anomalies recorded in May 2013 ranged from

180mm in the western part of the Elbe catchment area

to 80–100mm in the eastern part of the catchment area

(Fig. 2a). The average temperature in Germany in May

was 11.78C, and it was 1.38C colder than the reference

period 1981–2010 (Deutscher Wetterdienst 2013a,b). Fol-

lowing the late snowmelt and several wetmonths in spring,

at the end ofMay 2013 the soils in the southern and eastern

part of Germany had reached record levels of moisture

FIG. 1. Sum of May PP (mm) at different stations located over Elbe’s catchment area. (a) The location of the meteorological stations in

the Elbe catchment area and the sumofMay PP at the (b)Dresden, (c)Wittenberg, (d)Magdeburg, and (e)Hamburg stations. The source of

the PP data is Deutscher Wetterdienst (www.dwd.de). The blue line in (b)–(e) indicates the mean May PP over the period 1971–2000.
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(110%) that had not been observed since the first mea-

surements in 1962 (Deutscher Wetterdienst 2013a,b). The

most affected areas in the Elbe catchment area were the

southern and central parts (Fig. 2b).

Major flood events result from the interaction of at-

mospheric and hydrological processes. Prior to major

flooding, the catchment area experienced prolonged wet

conditions and saturated soils. The large amount of

precipitation and the saturated soil inMay 2013were the

direct results of the atmospheric conditions that pre-

vailed during this period.May 2013 was characterized by

a dipole-like structure in the sea level pressure (SLP) field,

characterized by an anticyclonic circulation over the cen-

tral Atlantic Ocean and a cyclonic circulation over the

central part of Europe and the North Sea (Fig. 2c).

Moreover, the secondhalf ofMay and the first days of June

were characterized at the 500-mb level by an atmospheric

blocking circulation that persisted for more than 16 days.

This system featured a cyclonic circulation over theAlpine

region and Germany, an anticyclonic circulation over the

northern part of the Scandinavian Peninsula and eastern

Europe, and a cyclonic circulation over Siberia. The cy-

clonic circulation over the Alpine region andGermany,

which is typical for spring and summer floods over

central Europe and is known as ‘‘Zugstrasse Vb’’

(Mudelsee et al. 2004), advected a lot of moisture from

the Mediterranean Sea toward the Alps.

Societies with large populations located within river

watersheds use water for social purposes, agriculture, and

industrial production. Therefore, streamflow forecasting is

of great importance for water resource management and

flood defense. Although the predictability of the seasonal

streamflows is a central aspect in the investigations related

to the dynamics of hydrological processes, it has received

significant attention in the hydrometeorological commu-

nity in recent years (Trigo et al. 2004; Rimbu et al. 2005;

FIG. 2. (a) PP (mm; from E-OBSv8), (b) volumetric SM (fraction; from NCEP), and (c) SLP (hPa; from NCEP) anomalies for May 2013

(relative to the period 1971–2000). The area delimited by the blue line indicates the Elbe River catchment area.
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Ionita et al. 2008; Gámiz-Fortis et al. 2010; Wood et al.

2002, 2005; Wood and Lettenmaier 2006). Skillful pre-

dictions can affect decision making for land and water

resources management (Kirono et al. 2010).

On seasonal time scales, anomalous atmospheric cir-

culation is often linked with seasonal variations in river

discharge via variations in different climatic parameters

[e.g., precipitation, temperature (TT), and soil moisture

(SM)] (Dettinger and Diaz 2000; Cullen et al. 2002). For

example, summer streamflow variability over the British

Isles may be forecasted from prior knowledge of varying

boundary conditions such as anomalous sea surface

temperature (SST) in the North Atlantic Ocean (Wilby

et al. 2004) and land air temperature and global tele-

connection indices (Svensson and Prudhomme 2005).

Wedgbrow et al. (2002) used preceding winter values of

the Polar–Eurasia teleconnection pattern, NorthAtlantic

SST, and the North Atlantic Oscillation (NAO) index to

predict the upcoming summer–autumn river flow in

northwestern, southwestern, and southeastern England.

Ionita et al. (2008) showed that the climate information

from the previous winter global SST, temperature over

land, and precipitation can be used to forecast the spring

streamflow variability of the Elbe River.

A different approach compared to the one used in the

aforementioned studies (e.g., linear regression models)

is the use of climate model–based approaches with the

purpose of seasonal ensemble hydrological forecasting.

In the climate model–based approach, the outputs from

global climatemodels are downscaled to finer resolutions

and bias corrected to produce the forcing for the hydro-

logical model (Wood et al. 2002, 2005).Wood et al. (2002,

2005) conducted seasonal hydrological predictions for the

eastern and western United States by bias correcting and

downscaling (spatially and temporally) NCEP Global

Spectral Model (GSM) ensemble climate predictions for

input into the Variable Infiltration Capacity hydrologic

model. They found that the initial hydrologic conditions

need to be accurately determined, so that the influence of

the land surface can be captured in the prediction.

Despite progress, there is still a lack of well-established

methods estimating the predictability of hydrological pro-

cesses based on climatic information. For example, the

predictability of precipitation and streamflows in Europe

based onNAOandElNiño–SouthernOscillation (ENSO)

is limited because of nonstationarity (Cullen et al. 2002;

Trigo et al. 2004; Rimbu et al. 2005). Also, the standard

teleconnection indices are defined over specific atmo-

spheric and oceanic regions, but the discharge of different

river basins may correlate better with particular atmo-

sphere and/or SST regions (Tootle and Piechota 2006;

Ionita et al. 2008). One possibility to improve the seasonal

forecast of streamflow variations would be to identify

stable predictors and develop a forecast scheme based on

them. Along this line, the synoptical and climatological

conditions associated with the June 2013 European floods

are analyzed here in order to identify potential predictors.

Further, these are placed in a longer temporal context in

order to develop a prediction scheme.

2. Data and methods

a. Catchment area

The Elbe rises at an elevation of about 1400m in the

Riesengebirge on the northwest border of the Czech Re-

public. It is approximately 1100km long and covers

a catchment area of about 150000km2 that is inhabited by

25 million people. It covers the Czech Republic and Ger-

many and discharges into the German Bight, North Sea

(Fig. 3a). The hydrological discharge regime is charac-

terized by a pronounced seasonal cycle that has its rising

limb situated between January and April and its falling

one between June and September, the highest values

being recorded in April. These high discharge values re-

corded in the spring months may be related with the

melting of the snow in the catchment area and the soil

humidity. The Elbe River basin is the driest basin in

Germany (compared to Rhine, Weser, or Danube) be-

cause of the low precipitation levels of about 659mmyr21

on average. In May, the precipitation ranges from below

50mmmonth21 in the central part to 120mmmonth21 in

the mountain area (Fig. 3b).

b. Data

The main variable analyzed in this study is the time se-

ries of Elbe River discharge. The daily values of Elbe

discharge, for the period 1875–2013, recorded at the Neu

Darchau gauging station (last gauging station), situated in

the lower part of the Elbe catchment area (538140N,

108530E), are provided by the German Federal Institute of

Hydrology [Bundesanstalt für Gewässerkunde (BfG)] in
Koblenz. Neu Darchau is the only station that has avail-
able measurements until the end of June 2013. The June
mean time series of Elbe streamflow includes extreme
floods in 1927, 1941, 1961, 1965, 1986, and 1995, which
culminated with the 2013 record value (Fig. 3c) and no

significant trend (red line in Fig. 3b). The highest dis-

charge rates occur in winter, usually reaching the North

Sea from January to March/April (Fig. 3d). During the

summer, less runoff is recorded.

The precipitation and temperature data from theE-OBS,

version 8 (E-OBSv8), dataset (Haylock et al. 2008) are also

used. The standardized precipitation index (SPI) is com-

puted following the methodology of McKee et al. (1993)

based on the precipitation from the E-OBSv8 dataset.
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These fields have a 0.258 3 0.258 spatial resolution and

cover the period from January 1950 to June 2013. The soil

moisture, sea level pressure, relative humidity (RH), and

potential evaporation rate (POT) datasets are provided by

the National Center for Atmospheric Research (NCAR)

and they cover the period from January 1948 to June 2013

(Kalnay et al. 1996). The volumetric soil moisture data

are based on the NCEP–NCAR reanalysis product (R-1;

Kalnay et al. 1996; Kistler et al. 2001). The soil moisture

quantity reported here is linearly interpolated to a depth of

10cm. The units are volumetric water content.

As a measure of local blocking frequency, we have

used the two-dimensional (2D) index described by

Scherrer et al. (2006). It is an extension of the one-

dimensional Tibaldi–Molteni index (Tibaldi and Molteni

1990) to a two-dimensional map of blocking frequencies

at every grid point. For each grid point the southern gra-

dient (GHGS) and the northern gradient (GHGN) are

evaluated as follows:

GHGS5 [Z(f0)2Z(f02 158)]/158 and

GHGN5 [Z(f01 158)2Z(f0)]/158

where f0 is the latitude of the considered grid point.

For eachMaywe calculate the ratio between the number

of days when a certain grid point was blocked, that is, the

conditions GHGS. 0 and GHGN, [(210m)/(8lat)] are
simultaneously satisfied for at least five consecutive days.

Thedataset used in this study to calculate the 2Dblocking

frequency is based on the daily 500-hPa geopotential height

Z500 extracted from the Twentieth Century Reanalysis

database (Whitaker et al. 2004; Compo et al. 2006, 2011).

To evaluate the skill of the forecast to different soil

moisture datasets, we make use in this study of three

different soil moisture datasets. The most used reanalysis

products, which also comprise soil moisture datasets, are

1) ERA-Interim data (Dee et al. 2011), 2) NASA

Modern-Era Retrospective Analysis for Research and

FIG. 3. (a) Topographical map of the Elbe drainage basin and Elbe River (blue line). The black dot indicates the location of the Neu

Darchau station. (b) May PP climatology over the Elbe catchment area for the period 1950–2000. (c) The time series of June Elbe

streamflow (filled with green) and the linear trend (red line). (d) Boxplot of Elbe climatological monthly streamflow (m3 s21) over the

period 1875–2013.

602 JOURNAL OF HYDROMETEOROLOGY VOLUME 16



Applications (MERRA) data (Rienecker et al. 2011), and

3) the NCEP–NCAR 40-yr reanalysis project (Kalnay

et al. 1996). ERA-Interim is the latest reanalysis dataset

from the European Centre for Medium-Range Weather

Forecasts (ECMWF). The land surface scheme has a

global coverage with a T159 horizontal resolution and

four layers of soil moisture corresponding to depths of 7,

21, 72, and 189 cm. ERA-Interim extends over the period

from 1979 to present. MERRA provides the second

generation of reanalysis data from NASA and uses the

GEOS, version 5 (GEOS-5), catchment land surface

model. The model includes a latitude–longitude horizontal

resolution of 0.58 3 0.338 and two vertical layers: a 0–2-cm

surface layer and a ‘‘root zone’’ layer that extends from

the surface to the depth ZR, with 75 # ZR # 100 cm de-

pending on local soil conditions (Reichle et al. 2011).

MERRA also has a temporal coverage from 1979 to

present. The NCEP–NCAR reanalysis product was the

first analysis product used in scientific research and is still

frequently used. Here we use the R-1 version (Kalnay

et al. 1996; Kistler et al. 2001), which has a temporal

coverage from 1948 to present. R-1 is based on theOregon

State University (OSU) land surface model (Pan and

Mahrt 1987). The soil column consists of two soil layers of

constant thickness: 0–10 and 10–200cm. The soil mois-

ture quantities reported here are all linearly interpolated

to a depth of 10cm for each reanalysis dataset. The units

are volumetric water content.

c. Methods

The forecast scheme for monthly Elbe River stream-

flow is based on a methodology similar to that used for

seasonal prediction of Danube River flow (Rimbu et al.

2005) and for the seasonal prediction of spring Elbe

streamflow (Ionita et al. 2008). The basic idea of this

procedure is to identify regions with stable tele-

connections between the predictors and the predictand

(Lohmann et al. 2005). The June streamflow anomalies

have been correlated with the potential predictors from

the previous month (May) in a moving window of 21

years. The results remain qualitatively the same if the

length of the moving window varies between 15 and 40

years. The correlation is considered to be stable for

those grid points where June streamflow and May PP,

volumetric SM, SLP, TT, SPI, POT, and RH anomalies

are significantly correlated at the 90% level (r5 0.25) or

80% level (r 5 0.20) for more than 80% of the 21-yr

windows, covering the period 1950–2013. The regions

where correlation is positive and stable at the 90%

(80%) level will be represented as red (yellow) on

a global map. The regions where correlation is negative

and stable at the 90% (80%) level are represented as

blue (green). Such maps will be referred to in our study

as stability correlation maps, and their structures remain

qualitatively unchanged if the significance levels that

define the stability of the correlation vary within rea-

sonable limits. We have also adopted a different ap-

proach to choose just the optimal predictors identified

by the stability maps. Previous studies (Rimbu et al.

2005; Ionita et al. 2008) use the first principal component

based on all the stable indices as a potential predictor.

Here, the optimal model is established based on a mul-

tiple regression analysis of the stable predictors.

d. Model evaluation

The skill of forecast models can be assessed through

severalmethods (Wilks 1995; von Storch andZwiers 1999).

In this paper we use three measures of the forecast model

skill: 1) the percentage improvement in the root-mean-

square errorRMSEover a climatological forecast RMSEclim

and over persistence RMSEpers, 2) the coefficient of vari-

ation (CV; Alfieri et al. 2013), and 3) the Wilcoxon test.

1) The RMSE skill measure is one of the most robust.

Climatology is taken as the standardized long-term

average prior to each forecasted year, while persis-

tence is taken as June Elbe streamflow. We com-

puted the skill score (SS) (Wilks 1995), defined as

SS5 12
RMSE(forecast)

RMSE(reference forecast)
,

where the reference forecast is either climatology or

persistence. The skill score has the value of one for

perfect forecasts and zero if the forecasts are no better

than the reference one and is unbounded below zero

for forecasts that are worse than the reference one.

2) The coefficient of variation is a dimensionless in-

dicator that enables a direct comparison between the

forecasted and observed values, without being af-

fected by any bias of estimation. CV is defined as

CV5
s(Qsim 2Qobs)

Qobs

,

where Qsim is the simulated streamflow, and Qobs is

the observed streamflow.

3) The Wilcoxon test is a nonparametric test designed

to evaluate the difference between two treatments or

conditions where the samples are correlated.

3. Results

a. Meteorological conditions prior to the June 2013
flood

Among potential predictors, atmospheric blocking is

an important candidate and has already been associated
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with extreme weather events like floods, droughts, heat

waves, or cold surges (Scherrer et al. 2006; Sillmann and

Croci-Maspoli 2009). This process is one of the most

prominent features of the midlatitude low-frequency

atmospheric variability. The 2013 extreme event was

triggered by a typical atmospheric circulation for sum-

mer floods. The second half of May and the first days of

June were characterized by an atmospheric blocking

circulation that persisted for more than 16 days (Fig. 4a).

This system featured a cyclonic circulation over the

Alpine region and Germany, an anticyclonic circulation

over the northern part of the Scandinavian Peninsula

and eastern Europe, and a cyclonic circulation over Si-

beria. This stationary regime led to the blocking of

several synoptic systems, like the Azores high and the

Siberian anticyclone, which extended southwest of its

normal position, thus blocking the eastward progression

of the central European low. The cyclonic circulation

over the Alpine region and Germany, which is typical

for spring and summer floods over central Europe,

forced a lot of moisture advection from the Mediterra-

nean Sea toward the Alps. In a longer-term perspective,

June high streamflow events are associated with a simi-

lar blocking-like circulation (Fig. 4b). Based on a 2D

blocking index (Scherrer et al. 2006), we show that high

streamflow anomalies, over the period 1875–2013, are

occurring in association with an omega type of atmo-

spheric blocking (two cutoff lows and one blocking

high that form the Greek letter omega; Rex 1950). For

most of the omega blocks, the western low (in our case

the low centered over the Mediterranean Sea and the

Alpine region) produces heavy precipitation. Because

of the astounding longevity of some omega blocks and

their spatial extent, flooding conditions that may occur

with this kind of block can be severe. Usually, a center

of anticyclonic circulation over Scandinavia is flanked

by a center of low pressure over eastern Europe, which

allows a lot of moisture to be advected from the Med-

iterranean region toward the Alps and Germany, in-

ducing high rates of precipitation. Through their

persistence over the same region for a significant

number of days, these atmospheric conditions favor the

generation of extreme events (e.g., heavy precipitation

and floods).

b. Selection of potential predictors

The skill of a long-range forecast is associated with the

predictors that represent the slow varying components

of the climate system such as sea ice, snow cover, soil

moisture, and SST (Koster et al. 2010). Most of the

streamflow predictors are based on meteorological pa-

rameters or SSTs (Rimbu et al. 2005; Ionita et al. 2008;

Gámiz-Fortis et al. 2010). Because the soils in Germany

had reached record levels of moisture prior to the June

floods, in this paper we aim to analyze the potential of

soil moisture as a predictor, together with the meteo-

rological parameters. The information related to this

type of predictor also has the potential to improve sea-

sonal precipitation prediction (Dirmeyer and Brubaker

1999; Reichle andKoster 2003), whereas different studies

suggest that it can also substantially improve streamflow

prediction (Berg et al. 2006; Koster et al. 2010). Ac-

cording to a number of observation-based studies, soil

moisture memory can have a time scale of 1–3 months

(Vinnikov and Yeserkepova 1991), thus providing some

indication of the conditions prior to the forecastedmonth

or season. As a result, here we investigated a potential

link between saturated, wet, cold springs and upcoming

floods.

Since PP and TT have a significant influence on

streamflows, we consider them, together with SLP, SM,

RH, SPI for one accumulation period of 3 months (SPI3),

and POT as possible predictors for the Elbe River dis-

charge. To identify possible links between these pre-

dictors and Elbe streamflow, stability correlation maps

(see section 2c for definition) are calculated between the

June discharge time series and May PP, TT, SM, SLP,

SPI3, RH, and POT.

The stability correlation map between June stream-

flow and May PP (Fig. 5a) indicates just one significant

FIG. 4. (a) The synoptic situation in terms of Z500 (mb) for

the period from 16 May to 4 Jun 2013. (b) The 2D blocking

frequency (16–31 May) associated with June high streamflow

anomalies (more than one std dev) for the period 1875–2013

(given as the percentage of blocked days relative to the total

number of days).
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stable region, which covers most of Germany. Based on

this, we define an index as theMay PP averaged over the

region (478–53.58N, 7.58–158E) as a stable predictor for

June Elbe streamflow. The correlation coefficient be-

tween this index and the June streamflow time series is

r5 0.65 (99.9% significance level) for the 1950–80 period.

As in the case of precipitation, the stability map between

June streamflow and May SM (Fig. 5b) indicates as

a potential predictor a region centered over the whole

German territory. Consequently, an index is defined as

the average May soil moisture values for the region

(488–558N, 68–158E). The correlation coefficient be-

tween June streamflow and SM index is r5 0.59 (99.9%

significance level). Similarly, a region of negative and

stable correlations over the North Sea and the sur-

rounding areas is identified in the stability map for the

June Elbe streamflow and May SLP (Fig. 5c). Based on

this map, an index is defined as the average SLP values

over the region (52.58–608N, 08–208E) and is considered

as a potential predictor for June streamflow. The cor-

relation coefficient between June streamflow and SLP

index is r520.42 (95% significance level). The stability

correlation map for the June Elbe streamflow and May

TT (Fig. 6a) includes an area of prominent values ex-

tending over the southern part of the Scandinavian

Peninsula. Consequently, the TT index is defined by

averaging TT anomalies over the area (598–628N, 98–
158E). The correlation between the TT index and the

FIG. 5. Stability map of the correlation between June streamflow and May (a) PP, (b) SM, and (c) SLP. Regions

where the correlation is stable, positive, and significant at the 90% (80%) level for at least 80% windows are shaded

with red (yellow). The corresponding regions where the correlation is stable, but negative, are shaded with blue

(green).
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streamflow time series is r 5 20.41 (95% significance

level). Similar stability maps have been produced for

SPI3 (Fig. 6b), POT (Fig. 6c), and RH (Fig. 6d). For

SPI3, an index has been defined over the region

(478–538N, 88–158E), for POT over the region (508–558N,

7.58–1558E), and for RH over the area (488–528N,

68–128E). The correlation coefficients between SPI3,

RH, and POT and June streamflow are r 5 0.49 (99%

significance level), r5 0.39 (95% significance level), and

r 5 20.44 (95% significance level), respectively.

FIG. 6. Stability map of the correlation between June streamflow and May (a) TT, (b) SPI3, (c) POT, and (d) RH.

Regions where the correlation is stable, positive, and significant at the 90% (80%) level for at least 80%windows are

shaded with red (yellow). The corresponding regions where the correlation is stable, but negative, are shaded with

blue (green).

TABLE 1. Calibration statistics for the forecast model (1950–80).

Model Explained variance (%) R2 F statistic P value AIC Residual std error

PP 1 SM 1 TT 1 RH 1 POT 1 SPI3 1 SLP 51.9 0.6029 7.157 3.19 3 1025 451.22 225.0

PP 1 SM 1 TT 1 POT 1 SPI3 1 SLP 53.1 0.6013 8.547 1.08 3 1025 449.38 221.1

PP 1 SM 1 TT 1 SPI3 1 SLP 54.0 0.5978 10.40 3.56 3 1026 447.74 219.9

PP 1 SM 1 SPI3 1 SLP 54.3 0.5883 12.86 1.34 3 1026 446.5 219.3

PP 1 SM 1 SLP 54.7 0.5809 17.09 3.96 3 1027 445.3 218.3
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c. Forecast model and streamflow prediction

Based on the May indices defined above (PP, SLP,

SM, TT, SPI3, RH, and POT), a forecast scheme for

June streamflow is developed based on multiple linear

regression. The time interval 1950–80 is considered as

the calibration period and the prediction is validated

over the time interval 1981–2013. A model is con-

structed using the May indices over the calibration pe-

riod as predictors for June streamflow. The forecast is

performed by combining different predictors. Stepwise

and backward regression is used in order to identify

the predictors that play the most significant role for

predicting the June streamflow. To estimate possible

overfitting, the Akaike information criterion (AIC;

von Storch and Zwiers 1999), the explained variance,

R2, and the residual standard error (Table 1) are used

to choose the optimal model for explaining the June

streamflow. Based on these methods, the optimal

model explaining June streamflow is based on a com-

bination of PP, SLP, and SM indices. The explained

variance of this model is 54%. By including the TT,

RH, SPI3, and POT indices as potential predictors, the

model does not improve its predictive skill. The opti-

mal model for explaining June Elbe streamflow (ES) is

given by the following equation:

ES5 a1 bSLP(hPa)1 cPP(mmmonth21)

1 dSM(m3 m23) ,

where a5233 615 (dimensionless), b5 31.9 (hPa), c5
28.58 (mm month21), and d 5 3.517 (m3m23).

The correlation coefficient between the observed and

the modeled time series is r 5 0.77 (calibration period;

Fig. 7a) and r 5 0.71 (validation period; Fig. 7b). To

better assess the skill of the forecast, the RMSE, the CV,

the skill score against climatology Sclim and persistence

Spers, and the Wilcoxon test are calculated (Table 2).

The model exhibits a forecast skill that is 43% (42%)

better than that based on climatology (persistence). Re-

sults reveal a good skill (Table 2) with a significant cor-

relation coefficient between the raw series and the

forecasted values (r5 0.71). The forecast model presents

a small coefficient of variation (CV 5 0.49), implying

a variability of the predicted values lower than the

observed discharge. The P value of the Wilcoxon test is

FIG. 7. Comparison between the observed and predicted

streamflow values. (a) Observed (black) and predicted (red) June

streamflow values for the calibration period 1950–90 based onMay

(PP1 SM1 SLP) from the stable regions. (b) As in (a), but for the

validation period 1991–2013. The shaded area represents the 95%

uncertainty bounds. (c) As in (b), but taking into account also the

precipitation fallen in the first 8 days of June 2013.

TABLE 2. Test results for the comparison between forecasted and

observed streamflow at 95% confidence level.

Model Sclim (%) Spers (%) CV RMSE

Wilcoxon

P value

PP 1 SM 1 SLP 43 42 0.49 10.24 0.05
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FIG. 8. Observed (black) and predicted (red) June streamflow anomalies (red line) for the validation period

1991–2013 based onMay (PP1 SM1 SLP) together with June PP (1–10 Jun) from the stable regions. PP1 refers

to theprecipitation fallenon thefirst dayof June,PP2 refers to the sumofprecipitation fallenon thefirst and second

day of June, and so on.
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p5 0.05. This demonstrates that there are no significant

differences between the observed and forecasted mean.

d. Extreme floods and heavy precipitation

The extreme events, especially those that are the re-

sult of heavy precipitation, cannot be predicted based

only on conditions of the previousmonth (or season). As

a consequence, one should also consider as a predictor

the precipitation that fell every day prior to the flood.

The daily PP prior to the floods is an important pre-

dictor, especially when the background conditions are

an indicator for possible floods, as was the case for the

June 2013 flood. The atmospheric conditions for the pe-

riod of mid-May until the beginning of June 2013 (Figs. 2,

4a) represented a clear indication for heavy precipitation.

To prove this, we apply stepwise integration of the pre-

cipitation that fell during the days prior to the flood and

show in Fig. 7c the potential predictability of the June

2013 flood by taking into account the precipitation that

fell between 1 and 10 June. The highest observed dis-

charge was recorded on 12 June 2013. As it can be in-

ferred from Fig. 8, the predictability of this extreme flood

is the highest after integrating the 8 June precipitation

into the forecast scheme (Figs. 7c, 8h), with 75% of the

June 2013 event amplitude predicted by the model. Al-

though our model was able to predict more than 75% of

the total Elbe River discharge for the June 2013 flood (in

terms of magnitude), the predicted discharge for this

particular event was still underestimated by 25%. Nev-

ertheless, for this year our model did predict the highest

discharge over the validation period.

4. Comparison with ERA-Interim and MERRA
volumetric soil moisture data

Soil moisture can have a substantial influence on the

climate system, as it acts as a memory for climatic

anomalies (Manabe and Delworth 1990; Delworth and

Manabe 1993). However, because of the difficulty of

making real-time observations for this quantity, many

studies based on it are performed on reanalysis high-

resolution data, instead of observational fields. The lack

of soil moisture observations has led researchers to de-

pend on model-estimated values in various studies, in-

cluding climate modeling, water resources management,

and seasonal prediction (Mahanama et al. 2008; Koster

et al. 2010). Although the reanalysis products combine

numerical modeling and satellite observations through

data assimilation, uncertainty remains in several vari-

ables, including soil moisture (Berg et al. 2003; Zhao

et al. 2006). To evaluate the sensitivity of the forecast

skill to different soil moisture datasets, we show the

results for the Elbe River streamflow forecast based on

three different soil moisture data: NCEP, ERA-Interim,

and MERRA.

The forecast of June streamflow based on the com-

parison of the aforementioned three datasets is shown in

Fig. 9 and the statisticmeasures for the forecastmodel are

shown in Table 3. Based on the information in Table 3,

FIG. 9. Comparison between the observed (black) and predicted

(red) June streamflow values based on the (a) NCEP volumetric

SM, (b) ERA-Interim, and (c) MERRA data. The shaded area

represents the 95% uncertainty bounds.
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the MERRA soil moisture shows a better skill for the

streamflow forecast, when compared to ERA-Interim

andNCEPdata.All the statistical parameters used to test

the model skill (e.g., explained variance, R, R2, and the

residual standard error) show an improved skill for the

MERRAdataset. The differences betweenERA-Interim

andNCEPfields are not significant. These results indicate

that the forecast skill may depend on the used dataset.

Depending on the climatological background and on the

availability of observational data, different datasets can

perform better over particular regions compared to other

datasets. For example, over eastern China the ERA-

Interim data are the best in describing the soil moisture,

precipitation, and evapotranspiration climatology com-

pared to MERRA and NCEP data (Liu et al. 2014).

Therefore, for streamflow (or other variable) prediction,

TABLE 3. Statistics for the forecast model based on ERA-Interim, MERRA, and NCEP data.

Explained variance (%) R R2 F statistic P value Residual std error

ERA-Interim 40.3 0.67 0.44 7.98 4.653 3 1024 323.3

MERRA 45.9 0.71 0.51 10.43 7.325 3 1025 303.3

NCEP 39.3 0.67 0.44 8.01 4.542 3 1024 323.0

FIG. 10. Stability map of the correlation between April streamflow andMarch (a) PP, (b) TT, (c) SM, and (d) SST.

Regions where the correlation is stable, positive, and significant at the 90% (80%) level for at least 80%windows are

shaded with red (yellow). The corresponding regions where the correlation is stable, but negative, are shaded with

blue (green).

610 JOURNAL OF HYDROMETEOROLOGY VOLUME 16



one should consider all the available datasets and choose,

based on the skill of the forecast model, the best dataset.

5. Transferability of the method

Although the aim of the current study was to focus on

the predictability of the June Elbe streamflow, we also

decided to test the applicability of this methodology for

other months. Depending on the size of the catchment

area and on the climatic context/background, the opti-

mal predictors can differ from one month to another.

For example, in the case of winter months, the snow

cover and the sea surface temperature can play a signif-

icant role for the upcoming spring floods. To emphasize

this aspect and the fact that the methodology has the

ability to be transferable to other months also, we show

here the potential predictability of April streamflow

based on the conditions of previous months. Following

the same steps as in the case of the June streamflow,

different predictors have been tested (e.g., sea level

pressure, precipitation, temperature, soil moisture, sea

surface temperature, relative humidity, and standard-

ized precipitation index). For each of the aforemen-

tioned predictors, we computed the stability maps. In

FIG. 11. Comparison between the observed and predicted streamflow values: observed

(black) and predicted (red) April streamflow values for the (a) calibration period 1950–80

based on March (PP 1 SM 1 TT 1 SST) from the stable regions identified in Fig. 10 and

(b) validation period 1981–2012 based on March (PP 1 SM 1 TT 1 SST) from the stable

regions identified in Fig. 10.
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Fig. 10 we show the stability maps between April

streamflow and March PP (Fig. 10a), TT (Fig. 10b), SM

(Fig. 10c), and SST (Fig. 10d). After applying stepwise

and forward multiple regression analysis, only the PP,

TT, SM, and SST indices have been considered for the

forecast scheme.

The correlation coefficient between the observed and

the modeled time series is r 5 0.79 (calibration period;

Fig. 11a) and r5 0.85 (validation period; Fig. 11b). As in

the case of June streamflow, some extreme events (e.g.,

year 2006) could not be fully predicted just taking into

account the previous month’s conditions. The high

streamflow recorded in April 2006 was the result of

snowmelt and intense precipitation that fell at the be-

ginning of April (Belz et al. 2006). As in the case of June

2013, to be able to predict the actual magnitude of the

recorded streamflow, one needs to also consider the

precipitation that fell in the days prior to the flood.

There are also cases when the extreme floods, in spring

months, are just the result of snowmelt and saturated

soil. This was the case of April 1988 (Puffahrt 2008). The

highest discharge recorded over the period 1950–2012

was in April 1988. Almost 100% of the amplitude of this

extreme event was forecasted by our model because it

was the direct result of the previous month’s conditions.

Therefore, a specific model should be constructed for

each month and for every specific location.

6. Discussion and conclusions

Since most of the extreme floods over Elbe’s catch-

ment area occurred during summermonths (e.g., August

2002 and June 2013), it is necessary to identify stable

predictors from antecedent months (e.g., May) that can

be used to predict the floods with a certain degree of

accuracy. By using a simple, but efficient methodology,

we showed that at least 54.3% of the magnitude (ob-

served versus predicted) of the June 2013 streamflow

could have been predicted at the end ofMay 2013, based

on antecedent conditions, and that more than 75% of

the magnitude (observed versus predicted) could have

been predicted, if precipitation values recorded several

days in advance had also been used.

As shown in Fig. 8, themodel is strongly dependent on

the availability of near-real-time data of precipitation,

especially for summer months characterized by convec-

tive precipitation, which can be the subject of some dif-

ficulties. Nevertheless, this issue can be solved by using

station-based data (usually available in real time from

different meteorological offices) or satellite measure-

ments. The performance of our simple model was found

to be weaker for the June extremes floods, compared to

the April ones, but together with the precipitation that

fell prior to the floods, our model was still able to predict

;75%of the total magnitude of the June 2013 flood, even

though the predicted discharge for this particular event

was still underestimated by 25%. Thismight be due to the

fact that extreme floods during summer months are the

direct result of both the previous months’ conditions as

well as extreme heavy rainfall, while for winter and spring

months the extreme floods are the results of snow cover,

snowmelt, and incremental warming, making the per-

formance of the model much better because of longer

memory. The June 2013 flood event was a real test also

for the operational European Flood Awareness System

(EFAS), which did perform well in most of the affected

areas, even though the severity of the event was some-

what underestimated (Pappenberger et al. 2013).

Furthermore, the information regarding the specific

atmospheric synoptic state (blocking-like structure) that

persisted over the same area for more than 15 days and

that was favorable to high streamflows over Elbe’s

catchment area could have been also considered as

a warning signal regarding a potential flood at the be-

ginning of June 2013. Also, the use of soil moisture in-

formation from the previous month as a potential

predictor proves to be an important factor in improving

the forecast skill. Although our analysis was restricted to

a particular basin, a similar forecast scheme could be

also applied for other rivers. The advantages of this

methodology, compared to other flood prediction

products available for Europe (Alfieri et al. 2013) or

globally (Werner et al. 2013; Candogan Yossef et al.

2013), are 1) it is inexpensive in terms of computational

and human resources; 2) it does not require the use of

a hydrological model, which is mostly not freely avail-

able and has high computational costs; and 3) it does not

require access to operational ensemble forecast data,

like most of the available flood prediction products do.

Therefore, using a simple and computationally in-

expensive statistical model, one can anticipate to a cer-

tain degree extreme upcoming floods, based on the

antecedent climate conditions over specific regions. Fi-

nally, since the concept can be used as an early warning

system for floods, the potential societal benefits in terms

of limiting life and monetary loss are enormous.
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