
 
 

 
GEOLOGICAL SURVEY OF CANADA 

OPEN FILE 7516 
 
 

Variability of coastal change along the western Yukon coast 
 
 

A.M. Konopczak, G.K. Manson, N.J. Couture 
 
 
 
 

 
 
 

 
 

2014 
 

 
Ressources naturelles

Canada

Natural Resources

Canada



ii 

  



iii 

GEOLOGICAL SURVEY OF CANADA 
OPEN FILE 7516 

Variability of coastal change along the western Yukon coast 

A.M. Konopczak1,2 
G.K. Manson2,3

N.J. Couture2 

1 
Department for Geography, Christian-Albrechts-Universität zu Kiel, Kiel, Germany  

2 
Geological Survey of Canada - Atlantic, Bedford Institute of Oceanography, Dartmouth, Nova Scotia 

3 Department of Geography, University of Guelph, Guelph, Ontario  

2014 

©Her Majesty the Queen in Right of Canada 2014 

doi:10.4095/293788 

This publication is available for free download through GEOSCAN (http://geoscan.ess.nrcan.gc.ca/). 

Recommended citation  
Konopczak, A.M., Manson, G.K., and Couture, N.J., 2014. Variability of coastal change along the 
western Yukon coast; Geological Survey of Canada, Open File 7516, 81 p. doi:10.4095/293788

Publications in this series have not been edited; they are released as submitted by the author. 
Cover photo: Komakuk Beach, Konopczak (2012).



iv 

Table of Contents 

 

Abstract ........................................................................................................................................................ 1 

Introduction ................................................................................................................................................. 2 
Aims and Objectives ............................................................................................................................... 6 

Study Area ................................................................................................................................................... 6 
Geology and Geomorphology ................................................................................................................ 7 
Arctic coastal processes .......................................................................................................................... 8 

Thermal abrasion ................................................................................................................................. 8 
Thermal denudation ............................................................................................................................. 9 
Sea ice processes ................................................................................................................................ 10 

Vegetation .............................................................................................................................................. 11 
Climate ................................................................................................................................................... 11 
Sea ice .................................................................................................................................................... 11 
Water levels ........................................................................................................................................... 11 
Storms .................................................................................................................................................... 11 
Study site descriptions .......................................................................................................................... 12 

Border site .......................................................................................................................................... 12 
Komakuk Distant Early Warning Line Station ................................................................................... 13 
Komakuk site description ................................................................................................................... 13 
The coast between the Komakuk and Border sites ............................................................................. 15 

Data and Methods ..................................................................................................................................... 17 
Field survey data ................................................................................................................................... 17 

Data acquisition ................................................................................................................................. 18 
Data preparation ................................................................................................................................ 20 
Data processing ................................................................................................................................. 21 

Remote sensing data ............................................................................................................................. 23 
Data acquisition ................................................................................................................................. 23 
Data preparation ................................................................................................................................ 24 
Functionality of the DSAS tool ........................................................................................................... 26 
Data processing ................................................................................................................................. 26 
DSAS statistics ................................................................................................................................... 28 
Calculation of total land loss ............................................................................................................. 29 

Results ........................................................................................................................................................ 30 
GPS surveys .......................................................................................................................................... 30 

Border site erosion rates .................................................................................................................... 30 
Border site shore profiles ................................................................................................................... 32 
Komakuk site erosion rates ................................................................................................................ 34 
Komakuk site shore profiles ............................................................................................................... 38 

DSAS analysis ....................................................................................................................................... 40 
DSAS results of complete time series ................................................................................................. 41 
DSAS results for time period analysis for the entire study area ........................................................ 44 
DSAS results for time period analysis for the Border site .................................................................. 45 
DSAS results for time period analysis for the Komakuk site .............................................................. 47 

Calculation of total land loss ................................................................................................................ 49 



v 

Discussion .................................................................................................................................................. 49 
Variability of erosion ............................................................................................................................ 49 

Entire study area ................................................................................................................................ 49 
Border site .......................................................................................................................................... 50 
Komakuk site ...................................................................................................................................... 51 

Evaluation of methodology .................................................................................................................. 51 
Correlations of shore profile parameters with erosion ..................................................................... 52 

Conclusions ................................................................................................................................................ 54 

Acknowledgements ................................................................................................................................... 54 

References .................................................................................................................................................. 55 

Appendices ................................................................................................................................................. 62 

 
 
  



vi 

 



1 

Variability of coastal change along the western Yukon coast 
 

A. M. Konopczak1,2, G.K. Manson2,3, N. J. Couture2 
1 

Department for Geography, Christian-Albrechts-Universität zu Kiel, Kiel, Germany  
2 Geological Survey of Canada - Atlantic, Bedford Institute of Oceanography, Dartmouth, NS 
3 Department of Geography, University of Guelph, Guelph, ON  
 
 

Abstract 
Because the Yukon coast along the Beaufort Sea has the highest ground ice contents in the Canadian 
Arctic and, in addition, faces the direction of most effective storms, this section of coast is considered to 
be highly vulnerable to the effects of climate change. In order to gain insight into the regional coastal 
dynamics, a quantification of coastal change was undertaken that allowed the determination of spatial and 
temporal variability of coastal change along a 35 km long section of coast, stretching from Komakuk to 
the international border. Shorelines from several years between 1951 and 2009 were digitized from 
georeferenced aerial photographs and an ortho-rectified SPOT image. Shoreline change statistics were 
subsequently calculated using the Digital Shoreline Analysis System (DSAS) extension for Esri ArcGIS. 
Theodolite and real-time kinematic GPS data that was collected during several surveys between 1991 and 
2012 at two Geological Survey of Canada (GSC) monitoring sites (Border site and Komakuk site) were 
analysed to provide higher temporal resolution of coastal change for the last two decades. Additionally, 
the field survey data enabled an assessment to be made of the contribution of geomorphic variables (i.e. 
beach slope, beach width, cliff slope, absolute cliff height, relative cliff height) towards explaining 
changes of coastal erosion. 
According to the findings, the mean annual erosion along the western Yukon coast has been -1.2 ± 0.4 
m/a over the entire period of study, with the rates decreasing through time from -1.4 ± 0.6 m/a between 
1951 and 1972, to -1.2 ± 0.5 m/a between 1972 and 2009. However, site specific investigations show that 
there are differences in the mean erosion rates and in temporal trends. To the west at the Border site, the 
mean annual erosion rate is -1.3 ± 0.3 m/a, and the rates have recently accelerated, while at Komakuk in 
the east of the study area, the mean annual erosion rate is -0.9 ± 0.2 m/a, with the rates decelerating over 
time. A comparison of these findings to erosion rates from the Alaskan Beaufort Sea coast indicates that 
there is a general spatial pattern of decreasing erosion rates from the west to the east. The quantified 
erosion rates also enabled the calculation of mean annual land loss between 1951 and 2009, which 
amounted to 4.5 ha/a. An analysis of the influence of shore profile parameters on mean annual erosion 
rates showed a statistically significant correlation between beach widths and erosion rates (r=0.84) at the 
Border site. There is also a strong but insignificant correlation between absolute cliff heights and erosion 
rates at the Border, but no correlations of shore profile parameters with erosion could be distinguished for 
the Komakuk site. 
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Introduction 
 
The Arctic is a sparsely populated region primarily known for its harsh and cold climate during long 
winters. In the last decade, in particular, this remote region has been attracting more and more attention, 
as an important region in terms of global climate change. Observations of the Earth’s climate indicate a 
global rise in temperature in response to increasing concentrations of greenhouse gases (Treut et al. 
2007). This trend is amplified in the Arctic (Johannessen et al. 2004). While prognoses from the 
Intergovernmental Panel on Climate Change (IPCC) forecast an increase of global increase of global 
mean surface air temperatures of 1.7 °C to 4.4 °C by 2099 (A1B scenario) (Meehl et al. 2007), projections 
for the Arctic show a 3 °C to 6 °C warming of surface air temperature by 2080 (AMAP 2012). These 
different prognoses result from a regional feedback phenomenon known as arctic amplification. Rising 
surface air temperatures lead to a diminution of both land and sea ice and a decrease in the extent of these 
highly reflective surfaces resulting in a lowering of ice-albedo and therefore an increase in the absorption 
of solar radiation. Subsequent further warming and reduction of the albedo of the sea ice and land 
surfaces leads to an intensification of the process. Consequently, the described ice-albedo feedback leads 
to an amplification of the initial temperature change (Holland et al. 2006; Serreze & Francis 2006; 
Anisimov et al. 2007; AMAP 2012). 
Evidence of this process is given by numerous investigations focusing on changing sea ice extents, soil 
temperatures, air temperatures and precipitation patterns, all of which indicate a rapid acceleration of 
change within the last four decades (Serreze et al. 2000). For example in 2012, sea ice extent fell to an 
overall minimum of just 3.41 million km², down from the long-term average of 6.71 million km² and 
below the record minimums reached in 2007 and 2002 (Perovich et al. 2012). Soil temperatures have 
increased on average of 2 °C within the last several decades, and the increase in average air temperature 
since 1980 has been twice as high in the Arctic as it was in the rest of the world (IPCC 2007; AMAP 
2012; Romanovsky et al. 2012). As mentioned above, projections forecast a temperature increase of 3 to 6 
°C by 2080 (AMAP 2012), and the possibility of a nearly ice free Arctic basin by 2040 (Holland et al. 
2006). Since polar regions are considered to have the great potential for affecting global climate (Rachold 
et al. 2004; Anisimov et al. 2007), their detailed investigation is of major importance. 
Changes in Arctic climate conditions trigger a number of environmental responses. For the purpose of this 
work, the most important responses to Arctic climate changes are changes of factors that lead to the 
acceleration of coastal erosion. In particular, these are: 

 An increase in the thawing depth of the soil, as this prompts landscape degradation and facilitates 
erosion (Serreze et al. 2000; Jorgenson & Brown 2005; Dupeyrat et al. 2011).  

 An extended open water season, as this reduces the time in which the shore is protected from 
coastal erosion by sea ice (Atkinson 2005). 

 A decrease of the summer sea ice extent, as open water fetch gets longer allowing the generation 
of higher waves (Couture 2010, after McGillvray 1993). 

 An increase in the number of severe storms, as storms are the most effective erosive agents 
(Lambert 1995; Aré et al. 2008). 

 An increase in sea water temperature, as this accelerates the thermal and mechanical erosion of 
frozen sediments (Kobayashi et al. 1999). 

 A relative sea level rise, as a higher sea level allows larger and thus more powerful waves to 
approach closer to the shore (Manson & Solomon 2007; Bird 2009). 

Since the majority of the world’s population lives within a short distance of the sea, coastal erosion is a 
major and well-known threat resulting from climate change. The Arctic is no exception, with most 
communities and cultural sites situated right next to the ocean; consequently, they are highly vulnerable to 
coastal erosion, even though the Arctic Ocean remains frozen for about nine months each year, which 
inhibits wave generation (Atkinson 2005). Despite the fact that most of the coastal erosion only occurs 
during the short open water season, arctic coasts nevertheless have the highest erosion rates in the world, 
by far (Reimnitz et al. 1988; Reimnitz & Aré 1998). 
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Approximately 50% of the global soil organic carbon is stored in the perennially frozen ground of the 
Arctic (Tarnocai et al. 2009), so coastal erosion also alters carbon distribution by transferring soil carbon 
to the ocean (Rachold et al. 2004; McGuire et al. 2009; Vonk et al. 2012). There, it either is buried in the 
shelf sediments, exported to the ocean, or mineralized by bacteria and then emitted to the atmosphere as a 
greenhouse gas, thus being able to contribute to further global warming (Rachold et al. 2005; McGuire et 
al. 2009; Couture 2010; Vonk et al. 2012). Therefore, detailed investigations of coastal retreat are 
necessary for reasonable estimates of greenhouse gas emissions, which in turn serve as a basis for 
predictions of future climate change (McGuire et al. 1995; Zhang & Chen 2005). The international Arctic 
Coastal Dynamics project compiles data from numerous monitoring sites across all arctic coasts with the 
goal of estimating sediment fluxes on a circum-Arctic scale (Brown & Solomon 1999; Rachold et al. 
2004; Rachold et al. 2005; Lantuit et al. 2011). Total organic carbon supply resulting from coastal erosion 
to the Arctic Ocean is estimated at 6-7 * 106 metric tons C/a (Rachold et al. 2004), therefore amounting to 
approximately 10 to 15% of the overall estimated annual organic carbon input into the Arctic Ocean 
(McGuire et al. 2009; Ping et al. 2011). In some areas with very high coastal erosion rates, like for 
example along the Laptev Sea, the amount of sediments supplied by coastal erosion to the sea can highly 
overtop the amount contributed by rivers. Even along stretches of the Beaufort Sea coast, sediments 
delivered by coastal erosion can locally exceed the rate of fluvial sediment supply, although most of the 
sediment is of fluvial origin (Reimnitz et al. 1988; Brown & Solomon 1999; Rachold et al. 2000).  
For the reasons given above, it is of major importance to investigate coastal change in the Arctic, as these 
investigations provide the basis for assessments of coastal response to changing external conditions. The 
observation of how Arctic coasts respond to a changing climate, which feedbacks occur, and which 
factors seem to be of greater or lesser importance for coastal change, gives us the opportunity to draw 
conclusions on what we can expect to happen along these coasts in the future (Hinzman et al. 2005). 
The focus of this work is the western coast of the Yukon Territory, Canada (Appendix I). Because this 
area has some of the highest ground ice contents (Lantuit et al. 2011) and is exposed to the north and 
partially to the north-northwest, which is the direction from which the most effective storms originate 
(Reimnitz & Maurer 1979; Hudak & Young 2002), coastal erosion is likely to increase in this region in 
the future (Forbes & Taylor 1994; Manson & Solomon 2007; Lantuit & Pollard 2008). Therefore, a 
detailed assessment of coastal change in the western Yukon Territory is of particular interest. 
Despite the remoteness of this region, some data exists to enable calculations of coastal retreat rates for 
the USA-Canada border beginning as early as 1912 (Table 1). Over the years, a broad range of studies 
focusing on coastal processes has been carried out along the Yukon coast, as well as the neighboring 
Alaskan Beaufort coast which, due to its similar geomorphology and wave exposure, is comparable to the 
Yukon coast (Forbes 1997). Results from studies monitoring coastal change along both coasts show a 
wide range of erosion rates (Table 1). The assessment of coastal change by means of aerial photography 
and field site visits only provides a snapshot of the coast, so it is thus highly dependent on the climatic 
conditions at, or just prior to, the investigation (Solomon & Gareau 2003). Analyses of aerial photographs 
of Herschel Island indicate that erosion decelerated from 0.61 m/a between 1952 and 1970 to 0.45 m/a 
between 1970 and 2000 (Lantuit & Pollard 2008). These results are consistent with findings from the 
Mackenzie Delta region which also show a deceleration of erosion from 1.02 m/a between 1972 and 
1985, to 0.87 m/a between 1985 and 2000 (Solomon 2005). In contrast, since the early 1980’s doubling of 
erosion rates to 25 m/a has been measured at an Alaskan coastal site (Mars & Houseknecht 2007; Jones et 
al. 2008; Jones et al. 2009). A doubling of erosion rates along the Alaskan Beaufort Sea coast was also 
measured by Ping et al. (2011), who determined present rates to be 1.2 m/a using aerial photography and 
satellite imagery analysis. For the western Yukon coast, only a limited amount of data from field surveys 
and aerial photography analyses are available. They show that, at the eastern fringe of the study area some 
35 km to the east of the USA-Canada border, there was a general deceleration of coastal erosion between 
the 1950’s (~ 3 m/a) and the late 1990’s (< 1 m/a) (Harper et al. 1985; Forbes et al. 1995; Solomon 1998), 
and that at the USA-Canada border, there was an acceleration of coastal change from < 1 m/a between 
1912 and the mid 1980’s to about 2 m/a between the 1980’s and 2000 (McDonald & Lewis 1973; Forbes 
& Frobel 1985; Ping et al. 2011). However, no recent and consistent long-term regional assessment of 
coastal change currently exists for the Canadian side of the border (Table 1). 
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Table 1: Literature review of erosion rates (ER) for the investigation area 
(in bold). Some additional erosion rates for nearby regions are included 
for reference. Erosion rates are listed by region, going from east to west. 
For exact location of the sites, see Appendix I. 
 

Citation Data base Region Time frame ER [m/a] 

Solomon 2005 Aerial 
photography 

Tuktoyaktuk 
Peninsula to 
Mackenzie Delta 

1972-1985 -1.02 

1985-2000 -0.87 

McDonald & Lewis 
1973 

Aerial 
photography 

Kay Point, eastern 
Yukon 

1952-1970 -2.3 

Forbes & Frobel 
1985 

Geodetic survey Kay Point, eastern 
Yukon 

1976-1984 -1.3 

Forbes et al. 1995 Geodetic survey Kay Point, eastern 
Yukon 

1984-1992 -3.0 

Lantuit & Pollard 
2008 

Satellite 
imagery, aerial 
photography 

Herschel Island, 
western side 

1952-1970 -0.61 

1970-2000 -0.45 

 Forbes et al. 1995 Geodetic survey Komakuk, western 
Yukon 

1986-1991 -0.76 

1991-1992 -0.60 

Solomon 1998 Aerial 
photography, 
geodetic survey 

Komakuk, western 
Yukon 

1951-1958 ~ -3.0 

1960-1971 ~ -2.0 

1975-1997 < -1.0 

Harper et al. 1985 Video, aerial 
photography 

Komakuk to 
Clarence Lagoon 

1950’s-1984 -1.06 

Covill 1997 Aerial 
photography 

Clarence Lagoon, 
western Yukon 

1976-1992 -0.08 - -0.49 

1992-1996 -0.29 - -1.64 

Harper et al. 1985 Video, aerial 
photography 

Clarence Lagoon to 
USA-CAN border 

1950’s-1984 -1.28 

McDonald & Lewis 
1973 

Geodetic survey USA-CAN border 1912-1972 -0.72 

Forbes & Frobel 
1985  

Geodetic survey USA-CAN border 1972-1984 -0.83 

Ping et al. 2011 Satellite 
imagery, aerial 
photography 

USA-CAN border 1950-1980 -0.74 

1980-2000 -3.88 
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Brown et al. 2003 Satellite 
imagery, aerial 
photography 

Barrow, Alaska 1948-1979 -0.59 

1979-2000 -0.86 

Jones et al. 2009 Aerial 
photography 

Barrow, Alaska 1955-1979 -6.8 

1979-2002 -8.7 

2002-2007 -13.6 

Ping et al. 2011 Satellite 
imagery, aerial 
photography 

Alaska Beaufort coast 1950-1980 -0.6 

1980-2000 -1.2 

Gibbs et al. 2011 Aerial 
photography 

Demarcation Point – 
Brownlow Point 

1947-2007 -0.6 ± 0.4 

Alaska Beaufort coast -2.0 

Lantuit et al. 2011 ACD database Canadian Beaufort 
coast 

 -1.12 

Entire Arctic coast -0.5 

 
So far, no single research approach has been able to adequately explain the especially high erosion rates 
which are occurring in the Arctic. Although there is broad scientific agreement that the existence of ice-
rich fine grained coastal sediments, the stormy nature of the Arctic Ocean, and the presence of ice in the 
water column as well as in the nearshore zone all contribute to observed shoreline dynamics, opinions 
about the significance of each factor are deeply divided. 
Some of the research has focused on the correlation between coastal erosion and oceanographic forcing, 
such as sea level rise, waves and storms (Reimnitz & Maurer 1979; Solomon et al. 1994; Héquette et al. 
1995; Manson & Solomon 2007); these studies suggest that storms are very effective erosive agents and 
that predicted increase in open water season and sea level will foster their erosive action. Valuable 
information about regional wave climatology is provided by the extreme wave hindcast study conducted 
by Eid & Cardone (1992) and the study on storm patterns conducted by Atkinson (2005). Physics-based 
modeling approaches on the effect of storm surges have been conducted for example by Kobayashi 
(1985), Kobayashi et al. (1999), Hoque & Pollard (2008, 2009) and Ravens et al. (2012). 
Further studies concentrate on the contribution of ground ice and permafrost to high erosion rates (Harper 
et al. 1985; Kobayashi 1985; Aré 1988; Harper 1990; Héquette & Barnes 1990; Dallimore et al. 1996; 
Kobayashi et al. 1999; Lantuit et al. 2008). A number of researchers have concluded that the 
characteristic coastal composition, consisting of fine grained, ice-rich and thus mostly unconsolidated 
sediments, contributes to or even governs rapid coastal change in the Arctic (Reimnitz et al. 1985; 
Reimnitz et al. 1988; Jorgenson & Brown 2005; Aré et al. 2008). In modeling of coastal response to 
future climate change conducted by Couture (2010), the combination of ground ice content and effective 
cliff height was shown to be important for future coastal erosion, with a predicted acceleration of low 
bluff erosion (Couture 2010). Findings from the Arctic Coastal Dynamics project, however, reveal only a 
minor correlation between backshore elevations and coastal retreat (Lantuit et al. 2011). 
Héquette & Barnes (1990) correlated erosion rates with both, coastal geology (sediment texture, ground-
ice content, cliff height, shoreface gradient) and oceanographic forcing (wave energy) and found no 
statistical relationship which would adequately explain the variability and amount of erosion. Thus they 
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presumed that another factor has to play a major role in arctic coastal retreat. Under the assumption, that 
the shoreface profile always strives for a state of equilibrium (Bruun 1954), they concluded that 
modifications of the nearshore profile by ice gouging of the seabed may be highly effective in forcing 
coastal retreat by lowering the nearshore profile. Another process influencing the local bathymetry is 
thaw subsidence induced by permafrost melt in the shallow water zone. It was investigated by Reimnitz et 
al. (1985, 1988) and Reimnitz & Aré (1998) who studied the relative contribution of thaw settlement in 
the nearshore zone to the deepening of the nearshore profile. According to their findings, only about 14% 
of nearshore profile deepening can be attributed to thaw settlement and in water depths exceeding 1.5 m 
no profile deepening could be attributed to this particular process (Reimnitz & Aré 1998). Further studies 
conducted by Hume et al. (1972) and Kobayashi et al. (1999) also prove that the recovery of the eroded 
beach profile plays an important role in the erosion pattern of the coast. In addition, Kobayashi et al. 
(1999) modeled the retreat of a frozen cliff fronted by a beach during a storm and subsequently used this 
model to evaluate the significance of several factors for shoreline retreat. According to their findings, 
storm surge elevation and duration, seawater temperature and salinity, cliff height and sediment 
characteristics all play a significant role in the processes regulating coastal retreat. 
The observed high spatial and temporal variability in coastal change (Dallimore et al. 1996; Forbes 1997; 
Brown et al. 2003; Manson et al. 2005; Solomon 2005) prove the fact that, especially in such a cold 
climate environment a wide range of factors contributes to coastal dynamics. It seems like their 
significance cannot be determined in an unambiguous way, but has to be defined in consideration of the 
specific site and conditions. 
 

Aims and Objectives 
As outlined above, despite the high likelihood of an acceleration of coastal retreat along the western 
Yukon coast due to changing climatic conditions, no regional investigations have recently been conducted 
to allow a detailed and consistent quantification of coastal dynamics in this area. Therefore, the primary 
goal was to calculate long term coastal change rates on the basis of remote sensing data for the entire 
investigation area, as well as to update and analyse recent and previous field survey data at two GSC 
monitoring sites located at the margins of the study area. A subsequent detailed evaluation of the research 
results aims to examine the spatial and temporal variability of the coastal dynamics, and whether 
geomorphological parameters like beach width or cliff slope can explain this variability. The findings 
attempt to contribute to a better understanding of factors which govern coastal behavior in a changing 
high latitude environment. By the establishment of a detailed coastal change rate data base, this work also 
aims to provide a reliable foundation for future regional coastal research like for example detailed 
assessments of sediment and carbon fluxes into the Beaufort Sea. 
 
 

Study Area 
 
In order to investigate the variability of coastal change rates, a section of coast extending 35 km along the 
Arctic coast of the western Yukon Territory was selected as a study area (Figure 1). Its western boundary 
is marked by the Canada-USA border (69°38'46''N, 141°00'00'' W), whereas the eastern boundary is given 
by the Komakuk DEW line station (69°35'51''N, 140°10'45''W). The study area lies within the boundaries 
of the Ivvavik National Park and outside the influence of the Mackenzie River, which enters the Beaufort 
Sea well east of Komakuk. As the studies were focused on the boundary areas of the study area 
(subsequently called Border site and Komakuk site), descriptions for both, the whole study area with 
focus to the Border and Komakuk site are provided. 
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Figure 1: The study area is located in the western Yukon Territory and is 
limited by the Canada-USA border to the west and the Komakuk DEW 
line station to the east.  
 

Geology and Geomorphology 
The study site is situated within the Yukon Coastal Plain, a 10 to 40 km wide smooth lowland which is 
flat to gently sloping towards the bordering Beaufort Sea in the north (Forbes 1997). To the south it is 
fringed by the British Mountains which have an average height of 460 to 600 m and in general do not 
exceed 780 m (Rampton 1982). Stream valleys and small thermokarst basins are incised into the hilly 
tundra terrain as deep as 15 m below the general level of the plain (Rampton 1982). Offshore, the 
approximately 60 km wide continental shelf slopes gently from the coastal lowlands to the 80 m deep 
shelf break up (Hill et al. 1991). The coastal plain constitutes the landward extension of the Beaufort shelf 
and is covered with Pleistocene and Holocene unconsolidated deposits, primarily gravels, sands and silts 
(Norris 1975; Rampton 1982). These are ice-bonded, since the whole coastal plain and part of the sea bed 
are underlain by several hundreds of metres thick permafrost. Permafrost is, by definition, soil which 
remains frozen for at least two consecutive years (Brown & Kupsch 1974). The study area is underlain by 
continuous permafrost, meaning that permafrost is present everywhere, except beneath large lakes and 
rivers (Brown & Kupsch 1974; Rampton 1982). As numerous rivers and streams flow through the Yukon 
Coastal Plain, like the Backhouse River just east of Clarence Lagoon, or Fish Creek near Komakuk, some 
of the sediments are of fluvial origin, partly covered by organic veneer. However, most of the study site is 
composed of marine and estuarine deposits (Norris 1975). During the Wisconsin Glaciation, the 
maximum glaciation extension of the Laurentide Icesheet in this region went as far west as Firth River, 
thus not affecting the study area (Rampton 1982). As a result, the diverse mixture of marine, deltaic, 
fluvial, lacustrine and terrestrial sediments which was deposited on the Yukon Coastal Plain prior to the 
glaciation can still be seen in exposed bluffs along stream channels and the coast (Rampton 1982).  
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Periglacial processes which are geomorphological processes and deposit characteristics of frost-affected 
margins of existing and former glaciers, dominate the morphology of the study area, as the sediments are 
subject to extensive frost-action (Brown & Kupsch 1974; French 2007). 
The permafrost stratum is covered by the active layer, the top layer of ground that thaws each summer 
and refreezes each fall (Brown & Kupsch 1974). In 2012, at the Border site active layer measurements 
indicated depths between 33 cm and 112 cm. As the depth of the active layer is dependent on many 
different factors, like air temperature or snow cover, it can vary significantly between years and sites, but 
with consistent long-term monitoring, it can be taken as an indicator for climate change (Couture & 
Pollard 2007; French 2007). In the study area, permafrost contains vast amounts of ground ice which is 
mostly present as pore ice, massive ice, segregated ice and ice wedges. This suggests, that the physical 
properties of frozen ground are more closely related to these of ice or even rock, than to those of soil 
(Couture & Pollard 2007; Aré et al. 2008). Ice wedges are very characteristic features of periglacial 
processes, as they lead to the formation of polygonal patterned ground. The foundation for their genesis is 
built during winters when the ground contracts due to low temperatures and subsequently cracks. During 
spring, surface meltwater intrudes into these cracks and freezes. This process repeats every year along the 
same thermal-contraction cracks, evoking the gradual build-up of ice wedges. During the summer months 
the top of the ice wedge melts and troughs develop, leading to polygonal pattern, which can be seen from 
aerial perspective (Figure 2) (French 2007). 
A further periglacial process which shapes the morphology of the Yukon Coastal Plain is thermokarst 
development, a physic-geological process which leads to the formation of subsided and collapsed relief 
forms due to local deep thawing of permafrost layers and underground ice (Aré 1988, after Katasonov & 
Solov’yev 1969; Harry 1988). The occurrence of numerous thermokarst depressions of various sizes, 
leading to the genesis of lakes and ponds, is a result of these processes (Harris et al. 1988).  
 

Arctic coastal processes 
In the Arctic, coastal dynamics are additionally influenced by cryogenic factors, such as permafrost in the 
coastal cliff or sea ice in the water column. The following sections give an overview over coastal 
processes which are unique to cold climate regions. 

Thermal abrasion 
Within the study area cliffs are mainly composed of frozen silty sediments with high ice contents. 
Exposed at the cliff face, these sediments thaw and turn into fluid mud, thus on average losing up to 60% 
of their original volume (Aré et al. 2008). When water reaches the cliff toe, these sediments can be easily 
redistributed. Because a large part of the permafrost volume is diminished by thawing, the effects of 
coastal erosion can be greater on ice-rich shorelines (Aré et al. 2008). The majority of cliff erosion takes 
place during storms and is driven by thermal abrasion, the combined effect of the mechanical and thermal 
influence of the salt water. The turbulence of storm waves causes net onshore transfer of heat inside the 
surf zone, leading to rapid melting of the lower cliff face and beach accelerating the thawing of ice-rich 
sediments (Aré 1988; Kobayashi et al. 1999). This can lead to the genesis of a thermo-erosional niche 
(Hoque & Pollard 2009) and when polygonal patterns erode, block failures may occur (Figure 2) 
(Reimnitz & Maurer 1979; Reimnitz et al. 1985; Forbes & Taylor 1994; Jones et al. 2009). This process 
occurs partially due to the presence of ice wedges in the cliff, which dissect the soil layer perpendicular 
and parallel to the shoreline and create lines of weakness. When the thermo-erosional niche extends far 
enough under the cliff, the force of gravity exceeds the cohesive force of the ice wedge leading to block 
failure and temporary protection of the newly created cliff face (McDonald & Lewis 1973; Aré 1988; 
Hoque & Pollard 2009). Fine grained sediments (silt and clay) are transported offshore, while coarser 
fractions (sand and gravel) are transported along shore and build protective beaches and spits (McDonald 
& Lewis 1973). The critical depth of the thermo-erosional niche is dependent on the cliff height, soil 
composition and ice wedge proximity to the cliff face. High cliffs, for example, can fail without the 
presence of a thermo-erosional niche, if the ice wedge is close enough to the cliff face, or if the cliff 
reveals a very high concentration of ice wedges (Hoque & Pollard 2009).  
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Figure 2: a) Example of a collapsed tundra polygon and an 
approximately 2 m deep erosional niche; b) Coastline in between 
Komakuk and Clarence Lagoon, dominated by block failures. Photos: A. 
Konopczak, 2012. 
 

Thermal denudation 
Thermal denudation is a process leading to the erosion of material under the influence of heat stored in air 
or water or in the form of solar radiation. Material which is exposed at the cliff face experiences thermal 
denudation during summer, resulting in the thawing and downslope transport of sediments. In areas, 
where thermal and mechanical abrasion by waves is slower, or the thermal denudation of the cliff 
proceeds comparatively faster, the thawed material can accumulate on the foot of the slope, creating an 
insulating layer and smoothing the cliff slope (Aré 1988). These cliffs are fronted by active low-angle 
irregular slopes of partly thawed tundra (Figure 3). 
Thermal denudation can also affect subsea permafrost. When subsea permafrost thaws due to the 
influence of the comparatively warmer water, thaw subsidence of the sea floor can occur. This leads to a 
local increase of water depth and steepening of the shoreface slope, such that higher waves can approach 
closer to the shoreline, with larger erosive power (Aré et al. 2008); however only a minor percentage of 
coastal erosion can be attributed to this process (Reimnitz & Aré 1988). 
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Figure 3: Coastal stretch to the west of Clarence Lagoon shows 
result of faster thermal denudation of the cliff face than thermo-
mechanical abrasion of the cliff slope. Photo: A. Konopczak, 
2012. 

 

Sea ice processes 
Sea ice processes play a major role for the coastal sediment budget as they are capable to erode, transport 
and accumulate sediments throughout the nearshore zone (Héquette & Barnes 1990; Reimnitz et al. 1990; 
Ogorodov 2003). Previous research shows that the highest storm winds, waves and surges occur in 
October, at the end of the open water season (Hudak & Young 2000; Atkinson 2005; Manson & Solomon 
2007). During ice freeze-up and break-up, storms gain additional erosive power by sea ice in the water 
column. Carried by storm waves and pushed against the shore, this ice can cause considerable cliff and 
beach modification through abrasion (Reimnitz et al. 1985). But sea ice can lead to net sediment supply, 
too, for example by ice ride-up when ice sheets slide over beaches and barriers and supply sediments from 
the shallow shoreface (Reimnitz et al. 1990). Ice pile-ups, generated by onshore push and subsequent 
crumble and pile-up of ice sheets to heights of as much as 20 m can deposit sediments on top of cliffs, or 
create ice ramps which facilitate wave run up (Reimnitz et al. 1990; Aré et al. 2008). Forbes & Frobel 
(1985) and Forbes & Taylor (1994) reported on beach sediment occurrences on cliff tops at and near.  
A process which can considerably alter the nearshore seabed as well as the shoreface is ice wallowing. Ice 
wallowing occurs, where sea ice freezes to the seabed and is moved by waves, thus locally altering the 
seabed relief (Hill et al. 1994). Temporary nearshore bathymetry changes can occur through ice gouging, 
when ice floes are dragged through nearshore sediments creating deep and steep flanked trenches 
(Héquette & Barnes 1990). 
The described sea ice processes do not result in permanent changes, but are capable of modifying local 
onshore and nearshore relief for up to a few years, thus leading to temporary changes in the shoreface 
profile (Hill et al. 1994). According to Bruun (1954), the shoreface profile always strives for a state of 
equilibrium thus nearshore deepening is compensated with onshore sediment supply meaning that erosion 
of the beach and cliff face can occur. Consequently ice processes are capable of annually influencing the 
local sediment budget and coastal dynamics. 
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Vegetation  
The Yukon Coastal Plain lies well beyond the limits of tree growth and is primarily covered by 
herbaceous vegetation forming tussock tundra (Welsh & Rigby 1971; TAGA 2013). Mosses, grasses and 
sedges are also present at the Komakuk site, whereas the vegetation cover at the Border site is dominated 
by short grasses with very shallow roots, penetrating less than 15 cm into the active layer. The vegetation 
cover bonds the upper part of the soil, leading to overhanging vegetation mats at some eroding cliff sites. 

Climate 
The western Yukon Coastal Plain is dominated by a harsh and cold Arctic climate (Rampton 1982). 
Komakuk climate data for the years 1971 to 2000 show a mean annual temperature of -11°C, with lowest 
mean temperature in February (-25.3°C) and highest mean temperature in July (7.8°C). Extremes range 
from a low of -51.8°C to a high of 30.2°C (National Climate Data and Information Archive 2013a). A 
comparison of the temperature records from the months June to August of the time period from 2000 to 
2002 to records from 2010 to 2012 reveals an apparent increase of mean temperatures amounting to 2.3 
°C (National Climate Data and Information Archive 2013b). 
Rainfall data from 1971 to 2000 for Komakuk show a mean value of 83.5 mm/a, whereas mean annual 
snowfall is 77.7 cm. Approximately half of the precipitation falls as snow, covering the study site on 
average 255 days per year (National Climate Data and Information Archive 2013a).  
According to the Komakuk climate statistics, there are two main directions of maximum wind speeds. 
During the ice free period maximum winds from the east dominate, whereas maximum winds blowing 
from the west are more common during the winter months and are generally slower, than during the 
winter (National Climate Data and Information Archive 2013a).  

Sea ice 
Sea ice usually covers the shore from the first week of October till the last week of June, thus leaving the 
shore ice free for approximately 104 days (Couture 2010). 
Only then coastal erosion can be caused by storms as in the remaining time, sea ice protects the shoreline 
from wave impact (Forbes & Taylor 1994; Atkinson 2005). During the ice free season, the extent of open-
water fetch varies annually, depending on atmospheric forcing, oceanic circulation and local conditions 
(Mysak & Manak 1988; Hill et al. 1994; Johannessen et al. 2004) such that seasonal wave energy can be 
highly variable. Ice-free fetch can be as high as 200 km in years with comparatively high sea and air 
temperatures resulting in small ice cover but can be as low as 20 to 50 km during years with heavy ice 
cover conditions (Forbes 1997). Commonly, the longest fetch distances occur in late August (Hill et al. 
1994), but in high ice years sea ice remains against the coast during the whole summer (Forbes 1997). 
Even during mild summers, pack ice sometimes approaches the coast, as was observed during the field 
survey in early August 2012. 
 

Water levels  
As the Yukon Coastal Plain lies in the microtidal zone, astrological tides usually do not exceed 0.5 m 
(Harper 1990), and 80% of water level variability can be attributed to winds and air pressure (Forbes 
1997). 
Analyses of water level measurements from Tuktoyaktuk, a hamlet located approximately 270 km east of 
Komakuk, indicate that subsidence and eustatic changes evoked an increase of relative sea level rise of 
3.5 ± 1.1 mm/a since 1961 (Manson & Solomon 2007). Assuming that relative sea level rise is going to 
accelerate due to the addition of meltwater from glaciers on land and steric effects, a further relative sea 
level rise of 0.76 m by 2100 is expected (Manson & Solomon 2007). 
 

Storms 
Storms, defined as winds blowing at a speed of at least 10 m/s for at least 6 hours (Solomon et al. 1994; 
Atkinson 2005), are most effective when gale winds are coming from the west to north-west, as this 
creates positive storm surges (Hill et al. 1994; Solomon et al. 1994). Onshore winds are predominant 
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during the open water season, so that the majority of storms affect the coastline, with significant wave 
heights reaching 4 m or even more and peak periods of 10 seconds (Solomon et al. 1994, after Pinchin et 
al. 1985). These high water events are major drivers of coastal modification processes, as by overtopping 
beaches and barriers, they are enabling direct wave attack at the cliff base (Reimnitz & Maurer 1979). 
Statistical analyses of storms during the open water seasons of the years 1950 to 2000 yielded that on 
average 18.5 storms occur in the Beaufort Sea each year, with mean storm core speeds (mean of the speed 
values in the upper 50th percentile of all the winds of one event) and mean storm maximum speeds rising 
throughout the season to 10.8 m/s and 12.8 m/s, respectively (Atkinson 2005). Mean core winds duration 
is highest in June (22 h) and October (24 h) (Atkinson 2005). 
 

Study site descriptions 

Border site  
The Border site lies at the western end of the study area. The mean cliff height at the Border site is 5.6 m. 
The cliff faces the Beaufort Sea to the north, is moderately sloping and does not have thermo-erosional 
niches or cliff overhangs (Figure 4). When surveyed (first half of August 2012), no massive ice or ice 
wedges were observed, yet gullies in the cliff wall indicated a vast amount of ice in the soil and ice 
wedges form distinct polygonal patterns in the tundra. The average cliff slope is 34° and it consists of 
very fine sediments, with an estimated dominant grain size in the range of silt to silty clay with pebbles 
and small cobbles. Vegetation mats of various sizes are detached from the cliff top and partly cover the 
cliff face. Fronting the cliff is a relatively narrow beach (6 m) consisting of pebbly sand with patches of 
coarse gravel. The beach has a mean slope of 7.2°, which allows wave run-up to reach the cliff toe even 
during non-stormy conditions. Based on the site morphology, the dominant coastal erosion processes 
seem to be runoff, gully development and gravity failures. 
To the west of the study site lies the Alaskan Coastal Plain. This region, extending west to Demarcation 
Bay, is similar to the western Yukon Coastal Plain in terms of geology and geomorphology. Further west, 
the coastal geomorphology changes abruptly to barrier islands which are backed by shallow lagoons 
(Lewellen 1973). Demarcation Bay is an approximately 6 km wide lagoon which is fed by the Turner 
River as well as Putugook and Kagiluak creeks. This lagoon is located approximately 9 km west of the 
Border site and may constitute the primary sink for nearby sediment.  
 

 
 
Figure 4: a) The cliff morphology at the Border site shows slumps rather 
than overhangs and the cliff face is partly covered with small detached 
vegetation mats. b) Approximately 2 km further east the cliff face is 
steeper with overhanging vegetation matts and is fronted by a narrower 
beach. Photos: A. Konopczak, 2012. 
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Komakuk Distant Early Warning Line Station 
A large part of the Komakuk study area is influenced by a radar station, which was constructed in 
between 1952 and 1957 as part of the Distant Early Warning (DEW) line (Moore 2011). The DEW line 
stations were built in order to detect Soviet missile attacks and thus protect North America during the 
Cold War, but technological advance led to the abandonment and automation of stations (Lackenbauer et 
al. 2005). The Komakuk station was automated in 1993 and staff were relocated (PC 2009). During the 
construction and operation of the station, major damage to the vegetation cover occurred, since heavy 
equipment disturbed the tundra, triggering permafrost melt and terrain degradation. Moreover, at least 
four major landfills consisting of garbage, fuel drums, PCB containers and other hazardous materials were 
buried in the tundra, thus causing environmental pollution (PC 2009). Even after the clean-up of the site, 
where most of the garbage was excavated, buried drums can still be seen in the cliff face at Komakuk.  
The most essential alteration of the local environment which greatly modifies the coastal zone is the 
presence of an airstrip and adjacent roads, which were constructed of one to two metres of gravel 
compacted on top of the ice-rich tundra (Solomon 1998).  

Komakuk site description 
The Komakuk site lies at the eastern end of the study area. Tundra polygons as well as thermo-erosional 
gullies and ponds characterize the backshore morphology of the Komakuk site which occupies a 
topographic high, with gentle slopes east towards the Malcom River and approximately 1 to 2 km to the 
west. The site is exposed to the Beaufort Sea with a north-north west aspect. Coastal recession leads to 
erosion of the airstrip and an adjacent road to the east. The airstrip is not eroding as fast as the local 
polygonal tundra landscape, and forms a small promontory at the highest part of the cliff. 
The coastline west of the airstrip differs significantly from the coastline to the east. The western section 
consists of up to 4 m high vertical to overhanging cliffs, with exposures of massive ice where tundra 
polygon wedges intersect in the cliff face. The volumetric ground ice content of the local soil amounts to 
61% (Couture 2008). The cliff face can be roughly subdivided into two stratigraphic units, the 
comparatively ice-poor greyish silt to sand unit, reaching from the cliff toe up to approximately 2 m 
above ground and the overlying 2 m thick ice-rich peat unit (Fritz et al. 2012). The transition from one 
unit to the other is visible by a niche in the cliff, presumably resulting from the faster erosion of the lower 
unit (Figure 6 a) 1). The cliffs are topped by overhanging vegetation mats and groundwater percolation as 
well as run-off is observed along the cliff face. At the western limit of the Komakuk site, a drainage 
channel filled with driftwood is fronted by an approximately 60 cm high berm. The beach fronting the 
western section of the study site is 9.5 to 12 m wide with an average slope of 7° and consists of coarse 
pebbly sand. Based on the site morphology, the dominant coastal erosion processes seem to be gully 
development, basal wave cut as well as gravity and block failures. 
The cliff morphology changes abruptly at the airstrip (Figure 6 b). The 6.5 m high cliff face is partially 
protected by gravel eroded from the upper 1-2 m thick airstrip. This gravel appears to be the major 
component of the 20 m wide beach fronting the cliff. With 5° and 36° respectively, the beach and cliff 
slopes are more gentle than those to the west. Longshore drift appears to transport the gravel eastwards 
and contributes to the build-up of a broad (25 m wide), very gently sloping (2°) beach immediately 
adjacent to the eroding airstrip. 
Further east of the airstrip, the shoreline morphology again changes. Instead of a high, steep cliff with 
sharply defined tundra polygons delineated by ice wedges, there is a low, gently sloping (8°-13°), eroding 
vegetated tundra slope. Just east of the airstrip a road has eroded and created an artificial low cliff. 
Driftwood is found at the beach and on top of the cliff, indicating this is an area of both deposition and 
storm wave erosion. 
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Figure 5: a: Overview of the Komakuk study site with indicated sections 1 
to 3; a) 1: in section 1 the cliff face reveals a thermo-erosional niche, 
which is formed due to a lower ice content in the lower stratigraphic unit, 
the eroding tundra polygons contain vast amounts of ground ice; a) 2: 
the eroding gravel airstrip builds section 2; a) 3: section 3 is 
characterized by single degraded low tundra polygons. b: Photo shows 
abrupt change from section 1 to section 2. GPS rod height is 2 metres. 
Photos: G. Manson, 2012.  

 



15 

The coast between the Komakuk and Border sites 
Based on morphology and composition, the coast between the Komakuk and Border sites can be roughly 
divided into two sections, separated by Clarence Lagoon (Figure 1), a 3 km wide lagoon located 6.5 km 
east of the international border.  
The eroding cliffs between Komakuk and Clarence Lagoon are mainly composed of fine grained, ice-rich 
sediments, which are to a great extent covered by a peat layer in the upper part of the cliff face. The 
shoreline just west of Komakuk consists of 3 to 5 m high cliffs with tundra polygons separated by gullies 
filled with sand and, depending on their size, occasionally driftwood (Figure 6 a). The low cliffs are 
fronted by an approximately 7 to 10 m wide beach. Adjacent to this area to the west, the local cliff 
exposure changes from north-west to north and a cohesive overhanging cliff face with deep thermo-
erosional niches forms the shoreline (Figure 6 b). During field surveys in August 2012 no beach was 
distinguishable and the swash reached the cliff toe. This coastal stretch is the only region of the study area 
which has block failures (Figure 6 b). West of the block failure area the coastline is alternately comprised 
of notched, slumping or very steep and homogeneous cliffs which form a straight shoreline (Figure 7 c). 
All cliff forms are fronted by narrow beaches. Many channels, creeks and small rivers, such as the 
Backhouse River, enter the Beaufort Sea between Komakuk and Clarence Lagoon. At tidal channels in 
barrier beaches and at river deltas, the beaches locally widen, the shoreline profile is more gently sloping 
and cliffs are often absent (Figure 6 d). To the east and west of the Backhouse River thermal denudation 
processes predominate, leading to cliff faces which are fronted by a smooth broad slope (chapter thermal 
denudation). This area has the highest cliffs between Komakuk and Clarence Lagoon (Figure 6 e), with 
heights up to 10 m. Just east of the lagoon is an area which is comprised of vast amounts of peat. The 
section ends at Clarence Lagoon, which is fed by numerous streams.  
In contrast to the coastal stretch between Komakuk and Clarence Lagoon, the shorter section between 
Clarence Lagoon and the Border site is more homogenous, does not seem to experience thermo-erosional 
notching, and appears to have no peat. The coastal geomorphology is comparable to that of the Border 
site with comparatively smoother, slumping cliffs consisting of fine grained ice-bonded sediments (Figure 
6 f). Just west of the lagoon, two 600 to 1000 m long coastal stretches occur, where the process of thermal 
denudation determines the shape of the cliff face. Moving west from Clarence Lagoon, cliff heights rise 
quickly and reach a height of up to 11 m approximately half way between the Lagoon and the Border, and 
subsequently diminish in height to less than 6 m at the Border site. The cliffs are faced by generally 
narrow beaches which seem to widen in front of higher cliff faces. Many erosional gullies dissect the cliff 
face, but no rivers or creeks enter the Beaufort Sea in this section except for two small channels close to 
the Border site. 
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Figure 6: Coastal morphology between Komakuk and the Border site, 
going from east to west; a) low deeply dissected tundra polygons with 
sand accumulations in between, b) area with deep thermo-erosional 
niches, c) steep, high cliffs forming a straight shoreline, d) low relief 
shoreline in the area of an entering stream channel, e) spit forming 
Clarence Lagoon, f) high but comparatively smoother cliffs comprising 
the shoreline near the Border site. Photos: D. Forbes & A. Konopczak, 
2012. 
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Data and Methods 
The sources of data for shoreline change calculation are remote sensing data, consisting of aerial 
photographs and satellite imagery, and field survey measurements collected using a theodolite infra-red 
station, or Real Time Kinematic-Global Positioning System (RTK-GPS) (Figure 7). While remote sensing 
was used for conducting shoreline change analyses of both study sites and the area in between in order to 
gain insight into on-going processes and long term trends, the field survey data allowed a more local and 
accurate analysis of shoreline change over the last two decades. The following sections provide 
information about data acquisition, quality, and processing. 
 

 
Figure 7: Data preparation and processing 

 

Field survey data 
The study area was investigated in a field survey in the first half of August 2012 (04.-18. Aug). During 
this time, RTK-GPS measurements at both study sites were made in order to investigate local shoreline 
conditions with centimetre accuracy. This high accuracy was chosen in order to minimize position 
uncertainties, resulting from equipment restrictions. Together with data from previous surveys, local 
shoreline changes could be determined and quantified. 
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Data acquisition 
During the field survey in August 2012, data was collected at the Border and Komakuk site (Figure 8) 
using either a Novatel (Antenna model: NOV702L_1.01) or Ashtech (Antenna model: 
ASH701975.01AGP) RTK-GPS at the Komakuk and Border study areas, respectively. 
The advantage of an RTK-GPS is its high accuracy considered in coastal surveys to be about 5 cm both 
horizontally and vertically. This can be obtained due to the usage of the signal’s carrier wave phase 
together with a stationary base receiver transmitting corrections and resolving phase ambiguities in real 
time, resulting in high position accuracy for the moving rover antenna (Sabatini & Plamerini 2008; Zinas 
2011). In simplified terms, this means that satellite GPS signals (in the 2012 field survey from at least 10 
satellites) are collected by the base station (Figure 9) and used for monitoring system errors. This 
information is used to send out correction data to the moving rover (Figure 10) where a recalculation of 
the measured data and thus a relocation of the current position takes place (NRCan 2009; GeoDZ 2010). 
For the 2012 field survey, an RTK-GPS with one base station was used. Since only relative point 
positions with reference to the base station can be determined with this measurement technique, knowing 
the exact position of the base station is crucial for accurate positioning of the measured points in a total 
reference system. Thus the base station was set above a ground control point (Komakuk site: GSC 336, 
Border site: CANUSA1, Figure 8, 9).  
Consistent with previous GSC field surveys, beach, cliff and backshore profile data were acquired for 
each site. At the Border site, three out of three transect lines were resurveyed and at the Komakuk site, 
five out of nine existing transects were resurveyed. At the Komakuk site, data acquisition was limited due 
to time issues. Thus every second transect was walked down with the GPS antenna, starting at transect no. 
1 (surveyed transects: 1, 3, 5, 7, 9). Transects for both study sites are shown in Figure 8. GPS data were 
collected at each point where there was a change in slope, sediment grain size, or vegetation. On the cliff 
slopes we chose survey points which adequately represented the cliff shape. In addition to the transect 
data, cliff toe and cliff top positions (Figure 10), as well as water level elevations were acquired by setting 
the GPS device to an auto-interval mode in which the GPS device automatically collected data every 
metre while walking the respective survey line. The water level data indicate the swash zone and thus the 
transition zone between water and land. As tides do not usually exceed 50 cm and calm wind conditions 
prevailed during and in advance of the survey period, no significant measurement distortions are expected 
as a result of water level anomalies. The cliff toe measurements indicate the transition from the beach to 
the cliff. East of the Komakuk landing strip where cliffs are very gentle and small, the vegetation line was 
additionally used to determine the cliff toe line. The cliff top data indicate cliff escarpments. Again, due 
to time constraints and problems with the equipment, water level elevations could not be acquired for the 
Border site, and could only be obtained for parts of the Komakuk study area. 
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Figure 8: Positions of GPS transect lines. Black crosses indicate ground 
control points. a) Border study site. Transect spacing is roughly 60 m, 
and the total length of the investigation area amounts to approximately 
120 m. Aerial photography is from 1994 and the border position was 
obtained from GeoBase Canada 2012. b) Komakuk study site. Transect 
spacing varies from 40 m between lines 1 and 2, to 120 m between line 8 
and 9. The total length of the investigation area is roughly 570 m. Aerial 
photography is from 1992. 
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Figure 9: RTK-GPS base station setup at Komakuk site. GPS-antenna 
on top of tripod, radio transmitter (blue box) attached to tripod. Photo: A. 
Konopczak, 2012. 
 

 
 

Figure 10: RTK-GPS measurement of cliff top position at Border site. 
GPS-antenna with handheld controller installed on yellow staff, radio 
antenna on top of back pack (blue cylinder). Photo: G. Manson, 2012. 

 

Data preparation 
After data acquisition was completed, in order to determine the most accurate position of the base station 
for both study sites, a post-processing of the base station’s coordinates was conducted by means of the 
Canadian Service Reference System Precise Point Positioning (CSRS-PPP) service operated by the 
Canadian Geodetic Survey Division (GSD). After receiving the corrected coordinates, the difference 
between the original and corrected coordinates could be calculated and a 3D shift was applied to all 
Komakuk and Border survey data from 2012, by using the GSC-Atlantic RTK File Processor software 
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written in Visual Basic 6.0 by G. Manson in order to relocate the survey data to the correct absolute 
position. This process was repeated with the corrected base station coordinates for all data from previous 
surveys as well, so that a database of the highest possible accuracy was created for further use. In the case 
of the Tachymeter surveys, a manual recalculation of the data was carried out. A list of all data used for 
this study is shown in Table 2. 
 

Table 2: GSC field survey data used for analyses. 
 

Site Year Survey equipment Accuracy Surveyed lines 

 1997 RTK-GPS < 10 cm 4,6,8,9 

K
o

m
a

ku
k 

2000 RTK-GPS < 10 cm 2,3,4,6,7,8,9 

2003 RTK-GPS < 10 cm 2,4,9 

2006 RTK-GPS < 10 cm 1,2,3,4,5,6,7,8,9 

2012 RTK-GPS < 10 cm 1,3,5,7,9 

B
or

de
r 

1991 Tachymeter sub-meter 1,2,3 

1999 RTK-GPS < 10 cm 1,2,3 

2006 RTK-GPS < 10 cm 1,2,3 

2012 RTK-GPS < 10 cm 1,2,3 

 

Data processing 
As the field survey data only provide point position information and optionally typed in field notes, the 
data were used for the calculation of cliff position differences (E) between the survey years, average rates 
of shoreline change per year (Eave), cliff slopes (Cslope), average cliff heights (Cheight) and beach widths 
(Bwidth) (Figure 11). 
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Figure 11: Schematic shoreface profile with the calculated parameters; 
beach width (Bwidth), beach slope (Bslope), cliff height (Cheight), cliff slope 
(Cslope). 

 
The cliff edge position differences (E) (in metres) were calculated as follows: 

ܧ ൌ ඥሺ∆ݔሻଶ ൅ ሺ∆yሻ².      (1) 
The difference between the x or y coordinates of the younger and older cliff edge positions are expressed 
by x and y.  
The average annual rate of change (Eave) (in metres per year) was calculated by dividing the differences in 
cliff edge position by the time span of measurement a, i.e. 

௔௩௘ܧ ൌ
ඥሺ∆௫ሻమାሺ∆୷ሻ²

∆௔
.      (2) 

Mean beach widths (Bwidth) given in metre were calculated using the equation 

௪௜ௗ௧௛ܤ ൌ
∑ ඥሺ∆௔೔ሻమାሺ∆௕೔ሻ²
೙
೔సభ

௡
.     (3) 

The difference of the x and y coordinates of water level according to the Canadian Geodetical Vertical 
Datum 1928 (CGVD28) and cliff positions are given by a and b. In order to get an average beach 
width for one year, all results for each year were summed and divided by the number of calculations n. 
Beach slopes (Bslope) were determined by calculating the horizontal distance between the cliff toe and 
water level position, and then dividing the height difference of these points z by their horizontal 
distance. The results represent beach slopes in degrees, i.e.  

௦௟௢௣௘ܤ ൌ tanିଵ ൬
∆௭

ඥሺ∆௝ሻమାሺ∆୩ሻ²
൰.    (4) 

Average cliff heights in metre (Cheight) for each study site were determined by adding cliff edge heights 
and dividing them by the number of measurements n, i.e. 

௛௘௜௚௛௧ܥ ൌ
∑ ௛೔
೙
೔సభ

୬
.      (5) 

Cliff slopes (Cslope) were determined by calculating the horizontal distance between the cliff edge and cliff 
toe position, and then dividing the height difference of these points z by their horizontal distance. The 
results represent cliff slopes in degrees, i.e. 

௦௟௢௣௘ܥ ൌ tanିଵ ൬
∆௭

ඥሺ∆௣ሻమାሺ∆୯ሻ²
൰.     (6) 
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A visualization of cliff profile evolution over time was done using Grapher software. No cliff profile 
could be drawn for transect number 4 at the Komakuk site because of a lack of an appropriate number of 
representative points. 
After calculating all parameters, single and multiple linear regression analyses using the least squares 
technique were calculated in order to determine the degree of correlation between the dependent attribute 
(u) which is given by (Eave) and the independent attributes (v) which are given by (Bwidth), (Bslope), (Cheight) 
and (Cslope). For the single regression analyses, the empirical correlation coefficient (Corre (u,v)) was 
calculated as follows: 

,ݑ௘ሺݎݎ݋ܥ ሻݒ ൌ
∑ ሺ௨೔ିūሻሺ௩೔ି௩തሻ
೙
೔సభ

ට∑ ሺ௨೔ିūሻమ
೙
೔సభ 	∑ ሺ௩೔ି௩തሻమ

೙
೔సభ

.    (7) 

The multi-linear regression was calculated using the following equation: 

ߚ ൌ
∑ ሺ௨೔ିūሻሺ௩೔ି௩തሻ
೙
೔సభ

∑ ሺ௨೔ିūሻమ
೙
೔సభ

.      (8) 

In both formulas u and v represent attributes and ū and ̅ݒ constitute the empirical means (ݑത 	ൌ
ଵ

௡
∑ ௜ݑ
௡
௜ୀଵ 	and	̅ݒ 	ൌ

ଵ

௡
∑ ௜ݒ
௡
௜ୀଵ ). Corre (u,v) is a dimensionless coefficient ranging from -1 (full negative 

correlation) to 1 (full positive correlation), whereas the value of 0 implies, that no linear correlation exists 
between the two attributes u and v (Arens et al. 2010).  
The coefficient of determination (r²) describes how well the independent attributes describe the variability 
of the dependent attribute. The coefficient ranges from 0 (the regression line does not fit the data set at 
all) to 1 (the regression line matches perfectly with the data set) (Arens et al. 2010). The r² values are 
calculated as follows: 

²ݎ ൌ
∑ ሺ௏೔ି	௏෡೔ሻమ
೙
೔సభ

∑ ሺ௏೔ି	௏ഥ೔ሻమ
೙
೔సభ

.      (9) 

In the upper part of the equation, the variation of the residuals is calculated, and in the lower part, the 
variation of the independent attribute. 
All calculations were performed for the Border and Komakuk site as a whole, and additionally for each of 
the three sectors of the Komakuk site (Figure 5).  
 

Remote sensing data 
Remote sensing data consisting of historical aerial photography and more recent satellite imagery can be 
used to extend the shoreline change rates derived from ground surveys back in time and over longer 
lengths of coast. Aerial photographs were acquired, scanned, and georeferenced. Shorelines were 
digitized and analyzed with the Digital Shoreline Analysis System (DSAS) extension version 4.3 for Esri 
ArcMap which calculates rate of change statistics such as end point rates or linear regression rates of 
shoreline positions from different years. These processing steps are further described in the following 
sections. 

Data acquisition 
The predominant remote sensing imagery available is vertical aerial photographs collected from an 
aircraft. Although this method has been broadly applied since the late 1920’s, photos from the study area 
only exist for the time period from 1951 to 1994. These were found by the means of the online search 
application of the National Air Photo Library (NAPL) which is in charge of all federal non-military aerial 
photography (NAPL 2007, NAPL 2010). As the online search function only indicates the approximate 
location of a given picture, all aerial photographs which potentially display the investigation area were 
determined. The local air photo archive of the GSC-Atlantic office was systematically searched for these 
photos and any photos not in the existing archive and determined to be especially valuable were ordered 
from NAPL. As the Komakuk site with its DEW line station was of particular interest for the American 
and Canadian governments, aerial photography was flown more frequently at this site than at the Border 
site and more photos were available. Table 3 shows all the photos that were acquired. 
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All aerial photos were then scanned with a dots per inch (dpi) number resulting in sub-metre pixel 
resolution ranging from 0.21 m to 0.76 m. This does not necessarily mean that objects of sub-metre size 
are clearly distinguishable, as the scale of the pictures is coarse, ranging from 1:5000 to 1:70000. One 
image acquired from a colleague rather than from the archives was received at a ground resolution of 2.45 
m. Appendix II lists all used photos with their corresponding scale, scanned dpi number and resulting 
image resolution. 
 

Table 3: Acquired and used aerial photography data. 
 

Site Year Available 
photos 

Used 
photos 

Site Year Available 
photos 

Used 
photos 

K
om

ak
u

k 

1951 1 1 

B
or

de
r 

1951 1 1 

1964 4 3 1972 1 1 

1971 6 0 1976 1 1 

1972 2 2 1992 6 1 

1975 8 4 1994 5 5 

1976 1 0 Total 14 9 (64%) 

1984 8 4 
In

 b
e

tw
ee

n 
1951 2 2 

1992 8 7 1972 2 2 

1993 3 3 1992 9 6 
Total 41 24 

(58%) 
1993 6 3 

   Total 19 13 (68%) 
 

Data preparation  
The preparation of scanned aerial photographs for running the DSAS extension requires four steps: image 
clipping, georeferencing/ co-registration, digitizing of shorelines, and creation of feature classes.  

Image clipping 
In remote sensing images, the 3-dimensional earth surface is projected onto a 2-dimensional surface, 
which, especially in aerial photographs, can result in geometric distortions and displacements. These 
errors can be caused by terrain relief, by the camera perspective, or by the motion and altitude of the 
aircraft, to name just a few (NRCan 2008; Paine & Kiser 2012). As all aerial photographs of the study 
area were imaged in central projection, the distortion increases with distance from the picture center. In 
order to prevent major errors resulting from distortions, 15-20% of each picture margin was clipped, thus 
leaving just the center extract for further use. This process resulted in data exclusion, as photographs 
which displayed the shoreline too close to the picture margins did not get processed for further use. Even 
though this meant a further limitation of an already limited amount of data (Table 3), the potential 
disadvantages resulting from the use of these pictures was estimated to be higher than the advantage of 
having a larger database.  

Georeferencing / Co-registration 
As the scanned and clipped pictures contained no spatial reference information, they needed to be 
georeferenced to an already aligned dataset and additionally co-registered to each other. This process was 
conducted using the georeferencing tool in ArcMap. Various georeferenced satellite images were 
considered as a base for this process. It was decided to use an image created using data acquired between 
2005 and 2010 by the French satellite “Satellite Pour l’Observation de la Terre” (SPOT) 4 and 5 (CCOG 
2013). The extent of the SPOT scene which covers the study area was acquired in 2009. Even if the SPOT 
image had the coarsest ground resolution of only 10 m (panchromatic band), at that time it was the only 
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available ortho-rectified image which covered the whole study area, so it was used in order to avoid 
adding up position uncertainties caused by distortion. 
First, all Komakuk pictures were processed. The most recent dataset from 1993 was chosen to begin with, 
as it has the best quality and a very good ground resolution of 0.25 m. Another advantage for starting with 
this dataset was the fact that even after clipping the picture margins, there was still an overlap of 
approximately 40 to 50% between the pictures. Furthermore, as this was the most recent dataset, the 
differences between it and the SPOT image were assumed be the lowest. Because the Komakuk site 
contains some permanent structures such as buildings and a paved landing strip, the photo which showed 
these structures was the first to be georeferenced with the SPOT image. Similar objects were identified on 
both images and set in relation to each other by marking both spots with ground control points (GCP). 
After this, each consecutive air photo was co-registered to the former one using tie points (same process 
as georeferencing) and georeferenced to the SPOT image where no co-registration was possible. Initially, 
a simple co-registration of the images was tested, taking the middle picture as starting point. However, 
only part of the picture was co-registered and the other part was warped very strongly. Thus, it appeared 
to be a better method to georeference one part of the photo to the SPOT image, while co-registering the 
other half to the adjacent previously georeferenced photo.  
Once the data from one time period were georeferenced, photos from the time period immediately prior 
were georeferenced to them, as well as co-registered to each other. However, when the coarse ground 
resolution of a dataset seemed to affect a successful georeferencing of the subsequent dataset, a dataset of 
higher quality was chosen for georeferencing. After the data processing for one year was finished, the 
photos were joined together to facilitate further use using the ArcMap ‘mosaic’ function. Appendix II 
provides an overview of all datasets and the specific mosaics which were used as their georeferencing 
base. 
Except for those at the Komakuk site, no other structures exist within the study area, so stable natural 
features such as lake shorelines or ice wedge polygon intersections were used (MacKay 2000; Jones et al. 
2008). Yet a reconsideration of the applicability of some of these features as a GCP was often required 
during the georeferencing process. Because of varying picture qualities or different (preceding) weather 
conditions and/or sun angles during overflight, not all features could be distinguished in all photos. This 
source of uncertainty is mitigated by conducting this work in the Arctic (beyond the tree line, with no 
high buildings) in that GCPs are far less influenced by position errors caused by distortion. Appendix II 
contains information about the number of GCPs used for the georeferencing of each picture. The high 
number of GCPs per image is explained by the large extent of some pictures and the fact that, besides a 
focus on the coast, the operator was also georeferencing the rest of the picture, thus providing a more 
accurate co-registration and georeferencing base for the following pictures. Despite the fact that a high 
number of GCPs can influence the result in a negative way, the number of GCPs is still considered as 
being necessary and constructive. 
As in comparable studies conducted by Solomon (2004) and Mars & Houseknecht (2007), a 2nd-order 
polynomial transformation was applied in order to calculate the relocation of the aerial photography. The 
root mean square (RMS) of each picture was recorded and after referencing all photos for one year, an 
average RMS for the corresponding mosaic was calculated. Since the RMS indicates the average distance 
of the GCPs of the overlapping picture to the corresponding GCPs of the base picture, it is an indicator of 
reference-accuracy, but can also be negatively influenced by using more GCPs. For all mosaics, the mean 
RMS error was kept below 3 metres (Appendix II).  
In order to expand the time frame and to set a reference to the present state of the coast, the SPOT scene 
from the end of July 2009 was also used in the DSAS analyses.  

Creation of a DSAS database 
Data preparation for DSAS requires four steps. First, a personal geodatabase is created; then feature 
classes are constructed (one for each shoreline and one for the baseline); and all shorelines and the 
baseline are digitized. Finally, shoreline pairs are compiled into new feature classes of which DSAS 
analyses were calculated (Figure 12). DSAS requires a specific data structure in order to run (Figure 12). 
A suitable geodatabase conforming to DSAS requirements was created in ArcCatalog. The type of 
geodatabase is predefined to be a personal geodatabase and cannot be modified. Next, feature classes for 
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the baseline and each shoreline were created according to the special attribute table requirements of the 
DSAS tool (more detailed information about attribute table settings can be obtained from the DSAS 
manual guide (Thieler et al. 2009). Usually only one feature class for all shorelines is required, but 
because a number of different analyses had to be conducted within the framework of this thesis, each 
shoreline was defined as a single feature class. 
The baseline was developed from the most recent shoreline position (SPOT 2009 image) in order to make 
sure that the baseline lies on the landward side of all shorelines. This facilitates the subsequent DSAS 
calculations. All shorelines were digitized on screen at an initial scale of 1:800, though it was sometimes 
required to zoom in up to a scale of 1:200. 
Different indicators can be used for the shoreline when digitizing, such as for example the wet/dry line or 
the high water line (Boak & Turner 2005). Here, the cliff edge was used for shoreline determination, since 
the small beaches fronting the cliffs often are not clearly distinguishable, thus hampering shoreline 
detection. In non-cliff or gentle cliff areas, such as Clarence Lagoon, the vegetation line was taken as the 
shoreline indicator, or if not present, the darker part of the beach, indicating driftwood accumulation. 
Since DSAS offers additional analyses which include shoreline position uncertainties, these uncertainties 
were added to the attribute table. Because the cliff edge in treeless environments is relatively easy to 
determine, shoreline uncertainties resulted mainly from different photo resolutions. Shoreline 
uncertainties were determined for the larger scale and local position inaccuracies were disregarded, as in 
this work DSAS analyses are used to provide measure of the overall coast’s dynamics. 
After all shorelines were digitized, a feature class was created for each shoreline combination from which 
a DSAS analysis was desired, by copying the shorelines and adding them to the respective new feature 
classes. This was necessary since DSAS computes overall statistics, without providing results of interim 
steps. That means that if DSAS computes shoreline statistics for a feature class which contains shorelines 
from four different years, the result table only provides information about the overall statistics, for 
example the overall net shoreline movement (NSM) from the entire four year period. But if the temporal 
dynamics of the NSM are of interest, the NSM of each one-year time step needs to be calculated. The 
easiest way to do this is to use DSAS to calculate separate statistics for each time period which is why the 
extra feature classes were created.  

Functionality of the DSAS tool 
In order to understand the data processing steps, it is helpful to know how the tool works. DSAS creates 
transects from the baseline perpendicular to the shorelines and uses the intersection points and the 
information contained in the shoreline attribute table to calculate rate of change statistics. The creation of 
transects and the calculation of statistics are separate steps which allows the operator to optimize the 
results by modifying transect and/or baseline positions before the statistics are calculated (Thieler et al. 
2009). As the calculated statistics are only as reliable as the shoreline position data, special statistics are 
calculated for shorelines with varying position uncertainties. Therefore the shoreline’s position 
uncertainty has to be entered in metres in the attribute table and should account for both measurement and 
positional uncertainties. The uncertainty value is included in the calculation of the weighted linear 
regression statistic, as well as its supplemental statistics (Thieler et al. 2009). 

 

Data processing 
All data processing steps are illustrated in Figure 12. 
Step 1: Set default parameters 
First, all prepared feature classes (shoreline feature class, baseline feature class) were added to ArcMap 
and some general settings were made. These mainly consist of defining the baseline and shoreline layers, 
entering the desired transect spacing (set to 50 m for this study), entering a default shoreline uncertainty 
(the value did not matter here because all shorelines had an entered uncertainty value), choosing an 
intersection parameter (set to closest intersection), and providing metadata information about the project 
and the operator. The transect spacing was set to 50 m, as this distance seemed to be convenient for 
capturing changes in shoreline evolution without missing crucial information. 
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Step 2: Cast transects 
The second step is to define settings for the transects that are cast from the baseline to intersect the 
shorelines. The default cast settings were kept (smoothed baseline, smoothing distance: 50 m). As these 
settings define the location of transects in curved baseline sections, they were irrelevant for this work, 
since the baseline is straight with no abrupt curves. After these settings were added, the transect layer was 
created. 
Step 3: Edit 
After the transect layer was created, it was manually edited to correct places where transects ran through 
river deltas, channels or gullies. Depending on the position of the transect and the width of the channel or 
gully, they were either deleted or relocated to an adjacent even stretch of shoreline. Transects crossing 
river deltas were deleted. These manual edits of the transect layer were done in order to prevent result 
distortions, since shoreline detection in gullies or delta channels could not be done consistently, especially 
because of shadow effects and the lack of an appropriate shoreline indicator within these features. After 
editing, the transect layer contained a total of 638 transects. Twenty one of these (transects 2 to 22), 
spanning a length of 1050 m, were used in calculations for the Komakuk site, while 48 (transects 589-
653), spanning a length of 2400 m were used for the Border site calculations. The boundaries of both 
study sites were determined by the mosaic which covered the smallest extent of the study area. Thus, 
shoreline change analyses for all years could be compared on a common basis. Since the spatial coverage 
of the imagery was very extensive for the Border site, the morphology of the cliffs was also taken into 
consideration so that it was the area with excessive thermal denudation (Figure 3) that determined the 
boundary of the site.  
Step 4: Calculate change statistics 
The same set of transects was used for all calculations in order to guarantee similar conditions for all 
analyses and to establish a basis for comparison of all results. After selecting the transect layer, the 
desired output statistics were selected. Two different circumstances were of interest for each of the local 
study sites and for the overall area. The first was the change of the coast for each area from one time 
period to the next, involving only two shorelines at a time; the other circumstance was the overall survey 
of each area for the entire time span, so all available shorelines were included. For the change from one 
time period to the next, only net shoreline movement, end point rate and least median of squares values 
were calculated, For the overall survey, all statistics were calculated, so linear and weighted regression 
rates and their supplemental statistics were included as well. Where the calculations included numerous 
shorelines, the shoreline intersection threshold was set to the number of used shorelines, thus 
guaranteeing that all shoreline positions were integrated into the analyses. The confidence interval 
describes in which range a certain percentage of all data is situated. It was set to 95%, as this number was 
considered as being a meaningful indicator for the distribution of the data. 
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Figure 12: Steps of use of the DSAS tool (Thieler et al. 2009). 

 

DSAS statistics 
DSAS provides six different primary statistics and several more supplemental ones (Table 4). The net 
shoreline movement (NSM) and the shoreline change envelope (SCE) represent statistics of total changes 
in shoreline position, whereas the linear regression rate (LRR), the weighted linear regression rate (WLR) 
and the least median of squares (LMS) represent annual rates of change, all based on linear regression. In 
the calculation of the LRR, a regression line is calculated through the intersection points of the respective 
transect, and its slope constitutes the rate of change. The WLR statistic follows the same principle 
whereby the regression line is calculated with respect to the provided shoreline uncertainties, since 
intersection points with higher uncertainties are weighted less than more accurate ones. In comparison to 
the LRR and WLR statistics which calculate a line which minimizes the sums of the squared residuals, the 
LMS method calculates a line which minimizes the median value of the sums of all squared residuals, 
thus paying less attention to outliers (Thieler et al. 2009). 
 



29 

The end point rate (EPR) is another statistic which is based on the net shoreline movement, but divided by 
the number of years under consideration, thus also representing an annual rate of change. A supplemental 
statistic for the confidence of the end point rate (ECI) is also provided. The linear regression rate and the 
weighted linear regression rate have supplemental statistics which provide additional information about 
the accuracy and thus reliability of the statistical outputs; these include the standard errors (LSE/WSE), 
the confidence intervals (LCI/WCI) of the percentage which has been chosen under the “calculate 
statistics” button (in this case 95%), and the r-squared values (LR2/WR2). The LSE and WSE values give 
the average distance in metres of the estimated to the actual value. The LCI and WCI outputs describe the 
uncertainty of the reported rate. For example, if a 95% confidence range is chosen, the LCI/WCI output ± 
the reported rate of change describes the range in which one can be 95% confident that the true rate of 
change lies, leaving a 5% uncertainty that the true rate of change lies outside this range. The LR2/WR2 
value describes how well the variance in the data can be explained by a regression, with a value of 0 
implying that the regression line explains no variation in the dependent variable, and a value of 1 
indicating that all variations in the dependent variable can be explained by the regression line (Thieler et 
al. 2009). 
 

Table 4: DSAS statistical outputs (Thieler et al. 2009). 
 

 Main statistics Supplemental statistics 

NSM Net shoreline movement  

SCE Shoreline change envelope  

EPR End point rate ECI Confidence interval of end point rate 

LRR Linear regression rate LSE Standard error of linear regression 

LCI Confidence interval of linear regression 

LR2 R-squared of linear regression 

WLR Weighted linear regression 
rate 

WSE Standard error of weighted linear 
regression 

WCI Confidence interval of weighted linear 
regression 

WR2 R-squared of weighted linear regression 

LMS Least median of squares  

 

Calculation of total land loss 
In addition to calculating changes in shoreline position, the shoreline feature classes from 1951 and 2009 
were used for the calculation of the total area of land loss for the entire coastline. A polygon shape file 
was created using the shorelines to define the extents, and a calculation of the area of the polygon was run 
with ArcMap field calculator. In order to be able to give an estimate about the total volume loss in m³, 
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cliff heights for the entire coast were estimated from a 1999 GSC aerial video survey, by using heights 
from the 2012 survey and 2012 LIDAR data as reference. After adding the respective cliff heights to the 
attribute table, total volumetric land loss was calculated using the ArcMap field calculator. 

Results 
According to the two different databases, first the GPS results obtained from the field surveys are 
presented, followed by the DSAS analysis results obtained from the remote sensing data. In the last 
section the results of the total land loss calculation are presented. 

GPS surveys 
GPS surveys covering a total time span of 21 years for the Border site and up to 15 years for the 
Komakuk site were analyzed to determine changes in shoreline positions and shore profiles.  

Border site erosion rates 
Shoreline recession was examined both spatially and temporally, and calculations were based on changes 
in the cliff edge measurements. For the Border site, NSM was highest at line 2 with a total retreat of 26.28 
m over the 21 years, whereas the smallest cumulative shoreline retreat was at line 3 with 20.14 m. Erosion 
rates ranged from -0.87 m/a to -1.54 m/a with an overall mean of -1.13 m/a ± 0.18 m/a (Table 5). Erosion 
rates showed the highest variation at line 2 with a difference of 22.31% from the mean erosion rate per 
time period and were most consistent at line 1. Additionally, the mean annual erosion value for each 
survey line was calculated. The rates were 1.14 m/a, 1.25 m/a and 0.96 m/a for line 1, 2 and 3, 
respectively (Table 5). The largest variance between the overall mean erosion rate and a mean line 
erosion rate was 18.13% for line 3 which had the lowest erosion rates (Table 6). Annual erosion rates 
calculated for line 1 are very consistent through time and reveal the smallest variance from the overall 
mean erosion rate, amounting to 0.52%. 
Annual erosion rates were highest in the first time period from 1991 to 1999, with a mean of 1.26 m/a, 
and decreased in each subsequent period, leading to an overall decrease of 15.87% over the 21 years of 
measurement (Table 5). Variation between the overall mean erosion rate and the mean erosion rate for 
each time period was highest for 2006 to 2012, amounting to a decrease of 10.27%. The highest variation 
between a single erosion rate and the mean rate for one time period occurred at line 2 and was 22.31% for 
the time period from 1991 to 1999.  
In summary, the analyses of the GPS survey data show that, at the Border, site spatial changes in the 
shoreline have a higher variability than temporal changes in shoreline recession over the 21 year period of 
measurement.  
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Table 5: Results for erosion calculations of the Border site. NSM is the 
net shoreline movement, ER is the erosion rate, σ is the standard 
deviation. Negative variation which shows a decrease in the erosion rate 
from the mean is indicated by ↓.  
 

Line 
no. 

Time 
period 

Mean 
NSM 
[m] 

Mean
ER 

[m/a] 

Mean 
ER per 

line 
[m/a] 

Variation 
btw. mean 

ER and 
mean line 

ER [%] 

Mean ER for 
all lines per 
time period 

[m/a] 

Variation btw. 
mean ER and 
mean ER per 

time period [%] 

1 1991-
1999 

-9.15 -1.14 -1.14 0.57 -1.26 ↓9.27 

 1999-
2006 

-8.16 -1.17  2.56 -1.08 7.94 

 2006-
2012 

-6.57 -1.09  ↓3.72 -1.06 3.24 

2 1991-
1999 

-
10.79 

-1.54 -1.25 23.26  22.31 

 1999-
2006 

-8.43 -1.20  ↓3.68  11.50 

 2006-
2012 

-7.06 -1.18  ↓5.94  10.95 

3 1991-
1999 

-8.65 -1.08 -0.96 13.03  ↓14.14 

 1999-
2006 

-6.07 -0.87  ↓9.43  ↓19.73 

 2006-
2012 

-5.42 -0.90  ↓5.70  ↓14.85 

Overall mean ER [m/a] ± σ -1.13 ± 0.18   

 
 
Table 6: Mean erosion rates for each line at the Border site. ER is the 
erosion rate, σ is the standard deviation. Variation which shows a 
decrease in the erosion rate from the mean is indicated by ↓. 
 

Line no. Mean ER [m/a] Variation btw. mean ER and overall 
mean ER [%] 

1 -1.14 0.52 

2 -1.25 9.57 

3 -0.96 ↓18.13 

Overall mean ER [m/a] ± σ -1.13 ± 0.18  
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Table 7: Mean erosion rate for all lines for each time period at the Border 
site. ER is the erosion rate, σ is the standard deviation. Variation which 
shows a decrease in the erosion rate from the mean is indicated by ↓. 
 

Time period Mean ER [m/a] Variation btw. mean ER and 
overall mean ER [%] 

1991-1999 -1.26 10.27 

1999-2006 -1.08 ↓4.69 

2006-2012 -1.06 ↓6.67 

Overall mean ER [m/a] ± σ -1.13 ± 0.18  

 

Border site shore profiles 
Cross shore profiles based on GPS measurements show shore profile changes through time (Figure 13). 
The plots for each GPS transect do not show significant changes with time or between survey lines, 
indicating that cliff retreat occurs mostly uniformly. Evidence for this observation is also given by the low 
standard deviation of the overall mean annual erosion rate of 0.18 m/a discussed in the previous section 
(Table 7).  
Calculations based on GPS values provide better temporal resolution data as the DSAS results. Table 8 
displays all calculations, averaged for each survey line and time period. The averaging was necessary in 
order to determine correlations between the calculated shore profile measures (i.e. beach width, beach 
slope, absolute cliff height, relative cliff height) and mean annual erosion rates. Appendix III displays the 
scatter plot for each shore profile parameter. 
The beach width was calculated with reference to the Canadian Geodetic Vertical Datum from 1928 
(CGVD28). It was lowest in between 1999 and 2006 at line 1 (11.20 m) and widest in between 2006 and 
2012 at line 3 (19.96 m). The correlation between beach widths and mean erosion rates is very strong 
(r=0.84) and statistically significant at α=0.05. The lowest beach slope was calculated for line 3 (2006-
2012) with 4°, and the steepest beach slope was measured at line 2 (2006-2012) with 6°. The correlation 
of beach slopes with the mean erosion rates reveals a weakly negative correlation of -0.34 and no 
statistical significance. The negative sign implies that the erosion rates are when the beach is steeper. 
The absolute cliff height represents the elevation of the cliff top with reference to CGVD28, whereas the 
relative cliff height is the height difference between the cliff top and the cliff toe. Absolute cliff height 
values range from 5.22 m (line 2, 2006-2012) to 5.71 m (line 3, 1999-2006). Relative cliff heights are 
lower, with the lowest being 4.19 m at line 2 (1999-2006) and the highest amounting to 4.68 m at line 1 
between 2006 and 2012. The absolute cliff height correlates strongly with mean erosion (r=0.70), whereas 
the relative cliff height only shows a very weak correlation (r=0.19). The correlations of both measures 
are not statistically significant. 
The mean cliff slope, calculated from cliff top and cliff toe values, is steepest at line 3 for the time period 
of 2006 to 2012 with a value of 34.25°. The lowest cliff slope, (28.16°) was calculated for line 1 for the 
time period between 2006 and 2012. Cliff slope values correlate weakly with mean annual erosion rates 
(r=0.34) and the correlation is not statistically significant. 
A multiple regression analysis was performed in order to determine how well the two parameters which 
show the highest correlation with mean erosion rates are able to explain the variation of erosion. The 
calculated r² which considers beach width and absolute cliff height amounted to 0.72. 
In summary, at the Border site, mean annual erosion rate is significantly correlated with beach width, 
there is a compelling but insignificant correlation with absolute cliff height. The remaining shore profile 
components do not show correlation with mean annual erosion rates. 
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Figure 13: Shore profiles for the Border site generated from GPS 
measurements. CGVD28 is the Canadian Geodetic Vertical Datum 1928. 
For transect position see Figure 8. 
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Table 8: Mean shoreface profile statistics and correlation of each factor 
with erosion rate for the Border site. ER is the erosion rate, r is the 
correlation coefficient.  
 

Lin
e 

no. 
 

Time 
period 

 

Beach 
width [m] 

Beach 
slope 
[deg] 

 

Abs. cliff 
height 

[m] 
 

Rel. cliff 
height 

[m] 
 

Cliff 
slope 
[deg] 

Mean ER 
[m/a] 

1 1999-2006 11.20 5 5.45 4.57 28 -1.17 

 2006-2012 11.73 4 5.54 4.68 28 -1.09 

2 1999-2006 10.80 5 5.22 4.19 28 -1.20 

 2006-2012 10.95 6 5.54 4.39 31 -1.18 

3 1999-2006 15.33 5 5.71 4.39 29 -0.87 

 2006-2012 19.96 4 5.67 4.52 34 -0.90 

r 0.84 -0.31 0.70 0.19 0.34 / 

Significant at 
α=0.05  

Yes No No No No / 

 

Komakuk site erosion rates 
The Komakuk site is a comparatively large survey site, so that no full investigation of all nine survey 
lines was conducted in any single year, except for 2006. Consequently, a comparison of the different 
erosion rates proves difficult. For consistency, it would have been best to just compare survey lines from 
the same time periods, however, this would further diminish the already limited data set. Therefore, it was 
decided to include all available data, keeping in mind that some erosion rates are calculated from different 
data sets. All available data for each line are listed in Table 3.  
At the Komakuk site, shoreline recession rates range from -0.16 m/a (line 6, 1997-2000) to -3.45 m/a (line 
9, 1997-2000), with an overall mean erosion rate of 1.14 m/a, which is very similar to the average annual 
Border site erosion (Table 9). The high variability in shoreline change is shown by a considerably high 
standard deviation of 0.80 m/a. This can be attributed to the fact that the data series includes some 
outliers. Of 24 calculated erosion rates, three are higher than 2 m/a and four are lower than 0.5 m/a, thus 
weighting the statistics and significantly increasing the standard deviation (Table 9). Consequently, the 
overall mean annual erosion rate does not appear to be an adequate reflection of coastal recession for this 
site. 
Like at the Border site, the mean annual erosion rate was highest during the time period from 1997 to 
2000, amounting to -1.77 m/a (Table 12), and decreased thereafter. In the three subsequent time periods, 
2000 to 2003, 2003 to 2006, and 2006 to 2012, the annual erosion decreased from -1.29 m/a, to -0.89 m/a, 
to -0.77 m/a, respectively. This amounts to a total decrease in the erosion rate of 32.46% over 15 years. 
Rates for individual time periods vary greatly in comparison to the overall mean annual erosion rate, as 
seen in the 1997-2000 time period when the mean annual rate was 56.16% higher than the overall mean, 
and in the 2006-2012 period when the mean annual rate was lower than the overall mean by 32.39%.  
Calculated by survey line, line 4 has the highest annual mean erosion rate with 1.38 m/a, amounting to a 
net shoreline movement of -12.72 m (1997-2006). The lowest mean annual erosion rate was recorded at 
line 7 with a value of -0.54 m/a, thus varying by 52.53% from the overall mean erosion rate (Table 10) 
and amounting to a net shoreline movement of -6.86 m. At 8 of the 9 survey lines, the mean annual 
erosion rate is lower than the overall mean annual erosion rate for the entire site.  
As the Komakuk site has a very heterogeneous coastline, the shoreline was subdivided into three 
morphological sections (Figure 5; first section: lines 1 to 3; second section: lines 4 to 6; third section: 
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lines 7 to 9) and additional calculations were carried out for each section. Results show that the 
westernmost section (lines 1-3) is eroding at a rate which is comparable to the Border site, with a mean of 
-1.21 m/a, and that the rate has a standard deviation of 0.40 m/a (Table 11). The mean annual erosion rate 
of the second section (lines 4-6) is considerably lower at -0.95 ± 0.83 m/a. The mean annual erosion rate 
of the easternmost section (lines 7-9) is comparable to the first section, with a value of -1.24 ± 0.91 m/a, 
although the standard deviation is considerably higher than the one of section 1 amounting to 0.04 m/a 
(Table 11). 
In summary, the analysis of GPS survey data show that at the Komakuk site temporal changes in 
shoreline recession are slightly higher than spatial changes. A comparison of shoreline change variability 
at both study sites shows that spatial as well as temporal variability of erosion at the Komakuk site by far 
exceeds the variances calculated for the Border site. 
 

Table 9: Results for erosion value calculations of the Komakuk site. NSM 
is the net shoreline movement, ER is the erosion rate. Negative variation 
which means a lowering in the erosion rate is indicated by ↓. Positive 
variation (increase in erosion rate) is not indicated. 

 
Lin
e 

no. 

Time 
period 

Mea
n 

NSM 
[m] 

Mean 
ER 

[m/a] 

Mean 
ER per 

line 
[m/a] 

Variation 
btw. mean 

ER and 
mean line 

ER [%] 

Mean ER 
for all 

lines per 
time 

period 
[m/a] 

Variation btw. 
mean ER and 
mean ER per 
time period 

[%] 

1 2006-2012 -6.02 -1.00 -1.00 0 -0.77 30.24 

2 2000-2003 -5.52 -1.84 -0.71 158.77 -1.29 42.74 

 2003-2006 -1.55 -0.52  ↓27.16 -0.89 ↓59.82 

3 2000-2003 -3.80 -1.27 -0.96 32.29  ↓1.77 

 2003-2006 -4.30 -1.43  49.65  60.66 

 2006-2012 -7.21 -1.20  25.46  56.01 

4 1997-2000 -8.77 -2.92 -1.38 111.72 -1.77 64.71 

 2000-2003 -2.99 -1.00  ↓27.76  ↓22.68 

 2003-2006 -0.96 -0.32  ↓76.71  ↓63.96 

5 2000-2006 -5.23 -0.87 -0.72 21.81 -0.88 ↓0.88 

 2006-2012 -3.38 -0.56  ↓21.35  ↓26.86 

6 1997-2000 -0.48 -0.16 -0.73 ↓78.35  ↓91.04 

 2000-2006 -8.21 -1.37  86.43  55.51 

 2006-2012 -2.41 -0.40  ↓45.17  ↓47.73 

7 2000-2003 -2.13 -0.71 -0.54 31.79  ↓44.87 

 2003-2006 -3.26 -1.09  101.40  21.80 

 2006-2012 -1.47 -0.24  ↓54.61  ↓68.20 
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8 1997-2000 -1.70 -0.57 -0.67 ↓14.77  ↓68.05 

 2000-2003 -1.96 -0.65  ↓1.86  ↓49.39 

 2003-2006 -3.86 -1.29  93.61  44.36 

9 1997-2000 -
10.3

5 

-3.45 -0.92 275.52  94.39 

 2000-2003 -6.81 -2.27  147.08  75.97 

 2003-2006 -2.12 -0.71  ↓23.22  ↓20.94 

 2006-2012 -8.58 -1.43  55.61  85.61 

Overall mean ER [m/a] ± 
σ 

-1.14 ± 0.80    

 
Table 10: Mean erosion rates for each line at the Komakuk site. ER is 
the erosion rate, σ is the standard deviation. Variation which shows a 
decrease in the erosion rate from the mean is indicated by ↓. 
 

Line no. Mean ER [m/a] Variation btw. mean ER and overall 
mean ER [%] 

1 -1.00 ↓11.74 

2 -0.71 ↓37.40 

3 -0.96 ↓15.73 

4 -1.38 21.48 

5 -0.72 ↓36.98 

6 -0.73 ↓35.40 

7 -0.54 ↓52.53 

8 -0.67 ↓41.47 

9 -0.92 ↓19.17 

Overall mean ER [m/a] ± σ -1.14 ± 0.80  
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Table 11: Mean erosion rates for each section at the Komakuk site. ER is 
the erosion rate. Negative variation which means a lowering in the 
erosion rate is indicated by ↓. Positive variation (increase in erosion rate) 
is not indicated. 

 
Line no. Time period Mean ER 

[m/a] 
Mean ER for 
each section 

[m/a] 

Variation btw. mean ER for 
each section and time 

period and mean ER for 
each section [%] 

1-3 2000-2003 -1.55 -1.21 ± 0.40 ↓28.36 

 2003-2006 -0.98  19.41 

 2000-2006 -0.68  43.43 

 2006-2012 -1.10  8.95 

4-6 1997-2000 -1.54 -0.95 ± 0.83 ↓62.04 

 2000-2003 -1.00  ↓4.87 

 2003-2006 -0.32  66.19 

 2000-2006 -0.96  ↓0.51 

 2006-2012 -0.48  49.22 

7-9 1997-2000 -1.80 -1.24 ± 0.91 ↓45.46 

 2000-2003 -1.21  2.36 

 2003-2006 -0.81  34.30 

 2000-2006 -0.91  26.92 

 2006-2012 -0.92  26.15 

Overall mean ER [m/a] ± 
σ 

-1.14 ± 0.80   
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Table 12: Mean erosion rate for all lines for each time period at the 
Komakuk site. ER is the erosion rate, σ is the standard deviation. 
Variation which shows a decrease in the erosion rate from the mean is 
indicated by ↓. 
 

 Time period Mean ER [m/a] Variation btw. mean ER and overall 
mean ER [%] 

1997-2000 -1.77 56.15 

2000-2003 -1.29 13.49 

2003-2006 -0.89 ↓21.50 

2000-2006 -0.88 ↓22.84 

2006-2012 -0.77 ↓32.39 

Overall mean ER [m/a] ± σ  -1.14 ± 0.80  

 

Komakuk site shore profiles 
The GPS transect plots provide a visual representation of the three morphological sections at the 
Komakuk site; west of the airstrip, at the airstrip and east of the airstrip (Figure 5). Line number 4 could 
not be depicted because of an insufficient number of GPS survey points across the profile. Lines 1 to 3, 
which mark the area west of the airstrip, show a low cliff which gets steeper to the east. Line 5, with a 
steep high cliff, can be clearly seen to form part of the airstrip. Line 6 is part of the adjacent eroding track. 
Lines 7 to 9 do not show a clear and consistent shore profile behavior and vary in beach height, in 
particular. 
Calculations of mean shore profile values for each line and time period show much higher variations in 
between lines and time periods than at the Border site (Table 13, for scatter plots see Appendix IV). 
Beach widths vary considerably between 3.70 m (line 3, 2000-2006) and 33.37 m (line 6, 2000-2006). 
The values only show a weak correlation of 0.24 with the mean annual erosion rates and no statistical 
significance (α=0.05). 
 Steepest mean beach slope was calculated for the survey line with the narrowest beach (line 3), and 
amounted to 12° (2006-2012), whereas the lowest beach slope came to 1° and was calculated for line 7 
(2000-2006). No correlation and no statistical significance were determined between beach slope and 
mean annual erosion rates (correlation coefficient of -0.04).  
As can be seen in Figure 14, relative and absolute cliff heights are highest at the airstrip, measuring 4.81 
m (2006-2012) and 6.51 m (2006-2012), respectively. The lowest absolute cliff height was calculated for 
line 9 (2000-2003) with a value of 2.92 m, whereas the lowest relative cliff height was calculated for line 
2, with a value of 1.14 m (2003-2006). There is a tendency for cliff heights to increase from lines 1 to 5 
and to decrease from lines 5 to line 9. Both, relative and absolute cliff heights correlate weakly with mean 
annual erosion rates of 0.23 and 0.34, respectively. No statistical significance was determined. Cliff 
slopes vary considerably from 6° (line 9, 2000-2003) to 48° (line 3, 2006-2012), whereas the calculation 
of the mean cliff slope for the preceding time period (2000-2006) at line 3 yielded a value of 30°. As 
expected, the airstrip also has a very steep cliff slope, with a value of 41° (line 5, 2006-2012). Cliff slope 
values do not correlate with mean erosion rates (correlation coefficient of 0.05, no statistical 
significance).  
In summary, at the Komakuk site no shore profile component shows a significant correlation with mean 
annual erosion rates. To assess whether the combination of the factors which are strongest correlated with 
the mean annual erosion rate can better explain the variability of coastal erosion a multiple regression 
analysis was performed. The r² value for the parameters beach width and absolute cliff height equals to 
0.13. 
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Figure 14: Shore profiles for the Komakuk site generated from GPS 
measurements. CGVD28 is the Canadian Geodetic Vertical Datum 1928. 
For transect position see Figure 8. 
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Table 13: Mean shoreface profile statistics for the Komakuk site and 
correlation of each factor with erosion rates. ER is the erosion rate, r is 
the correlation coefficient. 
 

Lin
e 

no. 

Time 
period 

Beach 
width  
 [m] 

Beach 
slope 
[deg] 

Rel. cliff 
height 

[m] 

Abs. cliff 
height 

[m] 

Cliff 
slope 
[deg] 

Mean ER 
[m/a] 

1 2006-
2012 

27.60 5 1.52 3.79 9 -1.00 

2 2000-
2003 

16.60 4 2.19 3.70 45 -1.84 

 2003-
2006 

23.15 5 1.14 3.42 45 -0.52 

3 2000-
2006 

3.70 12 3.62 4.06 30 -0.72 

 2006-
2012 

4.38 12 3.42 4.02 48 -1.20 

5 2006-
2012 

21.87 4 4.81 6.51 41 -0.56 

6 1997-
2000 

20.66 3 2.48 3.65 22 -0.16 

 2000-
2006 

33.37 3 3.38 4.81 27 -1.37 

7 2000-
2006 

24.88 1 3.16 4.59 15 -0.24 

 2006-
2012 

32.94 2 3.42 4.47 18 -0.90 

8 1997-
2000 

10.93 3 3.21 4.21 18 -0.57 

 2000-
2006 

6.68 4 3.17 3.92 18 -0.96 

9 2000-
2003 

12.08 4 2.09 2.92 6 -2.27 

 2003-
2006 

12.13 2 2.50 3.07 12 -0.71 

 2006-
2012 

9.21 3 2.42 3.44 16 -1.43 

r 0.24 -0.04 0.23 0.34 0.05 / 

Significant at 
α=0.05 

No No No No No / 

 

DSAS analysis 
Two ArcMap tables are generated from each DSAS calculation, one containing the intersection points in 
the form of spatial x and y coordinates, the other containing the shoreline statistics. The first section 
below presents the results obtained from the DSAS analyses of several shorelines at once. For the 
calculations for the entire coast (638 transects), the shorelines from 1951, 1972 and 2009 were used. The 
calculations for the Border site (48 transects) include the shorelines from 1951, 1972, 1994 and 2009. For 
the Komakuk site (21 transects), shorelines from the years 1951, 1964, 1975, 1984, 1992 and 2009 were 
analyzed. In the subsequent sections, the results are presented for the DSAS analysis of two shorelines at 
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a time, thus providing information about shoreline changes between time periods. The results are reported 
to two decimal places but this does not necessarily indicate such a high accuracy. 

DSAS results of complete time series 
Table 14 shows a summary of all DSAS statistics calculated for the entire study area, for the Border site, 
and for the Komakuk site. A graph of the shoreline change envelope (SCE) which is the distance between 
the shorelines farthest from and closest to the baseline, and the net shoreline movement (NSM) which is 
the distance between the oldest and youngest shorelines provides an overview of the spatial variance in 
shoreline dynamics and the total shoreline change along the 35 km of investigated coast (Figure 15). The 
graph illustrates that the area between the border and Clarence Lagoon has some of the highest SCE and 
NSM values. The values decrease towards Clarence Lagoon, where they are lowest. Between Clarence 
Lagoon and Backhouse River the values steadily increase with a peak about 1 km east of Clarence 
Lagoon. East of the Backhouse River values decrease before they increase again in the block failure zone. 
East of the block failure area, coastal dynamics and coastal recession steadily decrease towards Komakuk. 
The highest cumulative erosion was calculated for transect number 443 at the end of a high cliff section 
just east of Clarence Lagoon, with a total retreat of 121.94 m (Figure 15), while the only accumulation 
was measured at the Clarence Lagoon spit, amounting to an advance of 11.39 m (transect 492). At the 
Border site, the highest of NSM was -114.03 m, whereas at Komakuk, the highest NSM was -68.67 m. 
The variation in mean NSM among the study areas is smaller, amounting to -72.67 m for the entire area, 
and to -78.94 m and -54.98 m for the Border and Komakuk sites, respectively. The SCE statistic gives 
some indication of overall shoreline dynamics, and was lowest for transect 479 at the eastern end of 
Clarence Lagoon, with a total shoreline movement of just 5.29 m. Just 1820 m to the east is the transect 
with the largest shoreline movement (transect 443, SCE of 121.94 m). 
 

 
 

Figure 15: Shoreline change envelope (SCE) and net shoreline 
movement (NSM) statistics for the entire study area. 
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The end point rate (EPR), least median of squares (LMS), weighted linear regression rate (WLR) and 
linear regression rate (LRR) are all statistical measures of annual shoreline change. Despite the 
differences between the rates, some basic patterns of mean erosion can be distinguished for each study 
area. For the entire study area, the mean annual erosion varies between -1.24 ± 0.38 m/a (LRR), and -1.31 
± 0.39 m/a (WLR). The mean erosion values for the Border site are higher, with mean rates ranging from 
-1.20 ± 0.37 m/a (WLR) to -1.36 ± 0.25 m/a (EPR), whereas the Komakuk site has lower mean erosion 
rates, ranging from -0.62 ± 0.18 m/a (LMS) to -0.95 ± 0.16 m/a (EPR). These results explain why the 
SCE and NSM values are lower than average at Komakuk and higher than average for the Border site. 
Table 14 also displays the minimum and maximum values for each statistic, showing that large variations 
can occur on different transects. An evaluation of the DSAS results for all transects in the study area 
shows that, of the 638 transects, eight have positive annual rates of change, being highest at transect 492 
with a value of 0.20 m/a (EPR). The highest annual shoreline erosion amounts to -2.20 m/a (transect 210, 
WLR). 
The supplemental statistics for the EPR, WLR and LRR values give additional information about the 
robustness of the respective rates. The ECI value indicates the confidence of the EPR. The EPR values are 
more reliable the lower the ECI is. As the ECI is calculated from the uncertainties of the youngest and 
oldest shorelines, and the same oldest and youngest shorelines have been used for each analysis, the ECI 
has a consistent value of 0.18 m/a. The coefficients of determination for the LRR and WLR statistics 
(LR2 and WR2) indicate how much percent of the variation in the data is explained by the respective 
regression line. The means of both values are very high for each study site. Except for the Komakuk site 
with an LR2 value of 84%, all WR2 and LR2 values for each site are higher than 90%. Further 
supplemental statistics are the 95% confidence interval values (LCI95 and WCI95) which indicate the 
range in which one can be 95% confident that the true rate of change lies. The values are highest for the 
entire study area calculations (WCI95=3.34 m) and lowest for the Border site (WCI95= 0.31 m). Standard 
errors (LSE and WSE) show the average distance of the estimated to the actual value. They are higher for 
the linear regressions than for the weighted ones, with mean LSE values exceeding WSE values several 
fold. 
Despite the fact that the LRR values have poorer supplemental statistics than the WLR values, the LRR 
values are assumed to be most reliable and were thus used as reference values for further analyses. 
Although the WLR values account for an assigned uncertainty in measurement, in some cases this can 
significantly influence the rate of change and consequently, inaccurate determination of the uncertainty 
results in less accurate determination of erosion rates. When calculating rates over multiple time periods, 
shoreline change rates calculated for the EPR are considered to be less reliable than LRR values, as the 
EPR method considers only the youngest and oldest shorelines and thus does not fully account for 
shoreline dynamics. In LMS calculations, the influence of outliers is weakened. Outliers can be the result 
of digitization mistakes, but they can also represent coastal response to an unusually calm or stormy 
period of time. Thus, the LMS calculations lead to a better determination of average coastal change rates 
under normal conditions, but on the other hand, they weaken the influence of extreme meteorological 
events, which are considered the most effective agents of coastal change. 
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Table 14: Summarized mean DSAS outputs for the entire study area, the 
Border and Komakuk sites. σ is the standard deviation. For explanations 
of statistical output abbreviations see Table 4. 
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DSAS results for time period analysis for the entire study area 
In contrast to the variety of methods available in DSAS for calculating erosion rates over multiple time 
periods, to develop a time series of erosion, an approach using single time steps is adopted. The EPR 
method is most appropriate for this type of analysis, since no regression analyses can be provided for only 
two shorelines.  
Shoreline changes across the entire study area in the two time periods under investigation are shown in 
Table 15. Results show a deceleration of mean coastal erosion from -1.35 ± 0.55 m/a between 1951 and 
1972, to -1.18 ± 0.52 m/a between 1972 and 2009, a difference of 13.39%. However, an evaluation of the 
individual transect results showed that, for 42% of the transects, there was an acceleration of erosion 
between the first and second periods, whereas the remaining 58% showed a deceleration or no change. 
The box-whisker plots shown in Figure 16 depict the spread of transect values for both time periods. In 
addition to erosion rates, the variability of erosion rates has changed through time (Figure 16). In the first 
time period, the data were distributed more uniformly, with the mean and median value lying very close 
to each other, and a low number of extreme values. In the second time period, although the mean erosion 
rate decreased, the variability of the lowest and highest quartiles increased, leading to a higher number of 
extreme values. However, variability in the central quartiles decreased in comparison to those of the first 
time period. 
Map 1 (Appendix V) illustrates the EPR values for both time periods, thus showing the spatial 
distribution of shoreline dynamics. The area just west of Komakuk shows a deceleration in erosion, 
whereas the area of block failures further west reveals consistently high rates of coastal recession. An 
acceleration of coastal erosion can be seen around the two channels entering the Beaufort Sea just west of 
the Backhouse River. Comparatively low erosion rates are seen west of this along an approximately 8 km 
long stretch of coast which extends to the western end of Clarence Lagoon. The area between Clarence 
Lagoon and the Border site has comparatively high shoreline dynamics and shows increasing erosion 
rates. 
 

Table 15: Mean shoreline change values for each time period for the 
entire study area. EPR stands for end point rate, NSM stands for net 
shoreline movement. Negative variation which shows a decrease in the 
erosion rate from the mean is indicated by ↓. 

 
Time period Measure Mean EPR [m/a] Mean NSM 

[m] 
Variation to 

overall LRR [%] 
1951-1972 Max -0.06 -1.23  

 Min -2.65 -55.69  

 Mean -1.35 ± 0.55 -28.23 8.49 

1972-2009 Max 0.76 28.13  

 Min -2.85 -105.59  

 Mean -1.18 ± 0.52 -43.69 ↓4.90 

Site LRR [m/a] -1.24 ± 0.38   
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Figure 16: Box-whisker plots showing erosion rates for the entire study 
area. The box comprises the data range between the lower (Q1) and 
upper (Q3) quartile, the median (Q2) is indicated by the line, the mean by 
the point. The whiskers indicate the smallest and largest value. 

 

DSAS results for time period analysis for the Border site 
At the Border site, DSAS results show that erosion rates are highest for the two short periods from 1972 
to 1976 and from 1992 to 1994, with values of -1.94 ± 1.12 m/a and -1.99 ± 1.16 m/a, respectively (Table 
16). Moreover, these rates have very high standard deviations of up to 58%. However, these rates were 
not taken into account for the calculation of the overall shoreline dynamics presented in subsection 4.2.1 
in order to calculate the statistics using time steps of comparable lengths. The EPR values for the three 
main time periods show that between the first and second time period erosion decelerated, from -1.28 ± 
0.41 m/a to -1.15 ± 0.40 m/a. This deceleration is followed by an acceleration in mean erosion over the 
last time period, with the mean erosion rate increasing to -1.79 ± 0.35 m/a. This high variation is also 
clearly visible in Figure 17. The difference in the erosion rate distributions in the second and third time 
periods is very high, with the middle 50% of the values for the second time period spanning the same 
range as the lowest 25% of all values for the third time period. As was the case with the box-whisker plots 
for the entire study area, the range of outliers at the Border site is greatest for the last measured time 
period. 
Map 2 (Appendix VI) displays the EPR results for the three time periods used at the Border site. Whereas 
the eastern part of the Border site shows high erosion rates for all time periods, in the western part of the 
study area, erosion rates were low in the first time period and accelerated thereafter. Thus, the study area 
has highly variable shoreline erosion dynamics occurring in close proximity.  
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Table 16: Mean shoreline change values for each time period for the 
Border site. EPR stands for end point rate, NSM stands for net shoreline 
movement. Negative variation which shows a decrease in the erosion 
rate from the mean is indicated by ↓. 

 
Time 

period 
Measure Mean EPR [m/a] Mean NSM [m] Variation based 

on site LRR [%] 
1951-1972 Min -2.15 -45.06  

 Max -0.67 -14.00  

 Mean -1.28 ± 0.41 -26.82 3.69 

1972-1976 Min -4.35 -17.39  

 Max -0.08 -0.33  

 Mean -1.94 ± 1.12 -7.74 ↓45.92 

1972-1994 Min -0.21 -4.72  

 Max -1.88 -41.30  

 Mean -1.15 ± 0.40 -25.24 13.63 

1992-1994 Min -4.70 -9.08  

 Max -0.13 -0.26  

 Mean -1.99 ± 1.16 -3.85 ↓50.17 

1994-2009 Min -2.61 -39.19  

 Max -0.97 -14.54  

 Mean -1.79 ± 0.35 -26.88 ↓34.63 

Site LRR [m/a] -1.33 ± 0.27   
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Figure 17: Box-whisker plots showing erosion rates for the three main 
time periods used for the Border site. The box comprises the data range 
between the lower (Q1) and upper (Q3) quartile, the median (Q2) is 
indicated by the line, the mean by the point. The whiskers indicate the 
smallest and largest value. 

 

DSAS results for time period analysis for the Komakuk site 
In contrast to the Border site, single time period analysis results for the Komakuk site reveal a clear and 
steady trend towards a comparatively rapid deceleration of mean annual erosion rates. Highest rates of 
coastal erosion were calculated for the first time period between 1951 and 1964 with a mean of -1.92 ± 
0.62 m/a. The EPR values steadily decrease with every time step and are lowest for the time period 
between 1992 to 2009, with a mean annual erosion of -0.49 ± 0.27 m/a. Results for two shorter time 
periods from 1972 to 1975 and 1992 to 1993 also suggest decelerating erosion. Figure 18 shows that both 
the range of the middle 50% of rates, as well as the range of the outliers narrows with time. However, 
erosion rates which are more negative than the median are more widely scattered than erosion rates which 
are closer to zero. This distribution pattern lowers the mean erosion rate for each time period. 
Map 3 (Appendix VII) depicts the temporal and spatial distribution of the EPR values. The area east of 
the airstrip has low erosion rates for all time periods. The area around the airstrip shows a deceleration of 
erosion beginning in the 1970’s. The highest shoreline dynamics occur in the western section of the 
Komakuk site, with a deceleration of annual coastal erosion from more than -2.00 m/a to less than -0.50 
m/a. 
In summary, the overall trend of the entire study sites shows decreasing mean annual erosion rates. This 
trend is confirmed by decadal calculations of shoreline change for the Komakuk site, whereas the local 
mean annual erosion rates are lower. DSAS analyses of the Border site differ from the overall trend of 
decreasing erosion rates, as results from the last time period show a renewed acceleration in erosion. 
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However, GPS analyses from the Border site are contradicting the DSAS results as they show constantly 
decreasing erosion rates since 1991. 
 

Table 17: Mean shoreline change values for each time period for the 
Komakuk site. EPR stands for end point rate, NSM stands for net 
shoreline movement. Negative variation which shows a decrease in the 
erosion rate from the mean is indicated by ↓. 

 
Time 

period 
Measure Mean EPR [m/a] Mean NSM [m] Variation based on 

site LRR [%] 
1951-1964 Min -1.38 -40.88  

 Max -0.75 -9.71  

 Mean -1.92 ± 0.62 -24.99 ↓119.25 

1964-1972 Min -1.38 -24.62  

 Max -0.49 -3.94  

 Mean -1.53 ± 0.72 -12.18 ↓74.71 

1972-1984 Min -2.21 -6.56  

 Max -0.20 -0.60  

 Mean -1.16 ± 0.55 -3.45 ↓32.46 

1972-1975 Min -1.38 -6.56  

 Max -0.20 -0.60  

 Mean -1.16 ± 0.55 -3.45 ↓32.46 

1984-1992 Min -1.38 -13.38  

 Max -0.01 -0.08  

 Mean -0.53 ± 0.42 -4.22 39.48 

1992-1993 Min -1.38 -29.41  

 Max 0.35 3.21  

 Mean -0.95 ± 0.43 -8.41 ↓8.48 

1992-2009 Min -1.01 -17.17  

 Max -0.08 -1.33  

 Mean -0.49 ± 0.27 -8.36 43.72 

Site LRR [m/a] -0.86 ± 0.15   
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Figure 18: Box-whisker plots showing erosion rates for the five main time 
periods used for the Komakuk site. The box comprises the data range 
between the lower (Q1) and upper (Q3) quartile, the median (Q2) is 
indicated by the line, the mean by the point. The whiskers indicate the 
smallest and largest value. 

Calculation of total land loss 
Based on differences in the shoreline position and estimated cliff heights, the total area and volume of 
land loss between 1951 and 2009 was calculated for the entire study site. The calculations yield a total 
land loss 2,607,600 m², which amounts to approximately 4.5 ha/a. The total eroded volume was 
calculated to be 14,301,207 m³, amounting to approximately 250,000 m³ per year. 
 

Discussion 
Three areas of research introduced in previous chapters bear further discussion. These are: the variability 
of erosion rates for each study site; the strengths and weaknesses of the DSAS and GPS methods; and the 
correlations of shore profile parameters with mean erosion rates. 

Variability of erosion 

Entire study area 
Results from the DSAS analyses spanning the 58 year record of historical aerial photography show a 
decelerating trend in mean annual erosion, as well as temporal and spatial variability of mean annual 
erosion rates in the study area. For example, the area of block failures to the west of Komakuk is 
particularly striking in terms of consistently high erosion rates. This might be attributable to the fact that, 
in this area, the beach is very narrow or even missing, so that the cliff is constantly subject to wave action. 
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Since the cliff is not very high and contains large amounts of ground ice, the waves are able to rapidly 
remove any eroded material, so that no protective beach forms. However, this coastal process is locally 
restricted, as the block failure area is bordered by areas which show decreasing erosion rates. On the other 
hand, most areas in which cliff morphology is primarily a function of thermal denudation processes 
appear to have stabilized over time and show a deceleration of erosion. Nevertheless, such cliffs are 
known to show periodic reactivation, so renewed acceleration of coastal erosion in these areas is not 
unlikely (Lantuit et al. 2008).  
The overall trend of decreasing mean erosion was also reported for the study area in reports of ground 
survey studies conducted by McDonald and Lewis (1973), Forbes and Frobel (1985), Forbes et al. (1995), 
Solomon (1998) and Lantuit and Pollard (2008). However, these results are in contrast to findings by 
Covill (1997) for the western Yukon, and to several studies for the Alaskan part of the Beaufort Sea coast 
(Brown et al. 2003; Jones et al. 2009; Ping et al. 2011) which show a trend towards accelerating coastal 
retreat and generally higher mean erosion rates (Table 1).  

Border site  
At the Border site, a slightly different coastal change pattern was determined from the DSAS results. 
During the earliest time period of the analysis, from 1951 to 1994, results followed the overall trend of the 
entire study area and show a deceleration of erosion, followed by an acceleration of erosion during the 
later time period from 1994 to 2009. The recent acceleration trend seen in the DSAS results is in 
accordance with findings from nearby on the Alaskan Beaufort coast. Ping et al. (2011) also calculated an 
acceleration of coastal erosion since the mid-1990’s using satellite images and aerial photography 
between the border and Demarcation Point. Further to the west, in the Teshekpuk Lake area, the same 
tendency was observed by Mars & Houseknecht (2007) who used topographic maps and Landsat thematic 
mapper data, and by Jones et al. (2009) who conducted DSAS analyses on the basis of aerial photography. 
However, despite the fact that these studies show the same tendency in mean annual erosion as the DSAS 
results, they should not be used to conclusively verify the DSAS findings from the Border site because of 
differences in methodology and study area morphology. For example, the results obtained by Ping et al. 
(2011) show significantly higher erosion rates with a mean rate of -3.88 m/a for the time period between 
1980 and 2000. This high rate may be attributable to the fact that Ping et al. (2011) determined rates of 
change on the basis of a DSAS analysis of a 1 km long study area and extrapolated this value to the whole 
region. The DSAS results of the research presented here show that alongshore rates of shoreline erosion 
are highly variable, suggesting that results from a 1 km length of coast may not represent the rate of 
shoreline erosion of a larger study area, unless the coastline is homogeneous. The studies of Mars and 
Houseknecht (2007) and of Jones at al. (2009) both focus on a region which has a different shoreline 
morphology than the Border site, as it is comprised of breached thermokarst lakes. Thus it can be 
expected to show different erosion rates than the Border site, and the shoreline change dynamics may not 
be comparable. 
In contrast to the acceleration in erosion given by the DSAS results between 1994 and 2009, the GPS 
analyses from 1991 to 2012 encompass a similar time span, but show no significant changes in erosion 
rates. Since the GPS results have a higher spatial resolution, they are likely more trustworthy.  
Other studies provide additional information about long-term trends in erosion rates at the Border site. 
When the monument was established at the international border in 1912, the distance to the cliff was 
measured. McDonald and Lewis (1973) calculated an erosion rate for the time period between 1912 and 
1972 of -0.72 m/a. Results of a second survey by Forbes and Frobel (1985) in 1984 give a mean annual 
erosion rate from 1972 to 1984 of -0.83 m/a. These two rates extend the late 20th century surveys back to 
1912 and show that, at the Border site, mean annual erosion rates increased from the early 20th century 
until the early 1990’s, peaked, and then decreased.  
The changing long-term trends may be explained to some extent by meteorological conditions. Annual 
wind speeds and the frequency of storms coming from the north-west are considered to be most effective 
in causing shoreline change (Solomon et al. 1994; Manson & Solomon 2007). According to Manson and 
Solomon (2007), two periods of increased wind speeds occurred between 1960 and 1966 and between 
1986 and 1995, and a period of lower wind speeds occurred between 1995 and 2000. The stormy period 
from the mid-1980’s to the mid-1990’s may be the reason for the high DSAS erosion rate (-1.99 ± 1.16 
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m/a) seen in the 1992 to 1994 time period. Coastal change rates measured over short time periods are 
known to be prone to variability of environmental forcing, which can be especially large in high latitude 
environments (Dolan et al. 1991; Dallimore et al. 1996; Solomon 2005). At Tuktoyaktuk, for example, 
observed coastal erosion from single storm events highly exceeded long term mean annual erosion rates 
(Solomon et al. 1994, after Aveco 1986). 

Komakuk site 
DSAS results from the Komakuk site show steadily decreasing erosion, so the site specific values match 
well with the overall trend for the entire study site. These results are in accordance with the tendencies 
found in other studies conducted at Komakuk by Forbes et al. (1995) and Solomon (1998), although the 
rates calculated in this study are slightly lower than those of Solomon (1998), and slightly higher than 
those of Forbes et al. (1995). The GPS analyses provide a higher temporal resolution of shoreline change 
for the last 15 years and show the same tendency as the DSAS results. Since the Komakuk site includes 
the gravel airstrip, local small scale spatial differences in erosion rates can be seen. The comparatively 
lower erosion rates of the gravel airstrip in comparison to the adjacent fine-grained ice-rich cliff suggest 
that grain sizes influence erosion rates. This is reasonable since more wave energy is needed for the 
transport of coarser grain sizes. The importance of grain size for the local coastal erosion pattern was also 
emphasized by Reimnitz et al. (1985, 1988).  
In summary, a comparison of all three study areas leads to the recognition of a spatial pattern in coastal 
erosion, since at the very east of the study region, the Komakuk site shows low and decelerating erosion 
rates, whereas at the very west of the study region, the Border site shows higher and accelerating erosion 
rates. The mean erosion rate for the entire study area lies in between the rates of both sites. By including 
studies from the Alaskan part of the Beaufort Sea, this spatial pattern of accelerating mean erosion can be 
extended even further west (Mars & Houseknecht 2007; Jones et al. 2009; Gibbs et al. 2011). 

Evaluation of methodology 
The processing of imagery used in the DSAS investigations is important for assessing the accuracy of the 
results. The foundation of the DSAS analysis is provided by remote sensing data (i.e. aerial photography 
and satellite images) on which the shorelines are digitized. For this study, the photos were scanned with a 
sub-metre pixel resolution and georeferenced/co-registered with a mean RMS error of 1.3 m (minimum: 
0.47 m, maximum: 2.63 m). Considering the scarcity of clearly distinguishable reference points in most of 
the study area, these RMS errors are fairly good and compare well to other studies (Brown et al. 2003; 
Solomon 2005; Jones et al. 2008). The most recent shoreline used in the analyses is from 2009 and was 
digitized from a SPOT image with a ground resolution of 10 m.  
Given that the aerial photography was scanned to give a resolution of approximately 1 m, the 10 m 
resolution SPOT imagery presents challenges for the interpretation and digitizing of shorelines. Thus the 
single time period DSAS calculations for the Border and Komakuk site which use the 2009 shoreline 
might be potentially less accurate than the other time periods. By examining individual DSAS and GPS 
transects for the Border and Komakuk sites from each method, a general sense of the accuracy of the 
DSAS results was obtained. Individual DSAS transects were selected which were located the closest to 
the GPS transects at each study site, and the erosion rates were compared for the most recent time period 
available for each method. At the Border site, three transects were examined, with the DSAS transects 
covering the period from 1994 to 2009, and the GPS ones the period from 1991-2012. The mean 
difference in erosion rates between the two methods at the Border site was 0.46 m/a. At the Komakuk 
site, a total of three transects was also examined; the DSAS transects covered the period from 1992 to 
2009, and the GPS covered the time period from 2000 to 2012. The mean difference in erosion rates 
between the two methods at the Komakuk site was 0.10 m/a. So although a common data base for a 
complete and direct comparison of the two methods is missing, the data that are available enable the 
highly accurate GPS results to legitimize the results obtained from the DSAS analyses.  
The two regression rates calculated by DSAS, the linear regression rate (LRR) and the weighted linear 
regression rate (WLR), help in determining the robustness of the calculated erosion rates, but a 
comparison of the two regression rates can also help in interpreting how important the shoreline 
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uncertainty of the SPOT image might be. The long-term mean erosion rate calculated by DSAS for the 
entire study area using the LRR method is -1.24 m/a. In contrast, The WLR value calculated by DSAS 
indicates faster annual erosion with a mean of -1.31 m/a. It is not surprising that the LRR and WLR 
values differ, since only three different time periods were considered for the entire coast (1951, 1972, 
2009) and the most recent calculation uses the 2009 SPOT shoreline. Since the most recent time period 
has lower erosion rates and the 2009 shoreline is weighted less due to its uncertainty, the overall WLR 
value is higher. The total difference between the LRR and the WLR is nevertheless still very small, 
amounting to 0.07 m. The differences between the LRR and the WLR at the Border and Komakuk sites 
are comparable, with values of 0.13 m and 0.09 m, respectively. Extrapolating these differences to the 
entire time period of measurements (58 years) results in NSM differences of less than 10%, so they are 
thus considered to be negligible. However, this example shows that it is important to be aware of the 
quality of each data set in order to be able to interpret the overall quality of the DSAS findings. Overall, 
both the LRR and the WLR rate coincide well with the mean annual coastal change rate for the entire 
Canadian Beaufort coast of -1.12 m/a, taken from the Arctic Coastal Dynamics database (Lantuit et al. 
2011). 
A constraint which applies to both the DSAS and the GPS methods is the spacing of the measurements, 
since the possibility always exists that the analyzed points do not adequately capture the prevailing 
shoreline dynamics. This problem can be countered, but not fully prevented, by a finer transect spacing. 
However, too fine spacing can unnecessarily increase the amount of output data without improving the 
quality of the outcomes. The GPS transects provide valuable information about spatial changes of the 
shore profile morphology and could thus be used in future analyses to help determine if the 50 m DSAS 
transect spacing is adequate.  
In summary, the GPS measurements provide valuable reference data which help to validate the quality of 
the DSAS results, even if differences in study area exist, transect positions and time periods complicate a 
direct one-to-one comparison of both values. Against the backdrop of published shoreline change studies, 
the DSAS results are believed to accurately indicate the overall trend of decelerating coastal erosion along 
most of the western Yukon coast and accelerating coastal change near the border, even though the quality 
of the results may not be considered sufficient for the determination of coastal change rates with sub-
metre accuracy. The incorporation of recently acquired very high resolution satellite imagery into the 
DSAS analyses may help constrain the present erosion rates.  

Correlations of shore profile parameters with erosion 
One goal of this study was to explore whether shore profile parameters can help explain variability in 
coastal dynamics. The results from the GPS surveys show that the shore profile statistics from both the 
Border and Komakuk study sites vary greatly and that, except for the relative cliff height, all shore profile 
parameters are more distinctly correlated with mean annual erosion rates at the Border site. Simple 
regression analyses for the Border site show a very strong and statistically significant correlation between 
beach widths and mean annual erosion rates (r=0.84), and a strong but statistically insignificant 
correlation between absolute cliff heights and mean annual erosion rates (r=0.70). At the Komakuk site, 
no correlation with mean annual erosion and no significance of any variable was found. However, the 
highest correlations were also distinguished for absolute cliff heights (r=0.34) and for beach widths 
(r=0.24).  
The large variations between the correlation coefficients at the two sites can be partly explained by 
different site morphology. The Border site is a short and homogeneous stretch of coast. Shore profile 
statistics and mean annual erosion rates both show low variability. The homogeneity of the data means 
that the relation between the independent and dependent variable of each data pair (e.g. beach width value 
and its respective erosion rate) varies less. This leads to a lower deviation of the data pairs from the 
regression line, so that the variability in the data is better explained by the regression model, suggesting 
the data is more highly correlated. In contrast, the Komakuk site has a more heterogeneous shoreline 
morphology. Shore profile statistics and mean annual erosion rates both show high variability. In order to 
assess how well shore profile parameters in general explain variations in mean annual erosion along the 
western Yukon coast, this site serves as a better reference, since it includes different shore profile 
morphologies. Thus, even though the correlation coefficients calculated for the Komakuk site are lower, 
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they are considered to be more meaningful in terms of the overall mean correlation of beach widths and 
erosion rates. In addition, the calculations for Komakuk are also more robust because they were 
conducted with a higher number of data pairs (N=15) than at the Border site (N=7). At the Border site, the 
statistically significant very strong positive correlation of beach widths with the respective mean erosion 
rates suggests that erosion is mainly governed by beach widths, thus meaning the wider the beach is, the 
lower erosion is. In general, a correlation of these two factors is reasonable since the widening of the 
beach lengthens the distance which needs to be overtopped by the sea in order to reach the cliff face 
(Reimnitz et al. 1985). However, it is questionable if beach width actually does govern coastal erosion, 
even though the findings from the Border site suggest this conclusion. A factor which could have 
mistakenly led to such a high correlation is the small number of data pairs (N=7), as mentioned earlier. 
The correlation does have a statistical significance of 95%, meaning that there is only a 5% chance that 
the data are random. If the numbers are indeed correct, this would mean that beach width explains 71% 
(coefficient of determination between beach widths and mean erosion rates) of the measured variation in 
erosion, leaving 29% to be explained by other factors.  
In general, the correlation of absolute cliff heights with mean annual erosion rates might be explained by 
the fact that after erosion occurs, more erosional debris has to be removed from the toe of the cliff before 
the cliff face is again exposed to further erosion. In contrast to the correlation coefficient of absolute cliff 
heights at the Border site, a similar statistic calculated by Héquette and Barnes (1990) shows a weak 
correlation of cliff heights with mean annual erosion rates (r=0.29). Moreover, they determined that 
erosion rates are only smaller for very high cliffs (> 20 m), thus implying that the amount of debris 
contributed by lower cliffs is not high enough to affect erosion (Héquette & Barnes, 1990; Lantuit et al. 
2011). Héquette and Barnes calculated the correlation coefficient by using 16 data pairs from across the 
Canadian Beaufort coast and thus compiled a database which includes a number of different shore profile 
morphologies. A comparison of findings from the Komakuk site to the correlation coefficient from 
Héquette and Barnes indicates fairly good agreement, although the correlation coefficient of absolute cliff 
heights at the Komakuk site is slightly higher. Neither correlation coefficient is statistically significant 
indicating that although there is compelling evidence that cliff height and erosion rate are correlated, the 
data is insufficient to prove that. 
In summary, the shore profile parameters explain variation in erosion to different extents at the Komakuk 
and the Border sites. While at least beach widths seem to influence coastal erosion at the Border site, at 
the Komakuk site, no shore profile parameter was found to adequately explain variability of shoreline 
retreat. However, it has to be remembered that the amount of data underlying the analyses was very small, 
which limits the credibility of the findings. A higher number of samples can raise the resistance of 
correlation coefficients to outliers and leads to a higher validity of the results. 
The present findings lead to the conclusion that the importance of shore profile parameters in terms of 
guiding coastal erosion is relative and highly variable. However, given the fact that the Border site and 
the Komakuk site show similar patterns of coastal retreat, it could be assumed that erosion at both study 
sites may be governed by external factors which operate on a regional scale (i.e. environmental forcing). 
Solomon (1994), for instance, found strong correlation between coastal retreat and storm intensity. 
Kobayashi et al. (1999) modeled cliff response to storm surges and concluded that storm surge elevation 
and duration, seawater temperature and salinity, cliff height and frozen sediment characteristics are all 
important, as each factor influences certain parts of the erosion process. Lantuit et al. (2008) determined 
the correlation between erosion rates and ground ice contents and found a moderate but statistically 
significant correlation. Dallimore et al. (1996) also found that the form and volume of ground ice 
influences cliff response to coastal erosion. However, Aré et al. (2008) and Héquette and Barnes (1990) 
conclude that coastal erosion may be determined by ice in the water column rather than ice in the shore 
sediments, and that sediment transport by frazil ice and the process of ice gouging play major roles in 
determining coastal erosion. 
In summary, the high spatial and temporal variability in coastal change which was distinguished along the 
western Yukon coast together with the locally very variable correlation of shore profile parameters with 
mean erosion suggest that, especially in such a cold climate environment, a wide range of factors 
contributes to coastal dynamics. It seems like their significance cannot be determined in an unambiguous 
way, but has to be defined in consideration of the specific site and conditions. Given that with continuing 
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climate change, environmental forcings such as the frequency of severe storms and overall wave energy 
are likely to increase as suggested by Manson and Solomon (2007), coastal retreat is expected to 
accelerate in the future.  
 

Conclusions 
The primary goal was to quantify coastal change along the western Yukon coast and, thus to give an 
overview of coastal dynamics in a high latitude environment through investigation of the spatial and 
temporal variability in cliff erosion rates. The contribution of geomorphologic variables (i.e. beach slope, 
beach width, cliff slope, absolute cliff height, relative cliff height) towards explaining changes in erosion 
rates was also considered in order to better understand processes governing Arctic coastal change. 
According to the findings of the study, the following conclusions can be drawn: 

 Mean annual erosion along the western Yukon coast is -1.2 m. The overall trend for the entire 
coast since the 1950’s is one of decreasing erosion, with rates declining from -1.4 m/a to -1.2 m/a, 
whereas this trend is nevertheless not statistically significant. 

 Mean annual erosion at the Border site is -1.3 m/a based on the aerial photograph record, and -1.1 
m/a based on survey measurements. The trend from aerial photographs shows no significant 
change except for an increase in erosion rates in the last two decades. Survey measurements show 
a decrease over this same 20-year period, but it is not statistically significant. 

 Mean annual erosion at the Komakuk site is -0.9 m/a based on the aerial photograph record, and -
1.1 m/a based on survey measurements. The trend from aerial photographs shows a steady and 
statistically significant decrease in erosion rates, with a slight but insignificant increase over the 
last two decades. Survey measurements show a decrease over a 15-year period, but it is not 
statistically significant. 

 When compared to previous research in Alaska, the results from this work indicate a general 
spatial pattern in trends of erosion rates. Rates in Alaska are increasing, at the Border site have a 
slight increasing trend, and at the Komakuk site show a decreasing trend. Further studies might 
focus on explaining the reasons for such a pattern. 

 Analyses of geomorphic parameters showed that beach width is significantly correlated with 
erosion rate at the Border site, but not at the Komakuk site. There is a strong but insignificant 
correlation with absolute cliff height at the Border site but again, not at Komakuk. 

 Multiple regression shows that at the Border site, geomorphologic parameters explain 72% of the 
variability in erosion rates, whereas at Komakuk only 13% is explained. At both sites, the 
remainder likely relates to environmental forcing and ground ice contents. The difference 
between sites indicates that the response to potentially similar forcing can differ between various 
stretches of coast.  

 Based on the calculated erosion rates, a mean area of 4.5 ha/a was lost between 1951 and 2009. 
The total volume of eroded material is 250,000 m³/a. The measure of volumetric land loss 
presented here is a valuable contribution towards quantification of material fluxes for the region. 

This work has provided information on temporal and spatial trends in cliff erosion for a highly dynamic 
region of the Canadian Beaufort Sea coast. An assessment of the geomorphological parameters shows to 
what degree they influence coastal erosion. Further work in the region could concentrate on assessing the 
influence of other parameters and would further deepen our understanding of the forces driving coastal 
change. 
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Appendix I 
Appendix I: Southern Beaufort Sea coast. Study area is indicated with 
solid line. Points show locations of further coastal change study sites 
(Table 1). Source: GoogleMaps 
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Appendix II 
 

Appendix II: Air photo management list 
 

Date 
acquired 

(dd/mm/yy
yy) 

Roll no. Pho
to 
no. 

Scale 
(1: ) 

Scann
ed 
(dpi) 

Pixel 
resol
ution 
[m] 

Georef
erence
d to 

Mosai
c file 
name 

No. of 
GCPs 

RMS RMS of 
Mosaic 

7/14/1951 A13140 110 70000 2400 0.74 SPOT 
image 

Mosai
c_195
1_All 

30 3.38 2.63 

7/14/1951 A13231 69 70000 1800 0.99 SPOT 
image 

 32 3.46  

7/14/1951 A13231 67 70000 1800 0.99 SPOT 
image 

 37 3.91  

7/14/1951 A13138 154 70000 1800 0.99 SPOT 
image 

 41 3.78  

7/18/1964 VRR26
13 

53 5000 600 0.21 Mosai
c_197
5 

Mosai
c_196
4_Ko
m 

21 0.70 0.73 

7/18/1964 VRR26
13 

54 5000 600 0.21 Mosai
c_197
5 

 39 0.84  

7/18/1964 VRR26
13 

55 5000 600 0.21 Mosai
c_197
5 

 26 0.65  

7/8/1972 A22879 2 60000 2000 0.76 Mosai
c_196
4 

Mosai
c_197
2_All 

28 2.90 2.58 

7/8/1972 A22879 100 60000 2000 0.76 Mosai
c_195
1 

 40 2.71  

7/8/1972 A22879 20 60000 2000 0.76 Mosai
c_195
1 

 29 2.84  
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7/9/1972 A22881 112 60000 600 2.54 Mosai
c_195
1 

 20 1.79  

6/27/1975 A24089 49 5000 600 0.21 Mosai
c_198
4 

Mosai
c_197
5_Ko
m 

31 0.57 0.47 

6/27/1975 A24089 50 5000 600 0.21 Mosai
c_198
4 

 25 0.40  

6/27/1975 A24089 51 5000 600 0.21 Mosai
c_198
4 

 23 0.40  

6/27/1975 A24089 52 5000 600 0.21 Mosai
c_198
4 

 27 0.53  

7/7/1976 A24502 3 60000 2000 0.76 Mosai
c_195
1 

Mosai
c_197
6_Bor 

32 1.65 1.65 

9/1/1984 A26598 36 5000 600 0.21 Mosai
c_199
2 

Mosai
c_198
4_Ko
m 

24 0.48 0.52 

9/1/1984 A26598 37 5000 600 0.21 Mosai
c_199
2 

 25 0.45  

9/1/1984 A26598 38 5000 600 0.21 Mosai
c_199
2 

 29 0.44  

9/1/1984 A26598 39 5000 600 0.21 Mosai
c_199
2 

 18 0.36  

8/6/1992 A28263 102 6000 600 0.25 Mosai
c_199
3 

Mosai
c_199
2_Ko
m 

24 0.44 0.57 
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8/6/1992 A28263 103 6000 600 0.25 Mosai
c_199
3 

 26 0.73  

8/6/1992 A28263 104 6000 600 0.25 Mosai
c_199
3 

 26 0.64  

8/6/1992 A28263 105 6000 600 0.25 Mosai
c_199
3 

 40 0.62  

8/6/1992 A28263 106 6000 600 0.25 Mosai
c_199
3 

 26 0.43  

8/6/1992 A28263 107 6000 600 0.25 Mosai
c_199
3 

 27 0.44  

8/6/1992 A28263 108 6000 600 0.25 Mosai
c_199
3 

 28 0.68  

8/6/1992 A28263 113 6000 600 0.25 Mosai
c_197
2 

Mosai
c_199
2_Bor 

19 0.68 0.75 

8/6/1992 A28263 114 6000 600 0.25 Mosai
c_197
2 

 24 0.83  

8/6/1992 A28263 115 6000 600 0.25 Mosai
c_197
2 

 17 0.48  

8/6/1992 A28263 116 6000 600 0.25 Mosai
c_199
4 

 28 0.81  

8/6/1992 A28263 117 6000 600 0.25 Mosai
c_199
4 

 21 0.85  

8/6/1992 A28263 118 6000 600 0.25 Mosai
c_199
4 

 19 0.77  
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8/6/1992 A28263 119 6000 600 0.25 Mosai
c_199
4 

 25 0.80  

7/8/1993 A28001 109 20000 1200 0.42 SPOT 
image 

Mosai
c_199
3_Ko
m 

31 1.94 2.13 

7/8/1993 A28001 110 20000 1200 0.42 SPOT 
image 

 30 2.68  

7/8/1993 A28001 111 20000 1200 0.42 SPOT 
image 

 40 1.77  

7/13/1994 A28126 70 6000 600 0.25 Mosai
c_195
1 

Mosai
c_199
4_Bor 

23 0.96 1.03 

7/13/1994 A28126 71 6000 600 0.25 Mosai
c_195
1 

 27 1.12  

7/13/1994 A28126 72 6000 600 0.25 Mosai
c_195
1 

 49 1.32  

7/13/1994 A28126 73 6000 600 0.25 Mosai
c_195
1 

 26 1.02  

7/13/1994 A28126 74 6000 600 0.25 Mosai
c_195
1 

 25 1.02  

7/13/1994 A28126 75 6000 600 0.25 Mosai
c_195
1 

 26 0.92  

7/13/1994 A28126 76 6000 600 0.25 Mosai
c_195
1 

 24 0.88  
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Appendix III 
 

Appendix III: Scatter plots with linear regression line for each shore 
profile parameter at the Border site 
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Appendix IV 
 

Appendix IV: Scatter plots with linear regression line for each shore 
profile parameter at the Komakuk site 
 

 
  

y = 0.0141x ‐ 1.2076    r = 0.24    N = 15
‐2.5

‐2.0

‐1.5

‐1.0

‐0.5

0.0

0.0 5.0 10.0 15.0 20.0 25.0 30.0 35.0 40.0

M
ea
n
 E
R
 [
m
/a
]

Beach width [m]

y = ‐0.0066x ‐ 0.9329    r=‐0.04    N=15
‐2.5

‐2.0

‐1.5

‐1.0

‐0.5

0.0

0 2 4 6 8 10 12 14

M
e
an

 E
R
 [
m
/a
]

Beach slope [deg]

y = 0.1438x ‐ 1.3715    r=0.23    N=15
‐2.5

‐2.0

‐1.5

‐1.0

‐0.5

0.0

0.0 1.0 2.0 3.0 4.0 5.0 6.0

M
e
an

 E
R
 [
m
/a
]

Rel. cliff height [m]

y = 0.0022x ‐ 1.0181    r=0.05    N=15
‐2.5

‐2.0

‐1.5

‐1.0

‐0.5

0.0

0 10 20 30 40 50 60

M
e
an

 E
R
 [
m
/a
]

Cliff slope [deg]

y = 0.2297x ‐ 1.8912    r=0.34    N=15

‐2.5

‐2.0

‐1.5

‐1.0

‐0.5

0.0

0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0

M
e
an

 E
R
 [
m
/a
]

Abs. cliff height [m]



70 

Appendix V: 
 
Map 1: DSAS analysis results for the whole study area
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Appendix VI 
 
Map 2: DSAS analysis results for the Border site 
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Appendix VII 
 
Map 3: DSAS analysis results for the Komakuk site 
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