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Abstract

Climate change is especially pronounced over the Arctic Ocean, where the atmosphere warmed
twice as fast as in lower latitudes in the last few decades. This warming is associated with a
rapid decline of the Arctic sea ice cover. For future predictions of changes in the Arctic climate
system, profound knowledge of all processes influencing the surface energy budget in polar regions
is essential. The focus of this thesis lies on improving our current understanding of convective
processes and the related turbulent fluxes in the polar atmospheric boundary layer (ABL) over
both the sea ice covered regions and over the open ocean at the sea ice edge. A major part of
the analysis is based on aircraft measurements from the campaign STABLE, which was carried
out over the pack ice in the northern Fram Strait in March 2013. These results are supplemented
by modeling studies using a simple boxmodel and a one-dimensional mesoscale model.

For the first time, comprehensive aircraft measurements over leads were conducted during
the campaign STABLE. They are used to study the formation of convective plumes over leads
and their impact on the polar ABL. It is found that the conditions over four wide leads are highly
variable with respect to turbulent fluxes, as well as to the mean variables temperature, humidity,
and wind. In one of the cases large entrainment fluxes exceeding 30% of the surface fluxes are
observed. The convective plumes over leads have a large influence on the vertical profiles of
sensible heat and momentum fluxes, which are non-linear downstream of the leads with a distinct
flux maximum in the core of the convective plumes. For the first time, it it shown based on
measurements that the plume also affects the wind field by diminishing low level jets in the region
influenced by the plume. In addition to the small scale impact of individual leads the regional
impact of lead ensembles is studied using long transect flights. The analysis shows that near-
surface atmospheric temperatures are clearly related to the ice concentration in the considered
region.

The impact of a heterogeneous sea ice cover and of the related surface temperature changes
on atmospheric temperatures is also analysed using a Lagrangian box model. The model uses
reanalysis winds as well as sea ice concentration and surface temperature from satellites as input
data. The box model is used to calculate the evolution of the near-surface air temperature along
backward-trajectories, which are then compared to measured temperatures at three different
Arctic sites. The results suggest that a large amount of the observed air temperature variability
can be attributed to heterogeneous surface temperatures and that the characteristic length of
the upstream region influencing air temperatures at a specific location is 200 km.

Convection during cold air outbreaks at the sea ice edge has a much stronger impact on the
polar ABL than convective plumes over leads. Dropsonde measurement of four cold air outbreaks
during STABLE are used to analyse the downstream development of meteorological variables and
the ABL growth. Two of the considered cases are influenced by the size of the Whaler’s Bay
polynya north of Svalbard, which was unusually large in the three winters from 2012 to 2014
compared to the previous 20 years. The analysis of the dropsonde measurements shows that the
unusual ice conditions lead to strong atmospheric convection in a region north of Svalbard that
was typically ice-covered in the last decades. This leads to extreme convective ABL heights and
modifies local temperature conditions considerably.

Convective processes in the ABL have to be parametrised in climate models. Therefore, in ad-
dition to the measurements, the performance of three different sensible heat flux parametrisations
is tested in a 1D mesoscale model and results are compared to those of a large eddy simulation
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model (LES). Both the considered counter-gradient and eddy-diffusivity mass-flux (EDMF) ap-
proach reproduce the shape of the temperature profile of the LES better than a classical mixing
length approach. A sensitivity analysis shows that the EMDF approach is the least sensitive to
changes of the vertical grid spacing, which can be attributed to the derivation of the ABL height
using a diagnostic equation of the updraft velocity. The sensitivity of the counter-gradient closure
to the grid spacing can be significantly reduced when the updraft velocity equation of the EDMF
approach is included and used to derive the ABL height.
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1 Introduction

Sea ice is an important part of the climate system and covers up to 10% of the Earth’s ocean
surface. It acts as an insulating lid and thus has a large impact on the exchange of energy,
moisture, gases, and momentum between ocean and atmosphere. The strength of this insulation
effect depends on ice thickness and ice concentration. A direct interaction between atmosphere
and ocean is only possible over open water areas in so-called leads and polynyas and over the
open polar ocean at the sea ice edge.

The term "lead" is commonly used for elongated channels in sea ice that form due to divergent
sea ice drift. Typically, leads have widths of a few meters to a few kilometers and lengths of a
few hundred meters to hundreds of kilometers (Lindsay and Rothrock, 1995; Marcq and Weiss,
2012) and are covered by open water or thin ice. The term "polynya" refers to a larger ice free
area of up to thousands of km2 in size occurring at a fixed location (e.g. Barber et al., 2001).
Polynyas can either form due to offshore winds that push the sea ice away from the shore or from
a fast ice edge or due to upwelling warm water. They are also important areas for ice production
and associated dense water formation (e.g. Tamura et al., 2008). Examples of visible satellite
images of leads and polynyas are shown in Fig. 1.1.

Temperature differences between the air and the surface of leads or polynyas can easily exceed
30 ◦C in winter and spring leading to strongly enhanced turbulent heat transport from the ocean
to the atmosphere. While upward turbulent heat fluxes over thick sea ice are typically in the
order of 5Wm-2 (Maykut, 1982), they can be two orders of magnitude larger over open water
(Maykut, 1986) and are still enhanced over thin ice (Alam and Curry, 1997). This means that
areas covered by open water or thin ice have a large impact on the local energy budget over sea ice.
The large impact of small ice concentration changes on near-surface atmospheric temperatures
has been demonstrated by Lüpkes et al. (2008b). They used a one-dimensional atmospheric
model coupled with a sea ice model and found that under clear skies in winter a decrease of the
ice concentration by 1% caused an air temperature increase of up to 3.5 K after 2 days model
runtime.

Large turbulent sensible and latent heat fluxes also occur during cold air outbreaks when
cold air flows off the sea ice towards the warmer open ocean. For example, Brümmer (1996)
measured sensible and latent heat fluxes of up to 700Wm-2 at 90m height during several cold air
outbreaks west of Spitzbergen. Cold air outbreaks are characterized by extreme modifications of
the atmospheric boundary layer with respect to height, temperature, humidity, and cloud cover,
and thus have a large impact on the local climate.

Especially in the context of climate change a better understanding of all processes influencing
the surface energy budget in polar regions is crucial. In the last few decades the observed warming
rates over the Arctic ocean were twice as large as those in lower latitudes (Serreze et al., 2009;
Screen and Simmonds, 2010). This so-called Arctic amplification is associated with a decline in
Arctic sea ice cover. Sea ice, especially when covered by snow, has a high albedo and reflects a
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Figure 1.1: Exemplary visible satellite images of a polynya (Modis Terra image on 18 March 20021), leads
(Landsat 5 image on 29 April 20052), and a cold air outbreak (Modis Terra image on 3 March
20021). Upper right: SSM/I-ASI sea ice concentration3 in the Arctic on 16 March 2011.

large part of the incoming solar radiation back to space. A reduced sea ice cover exposes more
open water, which has a much lower albedo and absorbs more incoming radiation. The resulting
warming of the upper layers of the ocean causes an enhanced sea ice melt. This mechanism is
called the ice-albedo-feedback and is one of the drivers for Arctic amplification (e.g. Perovich
et al., 2007). Other drivers include an increased meridional heat transport, an altered radiation
budget due to changes in cloud cover and water vapor content of the atmosphere, and warming
due to black carbon aerosols (Serreze and Barry, 2011).

A reduced sea ice concentration and thickness has large effects on the surface energy budget
over the Arctic Ocean. Deser et al. (2010) used a general circulation model to investigate the
atmospheric response to the projected Arctic sea ice loss at the end of the twenty-first century.
They found the largest response in winter and early spring with an increase of turbulent sensible
and latent heat fluxes of up to 90Wm-2 compared to fluxes that were obtained using sea ice
conditions at the end of the twentieth century. These increased heat fluxes are associated with

1Data from visibleearth.nasa.gov (accessed 5 Juni 2012)
2Data from earthexplorer.usgs.gov (accessed 5 Juni 2012)
3Data from ftp.ifremer.fr (accessed 5 Juni 2012)
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1.1 Arctic sea ice

an increase of the near-surface temperature that exceeds 15 ◦C in winter. This demonstrates
that a profound understanding of the heat exchange and the associated convective processes in
the polar atmospheric boundary layer is essential for future predictions of changes in the Arctic
climate system.

Therefore, the objectives of this thesis are to deepen our knowledge of convective processes
induced by a heterogeneous sea ice cover – in particular over leads and during cold air outbreaks
at the sea ice edge. A major part of the investigations is based on aircraft measurements, supple-
mented by modeling results obtained with a simple box model and a one-dimensional mesoscale
model.

1.1 Arctic sea ice

The Arctic Ocean is surrounded by continents and characterized by a seasonally varying sea ice
cover. In the last decades Arctic sea ice has exhibited drastic changes with respect to sea ice
extent, thickness, and age. A comprehensive review of these changes is given by Stroeve et al.
(2012) and Meier et al. (2014), which will be summarized in the following.

The first satellite-based measurements of sea ice concentrations were those by the Nimbus-5
Electrically Scanning Microwave Radiometer (ESMR) between 1972 and 1976. The longest con-
tinuous time series for sea ice extent started in 1978 with the Scanning Multichannel Microwave
Radiometer (SMMR), followed by the Special Sensor Microwave/Imager (SSM/I) and the Special
Sensor Microwave Imager/Sounder (SSMIS). Over this period Arctic sea ice extent declined in
all seasons with the most pronounced downward trend in summer and early autumn. The decline
rates of the minimum sea ice extent in September are more than twice as large as those for the
maximum extent in March (Fig. 1.2), with values of about -87 000 and -41 000 km2 per year,
respectively (based on the NSIDC sea ice index, Fetterer et al. (2002)). This is equivalent to
a September retreat rate of the ice extend of 12% per decade since 1979. In March 2015 the
sea ice extent reached the lowest maximum value observed since the beginning of the satellite
era. The decline rates also show large regional differences. For example, Cavalieri and Parkinson
(2012) reported that in March the overall Arctic sea ice extent declined by about 3% per decade
from 1979 to 2010, while the decline rates were much larger in the Barents Sea and Greenland
Sea regions with values exceeding 5%.
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Figure 1.2: Monthly mean Arctic sea ice extent in (a) March and (b) September based on the sea ice
index data from NSIDC (Fetterer et al., 2002).
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1 Introduction

Measurements of sea ice thickness are more sparse in space and time, which makes it more
difficult to determine trends. More or less frequent pan-Arctic ice thickness surveys have been
conducted using an airborne electromagnetic induction system (EM bird) since the early 2000s
(Haas et al., 2010). By combining ground-based and airborne EM measurements Renner et al.
(2014) found a thinning of the sea ice in the Fram Strait at the end of the melt season by over
50% between 2003 and 2012.

In a recent study Lindsay and Schweiger (2015) combined thickness measurements from
upward-looking sonars, from airborne electromagnetic sensors, and from lidar or radar altimeters
on airplanes and satellites to derive a comprehensive dataset. They found that the annual mean
Arctic ice thickness decreased with a rate of -5.8±0.7 cm per year between 2000 and 2012. While
in 1975 the sea ice was on average 3.59m thick, this value decreased to only 1.25m in 2012,
which means a reduction of 65%. For September, at the end of the melt season, the reduction
was even as large as 85%.

Arctic-wide sea ice thickness and volume estimates are available from the CryoSat-2 satellite,
which was launched in 2010 (Laxon et al., 2013). In a recent study Tilling et al. (2015) showed
that a decline in sea ice volume between autumn 2010 and 2012 was followed by an increase in
2013 and 2014. They attributed this increase to the retention of multi-year ice north of Greenland
and a relatively low number of days on which melting occurred in 2013.

The thinning of the Arctic sea ice cover also implies a reduced sea ice age. This means a
shift from a sea ice cover that was previously dominated by multi-year ice to mostly first-year ice.
Maslanik et al. (2011) showed that the multi-year fraction of the total sea ice cover in March
decreased from 75% in the mid 1980s to 45% in 2011. In addition, sea ice that is older than four
years has nearly disappeared. The resulting thinner Arctic sea ice cover dominated by first-year
ice is more vulnerable to further melting, which suggests the possibility of a seasonally ice-free
Arctic Ocean.

1.2 Leads in sea ice

The characteristics of leads and the interactions of leads with other components of the climate
system are of interest for many disciplines of polar research. Refreezing of the surface of leads
has a strong impact on the ocean. The salty brine released during the ice formation causes
dense water formation, which induces convection in the ocean and impacts the halocline (Smith
and Morison, 1993; Morison and McPhee, 1998; Matsumura and Hasumi, 2008). Leads are also
regions of high biological productivity and thus important feeding grounds for marine mammals
and birds (Stirling, 1997). In the context of this thesis we focus on the impacts of leads on the
atmospheric boundary layer (ABL).

Especially in winter and spring, when temperature differences between the air and the lead
surface are large, leads are regions of enhanced atmospheric convection. When cold air is advected
over a lead, the initiated convection causes the formation of a plume. We use the expression
"plume" for the region influenced by the individual convective elements (thermals) emanating
from a lead (see Fig. 1.3). In the past, various studies have been conducted to investigate the
plume growth, its structure and the associated boundary layer modification. In the following, we
summarize the results of these studies, which were based on near-surface measurements during
different campaigns, such as AIDJEX (Andreas et al., 1979), LEADEX (Ruffieux et al., 1995),
and SHEBA (Overland et al., 2000), and on model results obtained with mesoscale models (e.g.
Dare and Atkinson, 2000; Lüpkes et al., 2008a) and large eddy simulations (e.g. Weinbrecht and
Raasch, 2001; Esau, 2007).

Air flowing towards a lead experiences an abrupt change of surface temperature and roughness
at the lead edge, which initiates the growth of an internal boundary layer (IBL). The height of
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1.2 Leads in sea ice

Figure 1.3: Sketch of the convective plume forming over a lead including the growth of the convective
internal boundary layer (IBL) over the lead and a second stably or neutrally stratified IBL over
the thick pack ice downstream of the lead. Adapted from Lüpkes et al. (2008a).1

the IBL coincides with the upper plume boundary and increases with increasing distance over the
lead (fetch). When the growing plume reaches the top of the boundary layer of the incoming
flow it can even penetrate the lowest layers of the capping inversion. Further donwstream of the
lead, over the thicker and colder sea ice the growth of a second IBL is initiated, which typically
shows a stable or near neutral stratification (see Fig. 1.3).

The IBL over the lead has a convective character, with large turbulent sensible and latent heat
fluxes that can exceed several hundred Wm-2 (e.g. Ruffieux et al., 1995; Pinto et al., 2003).
Even though sensible heat fluxes decrease over thin ice when the lead surface refreezes (Lüpkes
et al., 2012b; Pinto et al., 2003), model results by Alam and Curry (1997) suggest that a lead
with a 20 cm thin ice cover can still produce turbulent fluxes that are up to 10 times higher than
those over the surrounding pack ice in winter. In addition, leads are also an important moisture
source and can cause sea smoke, fog, and even trigger cloud formation (Pinto and Curry, 1995).

The convective plume impacts also the region downstream of the lead. Measurements during
LEADEX (Ruffieux et al., 1995) showed an increase of the 2 m air temperature and a decrease
of atmospheric stability downstream of a lead compared to its upstream values. Pinto et al.
(2003) reported that during SHEBA the influence of a 400m wide lead extended more than
2.5 km downwind during lead-perpendicular winds. Thus, leads do not only have local impacts
but larger leads can also affect the atmosphere on regional scales.

Various studies suggest that the characteristics of the convective plume depend on lead width
or lead fetch, ice cover and open water fraction of the lead, wind speed, as well as the upstream
stratification of the ABL and the strength of the capping inversion (Glendening, 1995; Pinto
et al., 1995, 2003; Zulauf and Krueger, 2003a,b; Alam and Curry, 1995). It is important to note
that, especially for processes in the upper layers of the plume, our present knowledge is to a large
extent based on modeling studies only, since observations are rare.

Since the convective processes over leads take place on scales that are much smaller than
typical grid sizes of climate models, their impact on the polar ABL has to be parametrised.
However, current model parametrisations only consider the average ice concentration within a
grid cell and leads are mostly not treated explicitly (e.g. Bitz et al., 2001; Gordon and O’Farrell,
1997). In those models the total heat flux is calculated as the area weighted average of the
fluxes over open water and over sea ice. Such formulations cannot account for the actual width
and sea ice cover of the leads, nor for their orientation within the grid cell, which is a crucial

1This figure has been published in Tetzlaff et al. (2015)
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1 Introduction

shortcoming. For example, Andreas and Murphy (1986) and Andreas and Cash (1999) showed
that the heat transfer is more effective over narrow leads than wider ones. Furthermore, Marcq
and Weiss (2012) calculated that for a considered area of 60 km times 66 km sensible heat fluxes
are underestimated by up to 30% when fluxes are calculated using the flux-averaging method
rather than accounting for the actual observed lead width distribution.

1.3 Cold air outbreaks

Cold air outbreaks (CAOs) developing at the boundary between pack ice and open ocean have
a large impact on the exchange of energy and mass between ocean and atmosphere. They can
influence regions of more than 1000 km length and are often associated with convective rolls that
are visible as cloud streets in satellite images (see Fig. 1.1). Further downstream, the organized
convection typically changes from longitudinal rolls to cellular patterns. During CAOs the ABL
height can rise from typically 100m over the sea ice covered region to more than 2 km at 200 km
downstream of the marginal sea ice zone where no sea ice is present. Over this distance, an
increase of the ABL temperature of up to 20K has been documented by Brümmer (1996).

Measurements of cold air outbreaks were obtained during many different aircraft campaigns
in the Barents and Greenland Seas (Brümmer et al., 1992; Brümmer, 1996, 1997; Brümmer,
1999; Hartmann et al., 1997), which are regions of frequent CAOs in the Arctic (Brümmer and
Pohlmann, 2000; Kolstad and Bracegirdle, 2008). Since the decrease of the winter sea ice cover
is especially pronounced in these regions (Cavalieri and Parkinson, 2012), we can also expect
an impact on CAOs. A northward retreat of the ice edge causes a shift of the locations of
CAOs (Kolstad and Bracegirdle, 2008) and can thus have a large impact on local temperature
conditions.

A better understanding of CAOs is also particularly important because of their association with
hazardous weather conditions, such as strong winds and snowfall during polar lows (Rasmussen
and Turner, 2003). Thus, it is problematic that some important features of CAOs are not well
represented in climate models. One of these features are convective rolls, which are important
for the modeling of fluxes within the ABL (e.g. Liu et al., 2006). Therefore, different large eddy
simulations (LES) were conducted to better understand the processes related to roll convection
(e.g. Raasch, 1990; Chlond, 1992; Müller and Chlond, 1996; Gryschka and Raasch, 2005).

Most recently, Gryschka et al. (2008) found that in case of strong surface heating convective
rolls are initiated by sea ice inhomogeneity in the marginal sea ice zone. These rolls were found
to account for up to 50% of the vertical transport in the model (Gryschka et al., 2014), which is
in line with the contributions derived from aircraft measurements by Brümmer (1999). However,
the total fluxes did not increase compared to a case without convective rolls, which implies that
the convective rolls only take over a part of the transport from the unorganized turbulence. This
finding contradicts the widely accepted idea that rolls have a large impact on the total fluxes
(e.g. Liu et al., 2006; Etling and Brown, 1993; Young et al., 2002), which demonstrates that the
processes related to convective rolls are yet not fully understood.

Other studies dealt with the representation of CAOs in mesoscale models. It has been shown
by Lüpkes and Schlünzen (1996) and Chechin et al. (2013) that models with horizontal grid
sizes in the range of 1 to 15 km, which do not resolve convective rolls, are able to reproduce the
mesoscale structure of the wind and temperature fields in the convective ABL in good agreement
with observations. However, with further increased grid sizes the strength of the ice-breeze jet
was underestimated (Chechin et al., 2013). This jet-like structure often develops in the region
between the ice edge and 100 km downstream of it and has a large impact on the modeled surface
fluxes of heat and momentum.
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1.4 The aircraft campaign STABLE

1.4 The aircraft campaign STABLE1

1.4.1 Study region and flight patterns

To increase the number of available measurements over leads and during cold air outbreaks were
two of the goals of the aircraft campaign STABLE (Spring Time Atmospheric Boundary Layer
Experiment). This campaign was organized by the Section Polar Meteorology (campaign leader:
Christof Lüpkes) of the Department of Climate Sciences at the German Alfred Wegener Institute
(AWI) in Bremerhaven and has been carried out jointly with the Finnish Meteorological Institute
in Helsinki. It took place in March 2013 over the sea ice covered region and open ocean of the
Fram Strait and was conducted using AWI’s Polar 5 aircraft. In this thesis 9 of the total 15
flights that were carried out are used (see Fig. 1.4). Four of these flights included so-called lead
patterns, during which flight sections were located parallel and perpendicular to single wide leads.
These flight patterns aimed at studying the boundary layer modification and the heat exchange
over leads. In addition, five long low-level flights over the sea ice covered region were carried out,
which can be used to get an overview of the typical lead widths and surface temperatures in this
region, as well as to estimate the impact of leads on the ABL on regional scales.

Furthermore, dropsondes were launched during four flights over the open ocean when CAOs
were present. As described in Sect. 1.3, such measurements of CAOs have been carried out during
previous campaigns in this region. The significant difference to those campaigns is, however, the
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Figure 1.4: Locations of all STABLE flight sections used in this thesis. The asterisks mark the dropsonde
positions. The ice edge on 4 March (light blue) and 26 March (dark blue) is shown as
contour lines based on a 70% threshold of the SSM/I-ASI ice concentrations (data from
Ifremer/Cersat: http://cersat.ifremer.fr).

1Parts of this section have been published in Tetzlaff et al. (2015)
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geographic position and orientation of the sea ice edge in March 2013. During the campaigns in
the 1990s (Brümmer, 1997; Hartmann et al., 1997, 1999) the northern part of the ice edge was
located close to 80◦ N with an east-west orientation, while in March 2013 a large ice free region
was located north of Svalbard. Due to the large extent of this so-called Whaler’s Bay polynya
the ice edge was oriented in a northeast to southwest direction and was located as far north as
81.5◦ N at 20◦ E. Over the course of the month the ice margin moved further south and finally
reached about 81◦ N at 15◦ E (Fig. 1.4). Our measurements enable us to study the impact of
this different location of the ice edge on CAOs.

Coincidentally, March 2013 was also a time period of exceptionally high polar low activity
associated with CAOs in this region. 13 polar lows were observed in the Greenland and Barents
seas, which Rojo et al. (2015) found to be the highest monthly value since the beginning of their
study period in 1999. Thus, the meteorological measurements obtained during STABLE might
also be useful for future studies of the polar low developments during this month.

1.4.2 Aircraft instrumentation and data processing

The aircraft Polar 5, a reconverted Basler BT-67, was equipped with meteorological instruments
that have been well tested on the previous aircraft of the AWI, Polar 2 and Polar 4, during
numerous campaigns (e.g. Hartmann et al., 1994, 1997, 1999). Fast measurements of temper-
ature, pressure, and the wind vector at 100Hz enable the derivation of turbulent fluxes. With
observed ground speeds of the aircraft between 40 and 75m s−1, depending on wind speed and
direction, a spatial resolution of 0.4 to 0.75m is obtained. The three wind components were
derived using data from a 5-hole probe and the temperature was measured with a PT-100. The
humidity was measured with two different sensors - a dew point mirror and a humicap. The dew
point mirror measurements have a higher absolute accuracy than the humicap measurements,
but a large response time. The humicap responds faster, but still not fast enough to resolve
turbulent fluctuations. All these sensors were mounted on a 3m long noseboom to minimize flow
distortions by the aircraft (Fig. 1.5).

Figure 1.5: Photo of the Polar 5 aircraft of the Alfred Wegener Institute and locations of the meteoro-
logical sensors.
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The height and position of the aircraft were derived from GPS and INS data. Since such data
contain a slight uncertainty the flight heights were furthermore adjusted to the laser altimeter
measurements when available. Surface temperatures were measured with a KT-19 radiation ther-
mometer and an infrared scanner (IR-scanner). The KT-19 measures between 9.6 and 11.5µm
wavelength with an uncertainty of about 1K, which is partly due to emissivity differences of
the ice and water surfaces. Data were recorded at 50Hz and, for the flights during STABLE,
the integration time was set to 1 s to ensure a sufficient signal-to-noise-ratio. The IR-scanner
measures across-track with a field of view of 90◦ separated into 1021 pixels. It has a spectral
sensitivity of 8 to 12µm and a scan rate of 20Hz. Previously, it has been mainly used for oil spill
remote sensing (Robbe and Zielinski, 2004). To increase the accuracy, the IR-scanner data are
supported by the KT-19 data.

1.5 Thesis outline

This thesis is organized in three main chapters. A large part of content of these chapters is
based on three studies that have already been published in the framework of this thesis. Another,
smaller unpublished part supplements these investigations. Thus, the chapters form independent
studies and include separate introduction, methodology and summary parts. Due to this fact,
there is a partial overlap – especially concerning the literature review – of the contents between
the different chapters.

Chapter 2 – Surface temperature impact on Arctic air temperatures
In this chapter we analyse the impact of a heterogeneous sea ice cover on atmospheric tem-
peratures. For this purpose, we consider spatial variations of the surface temperature over the
Arctic Ocean, which, under cloud free conditions, are mostly related to leads and polynyas that
are covered by open water or thin ice. We use a Lagrangian box model to investigate the im-
portance of spatial changes in surface temperatures for local atmospheric temperature changes
and to quantify the spatial scale at which these changes are important. This chapter is based on
Tetzlaff et al. (2013), which was published in The Cryosphere.

Chapter 3 – Influence of leads on the atmospheric boundary layer
This chapter deals with lead-atmosphere interactions. Based on the aircraft measurements during
STABLE we analyse the boundary layer modification over four wide leads and calculate profiles of
turbulent fluxes. This first part of the chapter is published as Tetzlaff et al. (2015) in theQuarterly
Journal of the Royal Meteorological Society. In addition, we use the long flight legs during
STABLE to derive a lead width distribution and to estimate the effect of leads on atmospheric
temperatures on regional scales.

Chapter 4 – Cold air outbreaks: observations and modeling
A large part of this chapter is based on the dropsonde measurements of four CAOs during STA-
BLE. We analyse the downstream development of meteorological variables and the ABL growth.
Two of the four cases are influenced by the size of the Whaler’s Bay polynya north of Svalbard,
which has implications for the local climate in this region. The analysis of these two cases is
published as Tetzlaff et al. (2014) in The Cryosphere. The measurements are supplemented by
a brief excursion towards the modeling of CAOs. We use a 1D version of the mesoscale model
METRAS to compare three different parametrisations of the vertical heat transport under typical
conditions during CAOs and evaluate their performance for different vertical grid spacings.

Finally, Chapter 5 summarizes the main results of this thesis and provides an outlook for possible
future research.
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Since the three published studies resulted from the work carried out by several authors, the
author contributions are summarized in the following. A more detailed description can be found
in Appendix A. In all studies Amelie Tetzlaff performed the calculations, plotted and analyzed
the results, and wrote the manuscripts. The other authors contributed ideas for the conception
of the studies and improved the manuscripts. Two of the manuscripts are based on aircraft
measurements during the campaign STABLE. All authors of these manuscripts participated in
the aircraft campaign and were involved in the flight planning and data acquisition.
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2 Surface temperature impact on Arctic
air temperatures

Surface temperatures over the Arctic Ocean are highly variable due to changes in sea ice concen-
tration and sea ice thickness, as well as due to cloud radiative effects. This surface temperature
variability also influences the near-surface temperatures in the atmospheric boundary layer. Dif-
ferent studies using data from Russian drifting stations in the Central Arctic suggest that under
constant ice conditions the most important factors influencing the near-surface air temperatures
are cloud cover and wind speed (Walsh and Chapman, 1998; Vihma and Pirazzini, 2005).

In this chapter we focus on the impact of changes in ice concentration and thickness on near-
surface atmospheric temperatures and therefore consider only cloud-free cases. The main goal
is to quantify the amount of 2-m air temperature variability that can be attributed to a hetero-
geneous surface temperature field in a region upstream of the considered location. Furthermore,
we determine the extent of the upstream region at which these surface temperature changes
are an important factor. To address this topic, we calculate the evolution of the near-surface
air temperature along backward trajectories using a simple box model with satellite-derived sea
ice concentration and surface temperature as input data. The derived temperatures are then
compared to measured temperatures at three different sites. This chapter is – with marginal
changes – identical to the content published in Tetzlaff et al. (2013).

2.1 Introduction

Sea ice plays an important role in the climate system. It insulates the ocean from the atmosphere
and thus hampers the exchange of gases, moisture and heat. The strength of the insulation effect
depends, however, on the sea ice thickness and sea ice concentration. Openings in sea ice act
as windows and allow a direct ocean-atmosphere interaction with a large impact on the surface
energy budget of the polar ocean and atmosphere. In order to obtain accurate fluxes, which
determine the energy budgets, the sea ice concentration should be well represented in climate
and weather prediction models. Also for reanalyses, a correct representation of ice concentrations
is crucial for heat flux calculations (Inoue et al., 2011).

In this context the importance of accurate ice concentration measurements becomes apparent.
Using remote sensing data from the Special Sensor Microwave Imager (SSM/I), uncertainties of at
least 4% arise for different algorithms in regions with high ice concentrations such as the Central
Arctic (Andersen et al., 2007). Furthermore, Inoue et al. (2008) found an underestimation of
the AMSR-E ice concentration of 7% due to meltponds.

Several modeling studies have revealed a high sensitivity of atmospheric boundary layer (ABL)
temperatures to the ice cover. Lüpkes et al. (2008b) used a one dimensional atmospheric model
coupled with a sea ice model to investigate the influence of a change in ice cover on the ABL
temperatures. They found that, under clear skies in winter and for ice concentrations close to
100%, a change in ice concentration of 1% can cause a change of the near-surface equilibrium
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temperature by up to 3.5 K after two days of development. Valkonen et al. (2008) have shown
that during a cold air outbreak in the Antarctic sea ice zone, the modeled 2-m air temperature
varied by up to 13K depending on the algorithm applied to derive the sea ice concentration.
Parkinson et al. (2001) found that uncertainties in total ice concentrations of ±7% can cause
local temperature changes exceeding 6K in polar regions and changes in global annual mean
temperatures of about 0.3 K using a global climate model.

Leads represent a large source for surface temperature variability. Different characteristics of
their impact on the ABL have been measured, such as the annual cycle of sensible heat fluxes
(Persson et al., 2002) and the development of sensible heat fluxes on the downwind side of leads
(Ruffieux et al., 1995) or different convection regimes over leads (Andreas and Cash, 1999).
Heat fluxes over ice and open water areas have also been obtained from aircraft measurements
(Fiedler et al., 2010) and have been estimated using surface temperatures from the Advanced
Very High Resolution Radiometer (AVHRR) (Meier et al., 1997; Overland et al., 2000). Heat and
moisture fluxes from polynyas have been estimated using data from the Special Sensor Microwave
Imager (SSM/I) (Martin et al., 2004) and the Advanced Microwave Scanning Radiometer for EOS
(AMSR-E) (Boisvert et al., 2012).

The goal of the present study is to supplement the above mentioned studies on the impact
of sea ice variability by studying the impact of spatial surface temperature variability on the air
temperature at a given location. For this purpose, backward-trajectories arriving at three stations
in the Arctic are calculated from reanalysis data. Ice concentrations and ice surface temperatures
along the trajectories are prescribed from satellite data. The mean ice surface temperature along
the trajectories, as well as the air temperature and sensible heat fluxes obtained by a simple
Lagrangian box model are then compared to the 2-m air temperatures measured at the stations.

The application of these methods aims to obtain answers to the following questions: How
important are spatial changes in surface temperatures in the high ice concentration regime for
local atmospheric temperature changes? To what spatial extent do heterogeneous surface tem-
peratures influence the air temperature variability? How strong do the results depend on the
choice of different reanalyses for the calculation of trajectories and on different sea ice concen-
tration products? A description of the data is given in Sect. 2.2 and the methods are described
in Sect. 2.3. The results are presented in Sect. 2.4, followed by a discussion (Sect. 2.5) and
conclusions (Sect. 2.6).

2.2 Data

For the present study, hourly 2-m air temperatures from three different stations in the Arctic
are used. The first two stations are Barrow (Alaska) and Alert (Canada) (Fig. 2.1). Only
the coldest months with the largest ice extent are used. For the present analysis, these are
February and March for Barrow (2003–2008) and February through April for Alert (2003–2006).
These two stations are supplemented by temperatures measured at the French schooner Tara
which drifted through the Central Arctic in 2006–2007 during a campaign which was part of
the project DAMOCLES (Developing Arctic Modeling and Observing Capabilities for Long-term
Environmental Studies) (Vihma et al., 2008). As the thermal differences between sea ice and
open water surfaces are small in summer, only one month (April 2007) of Tara data was used
in the analysis. Despite the short timeseries, Tara provides invaluable data since measurements
from the Central Arctic are sparse.

Backward-trajectories arriving at the stations are calculated from the 10 m-wind fields of
the Japanese 25-year reanalysis (JRA) (Onogi et al., 2007) and of the European Centre for
Medium-Range Weather Forecasts (ECMWF) reanalysis (ERA-Interim) (Dee et al., 2011). Both
reanalyses are available every 6 h with a resolution of 1.125 and 1.5◦ (and 0.75◦) for JRA and
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Figure 2.1: Distribution of the trajectory starting points upwind of Alert (light blue), Barrow (dark blue)
and Tara (red) for JRA and ERA combined. The grid cell size is 100 km and the size of the
circles indicates the relative frequency. The arrows mark the in situ stations and the Tara
drift track in April 2007.

ERA, respectively. Sea level pressure fields from both reanalyses are used to calculate potential
temperatures. The ERA forecast runs also provide ABL depths every 3 h.

The Lagrangian box model following the trajectories requires ice concentration and ice surface
temperature as input data. Four different ice concentration data sets are used. These are the
Special Sensor Microwave Imager (SSM/I) data with a resolution of 12.5 km (Kaleschke et al.,
2001) and AMSR-E with a resolution of 6.25 km (Spreen et al., 2008) starting in June 2002.
Both ice concentrations are derived using the ARTIST sea ice (ASI) algorithm (Kaleschke et al.,
2001) and are available through the CliSAP-Integrated Climate Data Center (ICDC). In addition,
ice concentrations from AMSR-E using the NASA Team2 (NT2) and the Bootstrap algorithm
are used (Cavalieri et al., 2004). Both have a grid spacing of 12.5 km and are provided by NSIDC.
Abbreviations for the different combinations of reanalyses and ice concentration data are given
in Table 2.1 and are labeled as a sequence of reanalysis, sensor and algorithm.

Table 2.1: Abbreviations used for the different combinations of reanalyses and ice concentration data sets.

Reanalysis Sensor Algorithm Abbreviation

JRA SSM/I ASI JSA
JRA AMSR-E ASI JAA
JRA AMSR-E NASA Team 2 JAN
JRA AMSR-E Bootstrap JAB
ERA SSM/I ASI ESA
ERA AMSR-E ASI EAA
ERA AMSR-E NASA Team 2 EAN
ERA AMSR-E Bootstrap EAB
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Sea ice surface temperatures are obtained from the MOD29 (MODIS/Terra Sea Ice Extent
and IST Daily L3 Global 4 km EASE-Grid Day) data set by Hall et al. (2006). Data have been
available since 24 February 2000 with a resolution of 4 km. They are aggregated to a 12.5
km grid. The measured MOD29 temperature, however, represents the surface temperature of
a whole pixel and is also influenced by open water areas in that pixel. Therefore, the MOD29
surface temperatures are linearly weighted using the ice concentration products to obtain a better
estimate of the actual ice surface temperatures. MOD29 data contain gaps, mainly due to
clouds. Considering all trajectories over ice, there are 8% missing values for Barrow, 20% for
Alert and 32% for Tara. Since positive cloud radiative forcing changes ice surface temperatures
considerably, only trajectories without data gaps are considered. However, this constraint leaves
too few considered cases for Tara and hence also cases with less than 10% missing values are
allowed. Here, the missing values are replaced using a linear interpolation along the trajectory.

2.3 Methods

2.3.1 Backward-trajectories

Two-dimensional trajectories are calculated based on the 10m-wind fields of the JRA and ERA
reanalyses. A time step of 1 h is used for the calculation and the velocity at a certain point is
obtained by linearly weighting the wind velocities of the surrounding four points according to their
distance in spherical coordinates. Only those trajectories are considered, which do not pass over
land along their path.

2.3.2 Statistical analysis method

The influence of surface temperatures along the trajectories on ABL temperatures is examined
using three different methods. As a first approach, the mean ice surface temperatures along
the trajectories are compared to the in situ 2-m air temperatures at the stations (IST method)
by calculating correlation coefficients r , root mean squared errors (RMSE) and biases. This
approach does not account for the impact of the spatial surface temperature variability along one
trajectory. However, the spatial variability of the ice surface temperatures between trajectories
with different paths is accounted for. Since the MOD29 ice surface temperatures are given
as daily fields, the observed variability during one day is only due to spatial differences caused
by different trajectory paths and not due to temporal changes of the ice surface temperature.
For time periods longer than one day, there is also the day-to-day variability of the ice surface
temperatures. It can be shown by a simple statistical analysis that the impact of this variability on
correlation coefficients is small compared with the spatial variability caused by different trajectory
paths.

The second approach includes the influence of the spatial surface temperature variability
along each trajectory by its impact on the air temperature evolution along the trajectories which
is calculated using a simple box model (Sect. 2.3.3). In the following, this method is called the
air temperature method (AT). Air temperature changes are only caused by sensible heat fluxes
from ice or open water areas and by radiative cooling in the model. The squared correlation
coefficient between the modeled and the observed 2-m air temperature at the stations gives the
amount of air temperature variability which is explained by the model, i.e. by changes in surface
sensible heat fluxes. The spatial extent at which surface temperature changes are important for
air temperature variability is then the radius of impact. It is determined by analyzing the changes
of the explained variances as a function of the trajectory length.

Another possibility to get information about the radius of impact can be based on the in-
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vestigation of the temperature changes along trajectories caused by heat fluxes. In this third
approach, the differences between the observed temperatures at the trajectory starting and end-
ing points (the latter are Barrow, Alert and Tara) are correlated with the mean sensible heat
fluxes along the trajectories. In the following, this method is called the temperature variability
method (TV). The sensible heat fluxes are obtained from the same simple box model as used
for the AT method. For both the AT and the TV method, the air temperature at the trajectory
starting point is assumed to equal the ice surface temperature at this location. Results of IST
and AT are presented in Sect. 2.4.4 while TV results are added in Sect. 2.4.5 only.

For all methods, 95% confidence intervals for the correlations are obtained using a Fisher’s
z-transformation (von Storch and Zwiers, 1999). In addition, biases and root mean squared
error values (RMSE) between the temperatures are calculated. The significance of these values
can be tested using a student-t test (von Storch and Zwiers, 1999). These significance tests
require the degrees of freedom. Since hourly temperature measurements are not statistically
independent, the degrees of freedom are not equal to the number of observations. Therefore
for the determination of the degrees of freedom, lag correlations of the in situ temperatures are
calculated. The time, where the 95% confidence interval of the lag correlation reaches 1/e,
gives the time scale at which observations become independent from each other. These are 27 h
for Barrow, 23 h for Alert and 10 h for Tara. Thus, the degrees of freedom are not equal to the
actual number of measurements within the time series but are reduced using these time scales.

2.3.3 Box model

For the AT and TV methods, a simple box model is used to investigate the Lagrangian change
of air temperatures along trajectories. The dominant source term in the prognostic equation for
potential temperature is assumed to be the turbulent sensible heat flux at the surface. Radiative
cooling of the air column is also accounted for assuming a constant cooling rate c of 2 ◦C per
day as in Vihma et al. (2003). Contributions from other processes such as condensation or cloud
radiative effects are only indirectly taken into account by their impact on the surface temperature
which is prescribed from observations. Therefore, the balance equation of temperature becomes

dθ(z)

dt
= −

∂w ′θ′(z)

∂z
− c · exp(−

z

zc
), (2.1)

where θ is the potential temperature of the air, w ′θ′ is the turbulent sensible heat flux and the
height zc is 600m. Equation 2.1 is integrated over the ABL height H which is represented as a
box of constant height in the Lagrangian model. The box travels along a trajectory calculated
from reanalysis data (Sect. 2.3.1).

In general, the solution of Eq. 2.1 depends on the specified temperature profile. However, we
will demonstrate in the following that the solutions are identical for a well mixed ABL with height
constant θ and for a more general power law temperature profile. This holds for the assumption
that both the difference between the temperatures at 10m height and at the ABL top and the
mixed layer height H are not depending on time.

The temperature profile above the reference height of zref = 10m can be expressed as a
power law:

θ(z) = (θ(H)− θ(zref))

(
z − zref
H − zref

)b
+ θ(zref). (2.2)

This relationship includes a linear temperature profile for an exponent b = 1 and a well mixed
ABL for b = 0. With the assumption of a constant ABL thickness H, the time derivative of Eq.
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2.2 is
dθ(z)

dt
=

d(θ(H)− θ(zref))

dt

(
z − zref
H − zref

)b
+

dθ(zref)

dt
. (2.3)

When the temperature difference (θ(H) − θ(zref)) is assumed to be constant in time, the first
term on the right hand side of the equation vanishes, so that θ and θa can be replaced by θ(zref )

in Eq. 2.1. With these assumptions the solutions of Eq. 2.1 are always the same for any profile
of the form of Eq. 2.2. However, we use the well mixed case in Sect. 2.3.3 since for b = 0 the
assumption H =const. is not necessary. This consideration is relevant since Eq. 2.1 is only used
in its integrated form over H in the following. Furthermore, a constant flux layer is assumed below
the reference height of zref = 10m, with logarithmic profiles of wind and potential temperature.

To verify the assumption of a well mixed ABL radiosonde data are analyzed. Since soundings
at Tara during the considered period are sparse and the soundings at Alert are conducted at
higher elevations than the temperature measurements, only data from Barrow are considered.
Soundings from the University of Wyoming dataset are used which are available every 12 h. Only
those soundings with wind direction from the ice are considered. The stratification is expressed
in terms of the Richardson number (Ri) in the lowest 30m as a function of wind speed (Fig. 2.2).
For wind speeds between 2 and 4ms-1 about 90% of the Ri numbers are below the critical value
of 0.25 and 75% below 0.1. Therefore, the assumption of a well mixed ABL seems to be valid
for wind speeds above 3ms-1. In addition, the few sounding from Tara all show a well mixed
ABL. Therefore, only trajectories with 90% of the wind speeds above 3ms-1 are considered.
This limit is lowered to 80% of the wind speed above 2ms-1 for Alert since too few cases remain
if the stricter criterion is applied.

The fluxes of sensible heat over ice and water are expressed as bulk formulations and weighted
with the ice concentration so that the evolution of the temperature averaged over the boundary
layer depth H is calculated as

(H − zref)
dθa
dt

= c · zc · (exp(−
H

zc
)− exp(−

zref
zc

))+

A|~u|Csi(θi − θa) + (1− A)|~u|Csw(θw − θa), (2.4)

Figure 2.2: Boxplot of Richardson numbers in the lowest 30m for Barrow derived from radiosonde data in
wind speed bins of 2ms-1 (box: quartiles, whiskers: 1.5 times the inner quartile range). The
red line is a polynomial fit to the 90% quantiles and the grey shaded area is the frequency
distribution of wind speed.
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where θi, θw and θa are the potential temperatures of ice, water and air, respectively. A is the ice
concentration and |~u| is the wind speed at zref =10m. It was assumed here that the heat flux at
z = H is zero and thus no vertical entrainment is present. The solution of Eq. (2.4) is based on
an explicit Eulerian numerical scheme with a relatively large time step ∆t of 15min. However,
for moderate wind speeds a reduction to 1 minute caused changes in the order of 0.2 ◦C only,
so that this impact is negligible compared to other uncertainties. The water temperature Tw is
permanently at the freezing point of −1.9 ◦C. Csi and Csw are the heat transfer coefficients for
ice and water, respectively. They are calculated using the Monin-Obukhov similarity theory as

Cs =
κ2

(ln( zz0 )−Ψm( zL))(ln( zzT )−Ψh(
z
L))

, (2.5)

where L is the Obukhov length, κ the von Kármán constant and the Ψ-functions for momentum
and heat are chosen according to Grachev et al. (2007). The surface roughness lengths z0 are
assumed to be constant with values of 1mm for ice and 0.1mm for water (as often used, for
example by Lüpkes et al. (2008b)) and the roughness lengths for heat zT are one tenth of it,
respectively. L is calculated iteratively using

L =
u2∗ θ̄

κgθ∗
(2.6)

which neglects the influence of humidity. It is inserted into the turbulent scaling parameters for
temperature and velocity

θ∗ = κ(θ(z)− θs)(ln(
z

z0
)−Ψh(

z

L
))−1 (2.7)

u∗ = κ|~u|(ln(
z

z0
)−Ψm(

z

L
))−1 (2.8)

after Pielke (2002) which are then used to obtain new values of L. θ̄ is the mean potential
temperature of the air.

The transfer coefficients are calculated for the reference height of zref = 10m. For comparison
with the in situ 2-m air temperatures the potential temperatures are reduced to a height of 2m,
assuming a logarithmic temperature profile below 10m. Air temperatures are then obtained from
the 2m potential temperatures using the sea level pressure from the reanalysis.

Two different approaches are used for the boundary layer depth. In the first approach it is set
to a constant value. Two different values are applied which are typical for the Arctic ABL (Lüpkes
et al., 2012b). The first one, 350m, was, for example, measured over a flaw lead polynya in
the Canadian Archipelago by Raddatz et al. (2011). The second one, 100m, is close to often
observed values (reported e.g. by Tjernström and Graversen (2009) for the SHEBA project north
of Alaska, by Hartmann et al. (1997) for the marginal ice zone or by Lüpkes et al. (2010) for the
inner Arctic Ocean). Using larger ABL depths would increase the e-folding time (see below) and
the model output temperatures would not differ much from the initial temperatures. There were
also more than 25% surface-based inversions in February and March during SHEBA. However,
during the cold seasons, leads and polynyas that are passed by the trajectories cause vertical
mixing due to convection and thus a deepening of the boundary layer. Therefore, no constant
ABL depth smaller than 100m is used.

As a second approach, ABL depths are taken from the ERA Interim 3-hourly forecast runs.
Values from the four closest points are linearly interpolated to the trajectory positions. A growing
ABL may cause a downward heat flux from the inversion layer. The sensitivity to this entrainment
through the capping temperature inversion has also been tested by using a simple approach
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relating entrainment to the surface heat fluxes but was found to be negligible relative to other
restrictive assumptions and is thus neglected in Eq. 2.4.

The initial air temperature is set equal to the ice surface temperature at the trajectory starting
point. The impact of this simplified assumption is small when the model is run long enough to
reach an equilibrium temperature, which is independent from the initial temperature. The e-
folding time te required to reach a stationary state can be calculated on the basis of Eq. 2.4,
when constant transfer coefficients are assumed, as

te =
H

|~u|(A · Csi + (1− A) · Csw)
. (2.9)

te is a function of the boundary layer depth H, the wind speed |~u| and the ice concentration A.
To estimate a maximum e-folding time, a wind speed of 5ms-1, an ice concentration of 95% and
a ABL depth of 350m are assumed. The turbulent transfer coefficients are calculated assuming
constant potential temperatures of −20 ◦C for air and −25 ◦C for ice. This gives an e-folding time
of 27 h, corresponding to 480 km length. Therefore, the trajectory length should be larger than
27 h to ensure that the initial conditions have a small impact. However, in most considered cases,
the e-folding time is much smaller and already after 2 h the modeled temperature only differs by
0.5 ◦C from the equilibrium temperature. Nevertheless, the development along trajectories of
30 h is considered.

2.4 Results

2.4.1 Trajectory positions

The trajectories calculated using the different reanalyses show large inconsistencies. Examples
are shown in Fig. 2.3. The paths of all trajectories are compared by calculating the mean spatial
distances between JRA and ERA (1.5◦) trajectories, which differ for the three stations. Mean

Figure 2.3: Three exemplary sets of trajectories arriving at Tara in 2007 calculated using ERA Interim with
two different resolutions and JRA. The temporal differences between crosses are 10 h. The
pairs of ERA trajectories are nearly overlapping so that the differences between the trajectories
of both ERA data sets are invisible.
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separations after 10 h are about 50 km for Barrow, 70 km for Alert and 90 km for Tara. The
differences between the three stations are even larger after 30 h, ranging from 120 km for Barrow
to 380 km for Tara. This shows a large inconsistency of the near-surface wind fields of the
reanalyses over Arctic sea ice, especially in the Central Arctic. The large uncertainties in the
trajectory positions cause large uncertainties in the estimation of the impact of remote areas but
in the near environment of about 100 km the uncertainties are on average much smaller.

Comparing ERA Interim trajectories using resolution of 0.75 and 1.5◦ reveals only small mean
separations of less than 20 km after 30 h. Figure 2.3 also illustrates that using a higher resolution
hardly changes the positions of ERA trajectories. Therefore, the lower resolution is used for the
following calculations.

2.4.2 An example of evolution along a single trajectory

First, an example is presented showing the development of the air temperature and sensible heat
fluxes obtained using the box model along an individual trajectory. It is the trajectory arriving at
Tara on 20 April 2007 at 12 UTC (Fig. 2.4), which has AMSR-E ASI ice concentrations between
85 and 99% along the path. The air parcel moves about 750 km northward in 30 h. The ice
surface temperature varies between −24 and −14 ◦C (Fig. 2.5). The sensible heat fluxes do not
exceed 200Wm-2 over water because air-sea temperature differences are 17 ◦C at maximum and
the wind speed does not exceed 7ms-1. The resulting net heat flux is positive in the first 18
hours with small values below 30Wm-2 which causes an increase of the potential temperature
of 4 ◦C. At t =-12 h a decrease of the ice surface temperature by 10 ◦C causes negative net heat
fluxes of up to −50Wm-2 and a decrease of the air potential temperature of 4 ◦C in 5 hours.
The resulting modeled 2-m temperature at Tara of −16.8 ◦C agrees well with the measured value
within 0.1 ◦C.

Figure 2.4: AA ice concentration on 20 April 2007 and ERA-trajectory from 20 April 2007 12 UTC during
the last 30 hr arriving at Tara (black line).The differences between crosses are 10 h. At this
time Tara is located at 87.6◦ N, 134.9◦ E.
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Figure 2.5: Time series of the model input and output data on 20 April 2007 12 UTC for Tara: AA ice
concentration (A), ice surface potential temperature (θi), air potential temperature at 10m
(θa) (lines) and 2-m air temperature at Tara (symbols) observed and calculated from the
predicted 10-m potential temperature. Furthermore, sensible heat flux from ice (Fi), water
(Fw ) and the resulting net flux (Fnet), and ERA surface wind speed (u) and 2-m potential
temperature (θERA). The ABL depth is 350 m.

The corresponding ERA 2-m temperatures are too high along the trajectory path with a value
of −12.6 ◦C arriving at Tara. This example shows the important role of the specified surface
boundary conditions of a model on the calculated air temperature evolution. While the box
model, which uses ice concentrations and ice surface temperatures derived from remote sensing
data, reproduces the measured 2-m air temperature quite well, the temperature of the reanalysis
is about 4 ◦C too high. This is probably due to the sea ice boundary conditions in ERA-Interim
with fixed values for the ice thickness of 1.5m (White, 2006) and for the ice concentration of
100% north of 82.5◦ N (Inoue et al., 2011) which reduce the surface temperature variability.
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2.4.3 Ice concentration along all trajectories

In the following, the geographical locations of the trajectories and the corresponding ice con-
ditions are examined to obtain a basis for further discussions of differences between the results
for different stations. Abbreviations for ice concentrations used in this section are according to
Table 2.1 but without the prefix for the reanalysis. The frequency distributions of ice concen-
trations obtained from remote sensing data for the trajectories resulting from ERA or JRA wind
fields are very similar. Therefore, the distributions for both reanalyses are combined in Fig. 2.6.

Most trajectories arriving at Alert originate from the Central Arctic north of Greenland
(Fig. 2.1) where high ice concentrations are present due to convergent ice drift. Comparing
the distribution of ice concentrations along all trajectories, shows that more than 95% of the
time ice concentrations are 98% or higher for the three AMSR-E data sets (Fig. 2.6). SSM/I
ASI has a heavier tail with about 30% of the values between 90 and 98%. Barrow’s trajectories
originate from the Beaufort Sea (Fig. 2.1) where divergences in the Beaufort Gyre decrease the
ice concentration. The frequency distribution also reveals lower ice concentrations than for Alert
(Fig. 2.6) with a total of 10% (AA) up to 50% (SA) below 98%.

The considered trajectories arriving at Tara originate from the Central Arctic and the Laptev
Sea (Fig. 2.1). Ice concentrations show a larger variability and lower values than for Alert and
Barrow. For Tara, during 75% of the cases, the ice concentration values are below 95% for
SA. The difference between the ice concentration data sets is largest for Tara with 40% of the
total ice concentrations below 97% for AA, 25% below 97% for AB and almost 100% above
97% for AN. While AB and AN show only small changes in the frequency distributions of ice
concentration for the three stations, SA and AA show the highest ice concentrations for Alert
and the lowest ones for Tara.

Figure 2.6: Cumulative frequency distribution of ice concentrations along the trajectories (ERA and JRA
combined) for different ice concentration data sets for Alert, Barrow and Tara.
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2.4.4 Results for the ensemble of trajectories

The correlations between the observed 2-m air temperatures and the mean ice surface tempera-
tures along the trajectories (IST) and modeled temperatures (AT) are positive, exceeding values
of 0.6, and significant at the 95% level for all combinations of reanalyses, ice concentration data
sets and ABL depths. The results of the AT method obtained with different ice concentrations
show differences in the order of 1 to 3% but overlapping confidence intervals. Since the sensi-
tivity of the results to different ice concentration data sets is very small only exemplary results
(AA) are presented.

Using the AT method, the highest explained variances exceeding 90% are found for Alert.
There, the scatter plot shows a good agreement between model and in situ temperatures for
EAA (Fig. 2.7). For ERA, explained variances are about 6% higher than for JRA (Fig. 2.8).
The best results are obtained using an ABL depth of 100m, with biases of −0.6 ◦C (ERA) and
−1.4 ◦C (JRA) and RMSE of 2.1 ◦C (ERA) and 3.1 ◦C (JRA). Using ERA ABL depths gives
similar results while using 350m increases the negative biases to −1.8 ◦C (ERA) and −2.2 ◦C
(JRA). The explained variance based on the IST method is 89% using ERA and 86% using JRA,
which is the same order as the model results. Biases and RMSE using the IST method are larger
than those from the AT method.

Explained variances for Barrow are smaller than for Alert ranging between 61 and 74% for
the AT method and between 46 and 51% using the IST method (Fig. 2.8). In all cases, values
for a ABL depth of 350m are up to 10% higher than for 100m and about 5% higher than for
the run with ERA ABL depths. Temperature biases are positive in the order of 1.5 (350m) to
3.5 ◦C (100m) and the RMSE range from 3 to 4 ◦C. Biases from the IST method are negative
with values around -0.8 ◦C.

Tara shows the largest sensitivity to different reanalyses for the AT method. Explained
variances are about 70% using JRA trajectories with RMSE of about 3.6 ◦C (Fig. 2.8). Using
ERA trajectories gives larger explained variances in the order of 80% with RMSE of 3.3 ◦C (100

Figure 2.7: Scatter plot of in situ and modeled temperatures (AT method) in ◦C for Alert 2003-2006 for
EAA. The colors denote results for different ABL depths and the lines are the corresponding
regression lines.
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m) to 3.9 ◦C (350m). For both reanalyses higher explained variances are obtained using an ABL
depth of 100m. The variance from the IST method is about 20% smaller than the explained
variance from the AT method. The RMSE are of the same order and the bias based on the IST
method of −1.7 ◦C is even smaller than the biases based on the AT method of about −2.5 ◦C.

In addition, ERA ABL depths are compared with the two constant values. For Barrow, most
ERA derived ABL depths can be found around 150m (Fig. 2.9) but the distribution has a tail with
some ABL depths even exceeding 500m. This explains why results of the AT method are better
for ABL depths of 350m than for 100m. In Alert, ABL depths below 100 m are present in the
ERA data and the biases and RMSE are also lower for a ABL depth of 100m. These results are

Figure 2.8: Explained varances between observed 2-m air temperatures at the stations and modeled tem-
peratures (AT method, colored), as well as mean ice surface temperatures along the trajec-
tories (gray) with 95% confidence intervals (left), bias and RMSE (right) for Alert (upper),
Barrow (middle) and Tara (lower) using AA ice concentrations. The colors denote the ABL
depths. The blank bars are not significant at the 95% level.
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Figure 2.9: Frequency distribution of ERA-interim ABL depths for Barrow, Alert and Tara. The two
constant ABL depths that are also used are marked with colors.

in line with the expected results from the ice concentration distributions. Shallow ABLs develop
over completely ice covered areas, as observed for Alert, whereas more open water areas, as for
Barrow, cause a deepening of the ABL. The ABL depths are the largest at Tara. Here, the most
frequent values range from 100 to 400m. However, explained variances using the AT method
are larger for a ABL of 100 m than for a BL of 350m for both reanalyses.

2.4.5 Radius of impact

The above analysis does not yet answer the question concerning the dominant horizontal scale R
(or the corresponding time scale Rt) influencing the 2-m air temperature. Therefore, in addition
to the previous studies, results are considered as a function of the trajectory length which is
reduced stepwise from 30 to 2 h. Fig. 2.10 shows results obtained using the AT and the IST
methods corresponding to the prescribed trajectory length. Results are exemplarily discussed for
JAA, results from ERA differ only slightly.

The clearest results are those for Barrow. There, the explained variances obtained using the
AT method are increasing by about 6% with increasing trajectory length from 2 to 10 h while
they remain nearly constant from 10 to 30 h. The corresponding curve based on IST shows
a different behavior with a maximum of explained variance for 5 h. For the IST method the
explained variance decreases for distances larger than R or for times larger than Rt , because the
surface temperatures in remote areas are not any more correlated with the considered location. A
similar decrease for the explained variance of the AT method is not seen, because all trajectories
starting at time t > Rt pass also the region close to the location with large impact.

For Barrow, biases and RMSE decrease by about 1 ◦C for trajectory lengths between 2 and
10 h and remain nearly constant for larger lengths using the AT method. The minimum RMSE
using the IST method is found for trajectory lengths of about 10 to 20 h. The bias from IST
increases for shorter trajectory lengths from −1 to 4 ◦C. Both methods suggest a value Rt =10 h
for the characteristic time scale which corresponds to R ≈ 180 km for an average wind speed of
5ms-1.

For Alert, the results using the AT method improve only slightly for longer trajectories.
Distinct changes can be found in the curves for bias and RMSE of the IST method, which suggest
Rt =10 h, as found for Barrow. Results for Tara with respect to R values are ambiguous. The
curves for bias and RMSE using the IST method indicate a radius of impact of about 5 h, while
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the results using the AT method hardly change with decreasing trajectory length. However, only
one month of data is used for Tara which might not be long enough to draw reliable conclusions
concerning the comparison of results for Tara and both other stations.

These results are supplemented by explained variances calculated using the TV method
(Fig. 2.11). For Alert and Barrow, the explained variances increase monotonically with increasing
trajectory length which shows that heat fluxes in remote areas can have a certain impact on the
air temperature at a given location. However, the largest impact in this method is also seen in
the first 10 h where the slope of the curves is the largest. Therefore, a radius of main impact can
be defined by relating it to the region with the largest slope of the curves. By this definition, Rt
is reached at the transition from steeper to shallower slopes. This transition is pronounced for all
stations at a trajectory length of 10 h which is consistent with the results from the AT method.

Figure 2.10: Explained variances (upper), bias (middle) and RMSE (lower) for Alert, Barrow and Tara
(JAA) as a function of trajectory length using the IST and AT methods, with 350m ABL
depth in the latter.
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Figure 2.11: Explained variances between temperature difference of the model starting temperature and
the observed 2-m air temperature at the station and mean sensible heat flux along the
trajectories (TV method) for Alert, Barrow and Tara (AA) as a function of trajectory length
using a ABL depth of 350m. The filled circles are significant at the 95% level.

Correlation length scales for surface air temperatures have also been calculated by Rigor et al.
(2000). They correlated 12-hourly temperature data measured at land and ocean stations in the
Arctic during 1979 to 1997. In winter, correlations decreased to about 0.8 (corresponding to an
explained variance of 0.64) for separations between the stations of 300 to 400 km (their Fig. 5).
Thus, despite the different methods used the results are of the same order of magnitude as the
radius of impact found in the present study.

2.5 Discussion

One can see that the different methods having been applied explain the observed variances in
general quite well. However, the RMSE values are as large as 3 to 4 ◦C. Possible reasons for
these large differences of modeled and in situ temperatures are discussed in the following.

2.5.1 Uncertainties of input data

Comparing trajectory positions calculated from the surface wind fields of the two reanalyses
reveals large differences in the order of 100 km after 15 h. This points to large uncertainties in
the surface wind fields. Jakobson et al. (2012) compared wind speed profiles from tether-sonde
sounding data at Tara to different reanalyses. Using 29 profiles, they found that the ERA and JRA
reanalyses generally agree well but slightly overestimate the 10-m wind speeds by about 1ms-1

with an RMSE of only 1.5ms-1. Uncertainties of 1ms-1 can cause separations of trajectories in
the order of 100 km after 30 h and will influence the flux calculations. Increasing the wind speed
by 1ms-1 in a sensitivity study (not shown) caused changes of the model temperature by up to
1 ◦C for individual trajectories. However, the mean impact on the correlation and RMSE for the
ensemble of trajectories was found to be small.

There are also uncertainties in the location of the trajectory points arising from the calculation
method. In reality air motions are not only horizontal but air parcels also experience rising or
sinking. Since wind speed and direction are usually changing with height, neglecting vertical
motions leads to errors in the positions. Thus the representation of an air parcel as a box extending
over the entire ABL with constant wind represents in most cases only a rough approximation of
natural conditions.

Ice concentrations are available only on a daily basis with a grid spacing of 12.5 km (and
6.25 km for AA). This means that small scale features and ice concentration changes on shorter
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timescales are not captured. Furthermore, there are also uncertainties in the retrieval method.
Andersen et al. (2007) compared ice concentrations from SSM/I data using different algorithms to
SAR data in winter. They found that the ASI algorithm tends to underestimate ice concentrations
close to 100% by 2.1% and ice concentrations have an uncertainty range of 3.9%. NT2 shows a
smaller underestimation of 0.4% similar to Bootstrap with 0.3% with a larger uncertainty range
of 4.9% in regions with high ice concentrations. A comparison of the algorithms for AMSR-E
data in the Arctic show that overall ASI ice concentrations are 1.4% smaller than Bootstrap
and 2.0% smaller than NT2 ice concentrations (Spreen et al., 2008). Furthermore, Shokr and
Kaleschke (2012) showed that ice concentrations are underestimated in the presence of thin ice
below 12 cm thickness depending on the surface conditions. The impact of a constant error in
the ice concentration of 5% was investigated in sensitivity studies (not shown) and found to
be small causing model temperature changes of less than 0.5 ◦C. Since ice concentration data
along the trajectories are above 90% in most cases (Fig. 6) the effect of an underestimated ice
concentration by a few percent in the presence of thin ice can be expected to be small.

There are also uncertainties concerning the ice surface temperatures. Hall et al. (2004)
compared MODIS ice surface temperatures to in situ measurements and found uncertainties in
the order of 1.3 ◦C. In addition, the considered cases may still contain clouds which notably
influences the ice surface temperature (Vihma and Pirazzini, 2005). There are uncertainties
concerning the cloud mask and fog is sometimes not classified as clouds (Hall et al., 2006).
Furthermore, even if there were no clouds present during the overpass of the satellite, there
might still be cloudy conditions at the time of the trajectory path. An attempt to use cloud
data from the reanalyses turned out to be impracticable due to the larger grid sizes. Additional
uncertainties arise because of the inaccurate trajectory positions. A displacement of 20 km can
cause uncertainties in the MOD29 ice surface temperatures of up to 2 ◦C (not shown). The
impact of these large uncertainties is investigated by assuming a constant offset between MOD29
and real ice surface temperatures of 1 ◦C. The average changes in the modeled temperature were
of the order of 1 ◦C resulting in changes of the bias and RMSE of up to 1 ◦C (not shown). This
means that the largest source of uncertainties in the used methods is due to inaccurate ice surface
temperatures which are mainly caused by inaccurate trajectory positions and by radiative effects
from undetected clouds.

Despite these uncertainties the analyses show that spatial surface temperature variability in
the surrounding of a location has a significant impact on 2-m air temperatures at this location.
This shows that a good representation of ice concentration and ice thickness in models would
improve not only temperatures but also surface winds since ice concentrations also influence the
shape of the wind profile (Tisler et al., 2008) and even the atmospheric pressure patterns.

2.5.2 Impact of model assumptions

Several model assumptions and simplifications mentioned already in Sect. 2.3 should also be kept
in mind for the interpretation of results obtained by the AT and the TV method. Additional
uncertainties which might be responsible for the large RMSE arise, for example, from the used
roughness lengths for momentum z0 and heat zT which are set constant in the model using
the relation zT/z0 = 10−1 for simplicity. For this reason, different constant values of z0 and
zT over sea ice have been tested but the impact was moderate on both RMSE and biases and
the explained variance changed only little. However, it cannot be excluded that variable values
accounting for the sea ice topography (Andreas et al., 1984; Garbrecht et al., 1999, 2002; Vihma
et al., 2003; Guest and Davidson, 1987; Lüpkes and Birnbaum, 2005; Stössel and Claussen,
1993) would have a larger impact. This cannot be tested here because the sea ice topography is
dominated by pressure ridges in regions with large sea ice concentration and topography data are
not available. Estimating the variability of drag coefficients by parametrisations accounting for
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sea ice concentration (Andreas et al., 2010; Lüpkes et al., 2012a) shows that its impact on drag
coefficients is only small in our case. This would be different during summer or in the marginal
sea ice zones where the surface topography is determined by ice floe edges and edges at melt
ponds so that it can be parametrised as a function of sea ice concentration as described in the
above mentioned literature.

It should also be stressed that the present method does not allow to model the feedback
mechanism of the atmospheric processes on sea ice, since ice concentrations and ice surface
temperatures are prescribed from satellite data. This implies that, although only sensible heat
fluxes occur as a direct source for temperature change in the model equation, also other processes
which have contributed to the observed surface temperature variability are indirectly accounted
for. Such processes are, for example, heat transport through ice and radiation. A variation of
parameters like surface roughness would also affect the surface temperature and sea ice drift but
this kind of interaction is excluded by prescribing the observed surface temperature. This means
that the model underestimates the impact of sea ice variability which can only be obtained by a
fully coupled ice-atmosphere model.

In addition, the ice concentration does only represent the mean ice conditions in one pixel of
12.5 km (or 6.25 km for AA). It does not contain any information about the spatial distribution
of open water areas in the pixel area. Andreas and Cash (1999) have shown that the heat
transfer from wintertime leads and polynyas is more efficient for small leads. They found transfer
coefficients of 1.0·10−3 for a fetch larger than 100m and of 1.8·10−3 for smaller fetches. Maslanik
and Key (1995) calculated that a fetch increase from 10 to 100m decreased sensible heat fluxes
from an open water lead by 34%. This means that the spatial distribution, size and orientation
of open water areas influence the heat transfer and that our present estimation of open water
impact can be seen as a lower limit and the real impact could be much larger (Marcq and Weiss,
2012).

2.6 Conclusions

The main goal of this study was to investigate the dependence of the 2-m air temperature on
the surface temperature variability around three Arctic sites and to determine its characteristic
radius of impact. These sites were Alert, Barrow and the French schooner Tara during its drift
across the Arctic cean. Three approaches were used which are based on backward trajectories
calculated from 10-m wind fields of the ERA-Interim and the JRA25 reanalyses. As a first
step, the 2-m air temperature measured at the stations was correlated with the average MODIS
sea ice surface temperature along the trajectory paths. For the other two methods, a simple
Lagrangian box model, which was run along the trajectories, was applied to calculate the surface
sensible heat fluxes and the air temperature evolution along the trajectories. Four different ice
concentration data sets (SSM/I ASI, AMSR-E ASI, NASA Team 2 and Bootstrap) and MODIS
ice surface temperatures were used. For the AT method the modeled temperatures at the stations
were compared to the measured ones and for the TV method temperature changes between the
model temperature at the trajectory starting point and in situ measurements at the stations were
compared to mean sensible heat fluxes. The investigation was carried out for the cold season
with only few clouds to restrict the study to conditions where a large impact of surface fluxes
can be expected.

It is found that the AT method explains a large amount, namely 70 (Barrow) to 90% (Alert),
of the observed 2-m air temperature variability at all stations. All methods give slightly better
results using ERA trajectories than using those derived from the JRA reanalysis. The results
depend only weakly on the sea ice concentration products although they show significant differ-
ences in the sea ice distributions. For example, the correlation coefficient between measured and
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calculated 2-m temperatures at the different sites changes only by 10−4 for a 5% change of sea
ice concentration. This small sensitivity can be explained by the independence of measured ice
surface temperatures and ice concentrations. However, in an atmospheric model coupled with a
thermodynamic sea ice model, such as ERA-Interim, the ice surface temperature adjusts to the
ice concentration and ice thickness and thus changes of the ice concentration would have a larger
effect (Lüpkes et al., 2008b).

In most considered cases, the IST method explains a smaller percentage of the 2-m air
temperature than the AT method (though values ranging still between 46% and 89% for Barrow
and Alert, respectively. This points to the fact that the spatial variability of the far field contributes
noticeably to a local temperature that is otherwise dominated by the near field surface conditions.

The results show the highest sensitivity to uncertainties in the ice surface temperatures. These
are mainly due to uncertainties in the trajectory positions and radiative effects from undetected
clouds. The characteristic radius of impact of sea ice concentration and surface temperature
variability was investigated by varying the trajectory lengths and was found to be of the order of
200 km assuming an average wind speed of 5ms-1. This radius is robust for Barrow and Alert
using all three methods.

In general, all results for Tara are less relevant compared with those for Alert and Barrow
since only one month of data is used for the calculations. But at least the TV method also
indicates a radius of impact in the order of 200 km which does not contradict the findings for the
other two stations.

The present results should be viewed in the light of restrictive model assumptions and uncer-
tainties of input data. Nevertheless, they reveal a large dependence of atmospheric boundary layer
temperatures on heterogeneous surface temperatures in the Arctic which underlines the large im-
portance of a very accurate representation of all processes influencing the surface temperature
in climate and weather prediction models.
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3 Influence of leads on the atmospheric
boundary layer

In the previous chapter we demonstrated the large dependence of near-surface atmospheric tem-
peratures over the Arctic Ocean on surface temperature heterogeneities. Under cloud-free con-
ditions, most surface temperature heterogeneities in the Central Arctic are due to leads, whose
surface consists of open water or thin ice. Thus, they have a much higher surface temperature
than the surrounding thick ice. Previous investigations showed already that the convective plumes
emanating from leads do not only influence atmospheric temperatures and sensible heat fluxes,
but also have a large impact on atmospheric humidity, the wind vector, and ABL stratification
and height. However, in situ measurements over leads are rare.

In this chapter we analyze the impact of leads on the atmospheric boundary layer based on air-
craft measurements that were conducted during the campaign STABLE. We present case studies
of measurements in the environment of four wide leads and analyze the downstream evolution of
temperature, wind, and humidity, as well as the growth of the convective plume. Furthermore,
the data are used to derive vertical profiles of turbulent fluxes of heat and momentum over and
downstream of the leads. In addition, we use long transect flights to analyze the impact of leads
on the near-surface atmospheric temperature on regional scales. These results will help improve
our understanding of the interaction between leads and the atmospheric boundary layer, which is
crucial for a better representation of the lead impact in climate models.

A large part of the results presented in this chapter is an extended version of the content
published in Tetzlaff et al. (2015), while Sect. 3.4 and the resulting discussion are an additional
contribution for this thesis.

3.1 Introduction

Sea ice cover prevents direct contact between the ocean and atmosphere and thus has a large
impact on the exchange of energy, moisture, and momentum. A direct interaction is only possible
over so-called polynyas and leads. The latter consist of elongated channels that form due to
divergent sea ice drift and are either ice free or covered by thin ice. Their size can be quite
variable with widths from a few metres to kilometres and lengths up to tens of kilometres (e.g.
Lindsay and Rothrock, 1995; Marcq and Weiss, 2012).

Due to large temperature differences between the air and the lead surface, particularly in
winter, convective plumes form over leads that can have a large impact on atmospheric processes
in sea ice covered regions. This has been shown in the past on the basis of data from several
campaigns and by modeling studies using different types of models ranging from Large Eddy Sim-
ulation (LES) models (e.g. Weinbrecht and Raasch, 2001; Esau, 2007) to mesoscale models (e.g.
Dare and Atkinson, 2000). A comprehensive summary of previous studies on lead-atmosphere
interactions can be found in Vihma et al. (2014) and Lüpkes et al. (2008a, 2012b), but some
findings will be summarized in the following to demonstrate the relevance of the present study.
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Processes over leads have been investigated, for example, because of their expected impact
on the surface energy budget which is relevant for the polar ocean climate. Important campaigns
addressing the near-surface atmospheric processes were LEADEX (Ruffieux et al., 1995; Persson
et al., 1997), AIDJEX (Andreas et al., 1979), and SHEBA (Overland et al., 2000; Persson et al.,
2002; Pinto et al., 2003). It was found that upward turbulent sensible heat fluxes over leads
can exceed several hundred Wm−2 in winter, while fluxes over the surrounding thick sea ice are
usually much smaller. Nevertheless, Overland et al. (2000) found that, averaged over the area
of the SHEBA camp site, the upward heat fluxes from the leads were balanced by the negative
fluxes over the thick ice. Lüpkes et al. (2008b) showed in a 1D modeling study that despite
this equilibrium of upward fluxes over leads and downward fluxes over the sea ice, leads have a
large influence on the atmospheric conditions. Namely, they found also that, under clear skies in
winter, the increase of the lead concentration by 1% caused an air temperature increase of up
to 3.5 K after two days model runtime.

Another important result on the impact of leads was based on data from the campaign
AIDJEX and other ones. Andreas and Murphy (1986) and Andreas and Cash (1999) found
that the heat transfer is more effective over narrow leads than over wider ones, given the same
atmospheric stability. A possible explanation is an interplay of forced and free convection over
smaller leads. Marcq and Weiss (2012) applied this fetch dependent heat transfer parametrisation
by Andreas and Cash (1999) to a lead width distribution derived from a satellite image. Since the
open water fraction in the satellite image was dominated by narrow leads, the heat flux estimates
using the parametrisation by Andreas and Cash (1999) were larger when they used the full lead
width distribution instead of only an average lead width. Their analysis also demonstrates the
shortcoming of the heat flux parametrisations currently used in climate models, which simply
average the fluxes over open water and ice within a grid cell. This method can lead to an
underestimation of the heat fluxes of up to 55% compared to the situation when the full lead
width distribution is considered.

A shortcoming of the above mentioned campaigns was that measurements were only con-
ducted over the sea ice surrounding the leads. Flux measurements directly over a lead were
carried out, however, during the Winter Arctic Polynya Study (WARPS, Lüpkes et al., 2012b)
using a mast installed at RV Polarstern as well as the helicopter-borne turbulence probe HELI-
POD (Bange et al., 2002). Besides a large sensitivity of the turbulent heat fluxes to the ice
cover on the lead, this study showed that turbulent heat fluxes of the atmospheric boundary layer
(ABL) were highest over wide leads. These results are only seemingly in contrast to the above-
mentioned findings for near-surface fluxes over wide leads since the leads considered by Andreas
and Cash (1999) were much smaller with a fetch below 100m. This documents the complexity of
the related processes and suggests that more measurements are necessary to obtain an improved
understanding of ABL processes over the complete spectrum of different lead geometries.

Other modeling studies than those already mentioned concentrated for example on the forma-
tion of the plume, which is the region influenced by the individual convective elements (thermals)
emanating from leads, and on the development of the convective internal boundary layer over
leads. We define the ABL height as the height of the lower boundary of the capping inversion.
The upper boundary of the growing plume is the height of the internal convective boundary layer
(see also Fig. 1.3 in Sect. 1.2.). It starts with zero at the upstream edge of the lead and can
reach the ABL height over the lead or in some distance downstream of it. In case of penetrating
convection the plume influences the ABL height so that its upstream and downstream values can
differ.

It was found that the plume characteristics depend on lead width, lead ice cover, wind speed,
upstream stratification of the ABL, and the inversion strength (Glendening, 1995; Pinto et al.,
1995; Zulauf and Krueger, 2003b,a; Alam and Curry, 1995). As shown by Lüpkes et al. (2008a)
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3.2 Case studies of the boundary layer development and turbulent fluxes over wide leads

such characteristics are important for the development of parametrisations for models whose
grid sizes are small enough to resolve leads, but too large to resolve the detailed structure of
convective plumes. They found that there is a core region in plumes with vertical heat transport
along the vertical gradient of potential temperature, but with counter-gradient transport in the
outer regions. Finally, with their non-local parametrisation accounting for the latter effect they
could reproduce results of an LES model that was used earlier also by Weinbrecht and Raasch
(2001). These studies were valid for wind speeds exceeding 2.5m s−1. Esau (2007) showed that
the flow structure over leads can be much more complex when the geostrophic wind speed is
close to zero. Finally, all these studies reveal that the investigation of the lead impact is still in
an early stage and more research is necessary to gain a better insight into the processes over
leads and their impact on the polar ABL. Our present knowledge of the upper layer processes
over leads is mainly based on modeling studies, since observations are rare.

Hence, the aircraft campaign STABLE (Spring Time Atmospheric Boundary Layer Experi-
ment) was carried out over the Northern Fram Strait in spring 2013 to extend the available data
base related to the lead impact on the ABL. The presentation and analysis of results from STA-
BLE forms the main goal of the present work. The following questions are addressed: How strong
is the impact of individual leads on the mean and turbulent quantities in a region of a few tens
of kilometers downstream of the leads? How strongly does the heat input from leads influence
the vertical and horizontal structure of the atmospheric boundary layer over leads? Which flight
patterns (lead parallel or lead orthogonal flight sections) are most suitable to derive turbulent
fluxes over leads? How do lead ensembles affect the near-surface atmospheric temperature on
larger scales of a few hundred kilometers?

Here, we lay the focus on the small-scale analysis of measurements over four leads and on the
related variability of the ABL impact dependent on the meteorological forcing and sea ice cover
on the leads. In addition, we evaluate the lead impact on regional scales using transect flights
of up to 300 km length to analyze the atmospheric temperature change related to a changing
lead coverage. The STABLE dataset forms a valuable basis for future modeling studies since
necessary input data, such as inflow profiles, surface temperatures, and geostrophic wind, are
provided.

The study is organized as follows: Case studies of the ABL development over and downstream
of four different wide leads are presented in Sect. 3.2. This includes the analysis of mean and
turbulent quantities. The flux calculation procedure, as well as investigations of the optimal flight
length and orientation of flight sections relative to the leads for flux measurements are presented
in Sect. 3.3. The regional impact of a variable lead cover on the atmospheric temperature is
analyzed in Sect. 3.4, followed by a discussion and conclusions in Sect. 3.5.

3.2 Case studies of the boundary layer development and turbulent fluxes
over wide leads

To analyze the lead impact on the atmospheric boundary layer meteorological measurements
were conducted in 2013 during the campaign STABLE over the sea ice covered region of the
Fram Strait using the Polar 5 research aircraft of the German Alfred Wegener Institute. Since the
largest impact of leads can be expected when temperature differences between the lead surface
and the advected air are large, the campaign was carried out in March, when the near-surface
air temperatures usually reach very low values between -20 and -35 ◦C during off-ice air flow
from the north. In this section, results of the flight patterns over four individual wide leads are
presented and analyzed. The flights took place on 10, 11, 25, and 26 March 2013. The flight
patterns consisted of several short flight sections in the very close environment of the leads and
aimed at the detailed measurement of the ABL structure. An overview of the flight sections is
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3 Influence of leads on the atmospheric boundary layer

given in Fig. 3.1.
It is important to understand that the selection of leads aboard the approaching aircraft at

roughly 2000m height was difficult due to the often curved shape and variable width along the
leads. Another challenge was to estimate thin-ice conditions on the lead in advance, which was
necessary since once the decision was made for a specific lead it could not be changed without
significant loss of flight time. We tried to select straight lead sections with almost constant
width, but this was not possible without compromise. Finally, four cases were found which
differed strongly from each other with widths of 1.6, 2.1, 2.3, and 8.3 km, respectively, and
lengths of lead sections from 5.0 to 20.5 km. Furthermore, all leads differed by their sea ice
cover. A list of the lead characteristics can be found in Table 3.1. All four leads were chosen
because the prevailing winds were nearly perpendicular to the leads and no clouds were present.

The flight patterns consisted of low-level flights roughly perpendicular to the lead and along
the wind to study the near-surface impacts, supplemented by saw-tooth patterns on 11 and 25
March along the same direction that give insight into the vertical ABL structure downstream
of the lead. In addition, lead parallel flight legs were conducted at different heights at various
distances to the upstream lead edge. Thus, some sections were located in the convection regime
over the lead and some in the region over ice. In the following, all indicated distances x will be
relative to the upstream edge of the corresponding lead.

In the next sections, we describe the evolution of temperature, humidity, wind speed and
direction, as well as the growth of the internal boundary layer downstream of the leads based on
these flight patterns. Furthermore, we present profiles of turbulent fluxes of heat and momentum
derived from the parallel flight legs. A detailed description of the flux calculation procedure and
the data quality control can be found in Sect. 3.3.
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Figure 3.1: Lead patterns during STABLE over the Fram Strait. The contour shows the 70%
AMSR-2 ASI ice concentration on 25 March 2013 (data from http://www.iup.uni-
bremen.de:8084/amsr2/). All flights were operated from Longyearbyen (LYR). The leads
were located below the flight sections and oriented approximately in east-west direction.
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3.2 Case studies of the boundary layer development and turbulent fluxes over wide leads

Table 3.1: Lead characteristics

Date Lead width Lead length Ts
a Wind speed Inflow angleb

(km) (km) (◦C) (m s−1) (◦)

10 March 2013 2.3 6.5 -10.7 ± 3.9 5.5 85

11 March 2013 8.3 20.5 -6.6 ± 3.2 10.5 90

25 March 2013 2.1 15 -17 ± 0.4 8.0 110

26 March 2013 1.6 5 -5.8 ± 3.8 7.5 105

a mean surface temperature and standard deviation
b angle between wind vector and lead orientation; 90◦ represent a flow perpendicular to the lead

3.2.1 10 March 2013

In the first case study, we consider a lead of about 2.3 km width and 6.5 km length (Fig. 3.2a). It
was covered by thin ice and fractional open water areas resulting in an average surface temperature
(Ts) of about -10.7 ◦C (Fig. 3.2b). The flight pattern consisted of a low-level flight leg of about
15 km length at 45m height orthogonal to the lead and along the direction of the surface wind.
One stack of lead parallel sections was flown over the center of the lead at x = 1.3 km distance
from the upstream lead edge and the second one at the downstream edge at x = 2.3 km. The
small offset of only 1 km between the two staggered sections was chosen because sea smoke
developing over the lead indicated only a small downstream drift of the plume. In addition,
we conducted fast ascending or descending flight legs to derive profiles at the upstream and
downstream sides of the lead, at x = -7 km and x = 10 km, respectively.

Measured meteorological variables along the cross-leg and the sensible heat fluxes derived
from the parallel legs at 35m height are shown in Fig. 3.3. Near-surface sensible heat fluxes were
about 58Wm−2 at the center of the lead and decreased to about 17Wm−2 at the downstream
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Figure 3.2: (a) Overlay of surface temperatures from MODIS (available through
http://reverb.echo.nasa.gov) and the aircraft-based IR-scanner with flight legs orthog-
onal (solid line) and parallel to (dashed lines) the lead for the case studies on 10 March. The
arrow denotes the wind direction. (b) Corresponding photograph of the same lead and flight
legs. The numbers indicate the heights of the different legs.
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10 March
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Figure 3.3: (a) Sensible heat flux derived from parallel (circles) and cross (diamonds) legs, (b) surface
temperature, (c) air temperature, and (d) specific humidity on the cross leg on 10 March
2013 as a function of the distance to the upstream end of the lead. The flight height is
approximately 45m. The shaded area denotes the lead extent and the dashed line the starting
point of a secondary lead. For temperature, a running mean over a distance of about 350m
(dark line) is shown in addition to the high-frequency data (light line).

edge. Here and in the following, positive values refer to upward sensible heat fluxes and negative
ones to downward fluxes. The positive fluxes caused a total increase of the air temperatures (Tair )
by about 0.8 ◦C over the lead. Downstream of the lead, between x = 3 km and x = 9 km, Tair
decreased by 0.7 ◦C until a secondary lead was reached. This temperature decrease was related
to small negative heat fluxes of about -1.5Wm−2 in the newly developing internal boundary layer
(IBL) over the ice. Here, data from the cross leg could be used to derive turbulent fluxes since
ice conditions downstream of the lead were homogeneous enough. A similar behaviour as for
temperature was found for the specific humidity with an increase of about 0.05 gkg−1 over the
lead and a subsequent decrease at the downstream side.

We can get a first impression of the lead effect on the whole ABL column by considering the
vertical profiles of potential temperature shown in Fig. 3.4a. The symbols represent averages

36



3.2 Case studies of the boundary layer development and turbulent fluxes over wide leads

over each horizontal flight leg and the error bars indicate the standard deviation. Unfortunately,
the potential temperature profile at x = -7 km upstream of the lead was located downstream of
another lead and therefore the ABL stratification and temperature do not represent the inflow
conditions very close to the upstream end of the lead. Nevertheless, we can use the profile to at
least estimate the approximate ABL height upstream of the lead to about 95m. The temperature
profile derived from the horizontal stack at the lead center shows a slightly unstable and thus
convective IBL of already 60m thickness that was capped by an inversion.

Simultaneously, the sensible heat flux linearly decreased at this position from about 58Wm−2

at 35m height to 26Wm−2 at 55m, and nearly 0Wm−2 at 65m (Fig. 3.4b). The top of the
convective layer is between 65 and 75m at x = 1.3 km indicated by the lower shaded area in
Fig. 3.4. At x = 2.3 km, the convective IBL had grown further to a height exceeding 100m
(upper shaded area in the figure) and the potential temperature at 60m height had increased by
about 0.5 K.

The IBL growth between x = 1.3 km and x = 2.3 km is also visible in the sensible heat flux
profile at 2.3 km, where positive fluxes now occurred up to a height of 90m and small entrainment
fluxes of about -6Wm−2 were present at 110m height. During the horizontal flight legs above
60m at the lead center and at 138m at the lead edge, we observed intermittent turbulence
indicating that in these levels the plume was penetrating the capping inversion (see below). The
impact of the plume in the layer between 100m and 140m height is also evident from the large
temperature difference of up to 4K between the profiles at x = 2.3 km and x = 10 km. The
profiles at 1.3 and 2.3 km show also a much less stably stratified layer than the upstream profile
below 150m height.
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Figure 3.4: Profiles of (a) potential temperature, (b) sensible heat fluxes, and (c) momentum fluxes on
10 March. The different symbols represent the distance of the flight leg from the upstream
edge of the lead. (d) The positions of the flight legs are indicated in the cross-section of the
surface temperature. Open symbols mark legs with intermittent turbulence (see text). The
horizontal dashed line and the horizontal shaded areas mark the upstream ABL height and
the IBL heights derived from the potential temperature profiles.
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3 Influence of leads on the atmospheric boundary layer

The localized burst through the inversion layer is visible in the measurements of potential
temperature and vertical wind along the horizontal legs above the inversion. Figure 3.5a,b shows
an example of the flight leg in 138m height at the downstream edge of the lead. The non-
periodic fluctuations associated with intermittent turbulence are clearly different from the fully
developed turbulence observed in the plume at 38m height (Fig. 3.5c,d). The classical method for
deriving turbulent fluxes is not applicable for intermittent turbulence. Nevertheless, we included
the calculated flux values and marked them specifically in the figures to indicate heights at which
intermittent turbulence is present.

The plume effect on the inversion is not any more visible in the temperature profile at 10 km
downstream, where the inversion strength was comparable to the upstream conditions. The ABL
over the ice was stably stratified starting already from the lowest measurement height of about
40m and the height of the inversion base decreased again to 80 to 90m, which was probably
due to the cooling of the ABL over the ice downstream of the lead. Compared to the profile at
the center of the lead, potential temperatures at 50m height increased by about 1.5 ◦C, which
demonstrates that the overall impact of the lead is still strong at a position 10 km downstream
of it.

The profiles of sensible heat fluxes also provide useful information about the plume structure.
At the downstream edge of the lead the maximum fluxes of 26Wm−2 occurred at 55m height,
rather than near the surface, where smaller fluxes of only 17Wm−2 were found. This decrease
of the flux near the surface can be explained by the plume inclination over and downstream of
the lead and by the development of a new stable IBL below the plume over the sea ice. At
x = 2.3 km, the higher measurement levels were more in the center of the plume than the lowest
level, while the flux at higher levels was still influenced by the convective plume emanating from
the lead.

The momentum fluxes were very small over the lead center, with values below 0.05Nm−2

(Fig. 3.4c). They increased over the downstream edge of the lead with maximum values of
about 0.15Nm−2 at the plume center between 60 and 90m height. As for sensible heat flux the
momentum flux downstream of the lead was smaller at 35m height than at 55m. A plausible
explanation is that the higher level is influenced by the inclined convective plume with strong
turbulence while the 35m level is below the plume’s lower boundary.
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March at heights of 138 (a,b) and 38m (c,d).
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3.2 Case studies of the boundary layer development and turbulent fluxes over wide leads

3.2.2 11 March 2013

For the second lead pattern on 11 March we consider a much wider lead of 8.3 km width and
20.5 km length with a complex ice cover and stronger winds of about 11m s−1 (Fig. 3.6). The
ice thickness increased in downstream direction, starting with an area covered by open water
and frazil ice in the first 1.7 km (Fig. 3.7b). According to the visual observations during the
flight it was followed by a region covered with grey nilas until the downstream end of the lead
at x = 8.3 km. Further downstream of this region, white nilas was observed until thick pack
ice was reached at x = 28.1 km. The observed surface temperatures were -2 ◦C over the frazil
ice and gradually decreased to -15 ◦C over the grey nilas, followed by nearly constant surface
temperatures of -15 ◦C over the white nilas and -21 ◦C over the thick pack ice.

The flight pattern consisted of a low level flight leg at about 50m height orthogonal to the
lead and parallel to the wind direction and of a vertical saw tooth pattern approximately along
the same track (Fig. 3.6). Two stacks of lead parallel horizontal flight legs were located over
the lead, in the grey nilas region at x = 4.4 km, and at x = 10 km over the white nilas region.
Near-surface sensible heat fluxes derived from these cross legs were about 160Wm−2 over grey
nilas and decreased to about 58Wm−2 over white nilas (Fig. 3.7a). As on 10 March, the cross
leg could be used to derive near-surface turbulent fluxes further downstream. Sensible heat fluxes
over the white nilas were still positive but with small values of 8 to 12Wm−2.

Along the cross-section at a flight altitude of approximately 50m the air temperature increased
continuously over the lead, from -23.2 ◦C upstream to about -21.6 ◦C at the downstream edge
(Fig. 3.7c). Here, we use a linear approximation only to compare the temperature increase rates
of different flight sections. The increase rate over the grey nilas region amounted to about
0.2 ◦C km−1. The air temperature increase continued over the white nilas region, but with a
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pattern and the arrow denotes the wind direction.
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Figure 3.7: (a) Sensible heat flux derived from parallel (circles) and cross (diamonds) legs, (b) surface
temperature, (c) air temperature, and (d) specific humidity on the cross leg on 11 March
2013 as a function of the distance to the upstream end of the lead. The flight height is
approximately 50m. The shaded area denotes the lead extent and the dashed line the starting
point of the thick ice cover. Dotted lines in (c) and (d) indicate the rates of temperature and
humidity increase.

slower rate of about 0.05 ◦C km−1, to Tair =-20 ◦C at 28.1 km and stayed constant further
downstream over the thick ice region. The specific humidity showed a similar increase (Fig. 3.7d)
from 0.43 g kg−1 upstream to a constant value of about 0.63 g kg−1 over the thick ice. The saw
tooth pattern orthogonal to the lead can be used to derive vertical cross-sections of potential
temperature and wind speed (Fig. 3.8a,c). According to these cross-sections, the ABL was
stably stratified upstream of the lead with a vertical gradient of potential temperature of about
0.018Km−1 and an inversion height of about 190m (Fig. 3.8b). Over the lead, a convective
IBL developed whose thickness increased with increasing distance from the upstream lead edge
reaching the inversion at x = 10 km. Its base was at this position in the same height as at the
upstream side of the lead. Further downstream, the IBL continued growing to a maximum height
of about 230m at x = 20 km and thus penetrated the lower levels of the capping inversion (brown
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3.2 Case studies of the boundary layer development and turbulent fluxes over wide leads

profile in Figure 3.8a,b). The ABL was well-mixed between 10 and 35 km downstream of the
inflow edge of the lead and returned to a stable stratification further downstream. Along the way,
the whole ABL column warmed by about 3 ◦C. Thus, the stratification of the upstream profile
was restored far downstream of the lead but on a warmer level.

The wind speed upstream of the lead showed a low level jet (LLJ) with a broad maximum
of about 12.5ms−1 at heights between 120 and 230m (Fig. 3.8d). This LLJ was weakened
further downstream, in the well-mixed region between x = 10 km and x = 35 km, with a wind
speed of about 10.5ms−1. It reached its original strength when the ABL stratification stabilized
downstream of x = 35 km.

Profiles of turbulent fluxes derived from the lead parallel flight legs are shown in Fig. 3.9.
The sensible heat flux over the grey nilas, at x = 4.4 km, decreased from 160Wm−2 at 45m to
about 56Wm−2 at 85m height. The saw tooth profiles of potential temperature suggest that
the convective IBL had grown to a height of about 140m at this position. As in the case of 10
March, the horizontal flight sections at 170m height documented again intermittent turbulence,
indicating the penetration of the plume into the inversion layer. It is notable, that at this position
we measured counter-gradient fluxes. This means that there were positive sensible heat fluxes
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Figure 3.8: Horizontal cross-sections of (a) potential temperature and (c) wind speed derived from the
saw tooth leg on 11 March 2013. The dashed line represents the height of the IBL. Profiles
of (b) potential temperature and (d) wind speed averaged over the regions marked in (e).
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Figure 3.9: Profiles of (a) potential temperature, (b) sensible heat fluxes, and (c) momentum fluxes on
11 March. The different symbols and lines represent the distance of the flight leg from the
upstream edge of the lead. The positions of the flight legs are indicated in the cross-section
of the surface temperature (d). Open symbols mark legs with intermittent turbulence (see
text). The horizontal dashed line and the horizontal solid lines mark the upstream ABL height
and the IBL heights derived from the potential temperature profiles of the saw tooth leg.

at 85m height, even though the potential temperature gradient derived from the corresponding
saw tooth profile between 60 and 100m was also positive. Over the white nilas, at 10 km, the
convective IBL had grown approximately to the inversion height of the upstream flow and sensible
heat fluxes linearly decreased from about 58Wm−2 at 40m height to -5Wm−2 at 170m.

The profiles of momentum flux showed a similar behaviour (Fig. 3.9c). Near-surface mo-
mentum fluxes were larger over the grey nilas, with about 0.40Nm−2 at 50m, and decreased to
about 0.16Nm−2 at 40m over the white nilas.

3.2.3 25 March 2013

A lead of 2.1 km width and about 15 km length could be studied on 25 March (Fig. 3.10). It was
mostly covered by white nilas with small embedded areas of grey nilas and open water. The ice
surface temperature was about -17 ◦C, resulting in a temperature difference to the surrounding
thick ice of only 8 ◦C (Fig. 3.11b).

As for the lead on 11 March, a low level flight leg at 35m was conducted perpendicular to the
lead and nearly parallel to the wind direction, supplemented by a saw tooth leg at the same track
(Fig. 3.10) approximately. Stacks of lead parallel flight legs at different heights were conducted
over the center of the lead, at a distance of 1.3 km to the upstream edge, slightly downstream
of it, at x = 2.7 km, and further downstream, at x = 4.3 km.

The relatively small difference between surface and air temperatures together with a moderate
near-surface wind of about 7.5ms−1 caused also small sensible heat fluxes (Fig. 3.11a) derived
from the parallel legs. They amounted to only 13 to 16Wm−2 over the lead center and slightly
downstream of it and were thus much smaller than in all other cases. Further downstream, at
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Figure 3.10: Overlay of surface temperatures from MODIS (available through
http://reverb.echo.nasa.gov) and the aircraft-based IR-scanner with flight legs or-
thogonal (solid lines) and parallel to (dashed lines) the lead for the case studies on 25
March. The zig-zag curve indicates the saw tooth pattern and the arrow denotes the wind
direction.

x = 4.3 km, they were even negative with a value of -5.5Wm−2. Fluxes derived from the cross
leg indicate that heat fluxes remained negative over the ice up to a distance of 15 km.

It is remarkable that despite the small sensible heat fluxes over the lead, the air temperature
increased by about 1.2 ◦C to -24.3 ◦C along the flight leg orthogonal to the lead at 35 to 40m
height (Fig. 3.11c). The air temperature reached a maximum value at x = 8 km and decreased
further downstream to -25.4 ◦C at a distance of 16 km. The specific humidity (Fig. 3.11d)
showed a similar behaviour along the cross leg with an increase over the first lead from 0.36 to
0.43 g kg−1. However, the humidity did not return to the upstream value but showed a plateau
of 0.39 g kg−1 between 10 and 14 km.

In the vertical cross-sections derived from the saw tooth pattern (Fig. 3.12), we found a
similar situation as on 11 March. The figure shows that the ABL upstream of the lead was stably
stratified already at the lowest flight level at 40m. The observed potential temperature increased
with height already near the surface by 0.014Km−1 until the much stronger capping inversion
was reached at 90 m height.

Over the lead, a convective IBL developed that penetrated about 20m into the capping
inversion reaching a maximum height of 110m at a distance of about x = 5 km (Fig. 3.12a,
see also Fig. 3.13a). Between x = 5 km and x = 10.5 km the stable stratification weakened and
strengthened again downstream of 14 km (Fig. 3.12b).

It is again remarkable that on 25 March the wind pattern (Fig. 3.12c) was very similar to
that on 11 March. Upstream of the lead and downstream of 14 km a distinct wind maximum
was found near the inversion height (Fig. 3.12d). This LLJ was absent between x = 4.5 km and
x = 10.5 km where the ABL stratification was near-neutral and probably influenced by the plume.
The associated cross leg showed also an interesting pattern of the wind direction, smoothly
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Figure 3.11: (a) Sensible heat flux derived from parallel (circles) and cross (diamonds) legs, (b) surface
temperature, (c) air temperature, (d) specific humidity, and (e) wind direction on the cross
leg on 25 March 2013 as a function of the distance to the upstream end of the lead. A
running average over a window of 10 s was applied to the wind direction data. A wind
direction of 45 ◦ represents wind from northeast. The flight height is approximately 35m.
The shaded area denotes the lead extent.

turning clockwise from 42◦ at the upstream lead edge to 51◦ at 8 km distance and back to 42◦

at x = 15 km (Fig. 3.11e). This turning of the wind direction in the low level flight coincided
with the region of the weakened LLJ. From the profiles of the saw tooth flight it is evident that
this change was only present in the lowest 60 to 80m of the ABL (not shown). This might imply
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3.2 Case studies of the boundary layer development and turbulent fluxes over wide leads

that the change in wind direction was caused by a weaker wind shear related to the change of
the LLJ. Such a pronounced change in wind direction was not observed on 11 March.

The profiles of sensible heat fluxes were very similar over the center of the lead and slightly
downstream of it (Fig. 3.13b), with positive fluxes of about 15Wm−2 at 35m height and entrain-
ment fluxes in the same order of magnitude of -21 to -12Wm−2 at 60m height. Entrainment
fluxes were still present at 60m height further downstream, at a distance of 4.3 km from the
upstream edge. Near the surface, however, small negative sensible heat fluxes were found at this
position, indicating that this level was already inside the newly developing internal boundary layer
over the thicker ice. As in the previous two case studies, intermittent turbulence was observed
at heights above the convective IBL.

The near-surface momentum fluxes were also very similar over the lead center and slightly
downstream of it, with values of about 0.2 Nm−2, and decreased to 0.1Nm−2 at 4.3 km (Fig. 3.13c).
At 60m height, the maximum of the momentum fluxes of 0.15Nm−2 was found at 2.7 km rather
than over the lead center.
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Figure 3.12: Horizontal cross-sections of (a) potential temperature and (c) wind speed derived from the
saw tooth leg on 25 March 2013. The dashed line represents the height of the IBL. Profiles
of (b) potential temperature and (d) wind speed averaged over the regions marked in (e).
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Figure 3.13: Profiles of (a) potential temperature, (b) sensible heat fluxes and (c) momentum fluxes on
25 March. The different symbols and lines represent the distance of the flight leg from the
upstream edge of the lead. The positions of the flight legs are indicated in the cross-section
of the surface temperature (d). Open symbols mark legs with intermittent turbulence (see
text). The horizontal dashed line and the horizontal solid lines mark the upstream ABL
height and the IBL heights derived from the potential temperature profiles of the saw tooth
leg.

3.2.4 26 March 2013

The lead section on 26 March was the smallest one of all considered cases with a width of 1.6 km
and a length of only 5 km (Fig. 3.14). It was only a small part of a much longer lead, which
contained, however too many curved sections to have a longer flight section than 5 km. The lead
was mostly covered by open water and frazil ice, which resulted in a large surface temperature
contrast to the surrounding thick ice of more than 20 ◦C (Fig. 3.15b) over the open water areas.
The flight pattern consisted of a low level flight leg at 35m height orthogonal to the lead and of
four stacks of lead parallel flight legs at different heights over the lead and downstream of it. The
wind direction was nearly parallel to the cross leg with a near-surface wind speed around 7.5ms−1.
The near-surface sensible heat fluxes derived from the parallel legs at about 38m height nicely
illustrate the plume propagation (Fig. 3.15a). At the center of the lead (x = 0.7 km) upward
sensible heat fluxes were relatively small with values of 20 to 30Wm−2. The reason for these
small values is probably that the top of the convective plume had just reached the measurement
height. However, large heat fluxes with a maximum of 180Wm−2 occurred at the downstream
edge of the lead, at x = 1.5 km and the plume impact was still well pronounced at x = 3 km
where upward fluxes were still between 80 and 115Wm−2. Further downstream, the fluxes at
the lowest flight leg decreased strongly and were around 0Wm−2 at x = 4.3 km.

The large sensible heat fluxes caused large fluctuations of the air temperature at 35m height
with amplitudes of up to 1.5 ◦C (Fig. 3.15c). These fluctuations occurred only between x = 1 km
and x = 3 km, which is in the region with the large upward fluxes. The temperature returned to its
upstream value of -25.1 ◦C at about x = 3 km. Concurrently, the specific humidity increased by
0.06 gkg−1 to 0.42 gkg−1 (Fig. 3.15d). But unlike the temperature signal the humidity remained
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Figure 3.14: Overlay of surface temperatures from MODIS (available through
http://reverb.echo.nasa.gov) and the aircraft-based IR-scanner with flight legs or-
thogonal (solid lines) and parallel to (dashed lines) the lead for the case studies on 26
March. The arrow denotes the wind direction. Pixels marked with crosses represent missing
data.

at an elevated level around 0.39 gkg−1 up to x = 4 km before it started to decrease further
downstream.

For this day, we have three positions for profiles of fluxes and mean meteorological parameters
derived from the lead parallel flight sections. They were located at the downstream edge of the
lead (x = 1.5 km) and further downstream at x = 3 km and x = 4.3 km. In addition, we consider
a potential temperature profile derived from an ascent at the upstream side of the lead, at
x = -1.5 km.

The upstream potential temperature profile showed a nearly neutral stratification with a
temperature gradient of 0.003Km−1 in the boundary layer (Fig. 3.16a) whose top was at about
190m (not shown). This is a much higher value than in all cases described so far. Consequently,
the convective IBL over the lead grew to larger heights than in the other cases. At the downstream
edge of the lead, at 1.5 km, there was an unstable stratification up to about 90m, indicating that
the convective IBL had already grown to a height exceeding 90m. Downstream of the lead, at
3 km, the stratification was nearly neutral with an IBL height exceeding the highest leg at 140m.

As on 10 March, the plume is also well visible in the profiles of turbulent fluxes (Fig. 3.16b,c).
At the downstream edge of the lead, at 1.5 km, sensible heat fluxes (Fig. 3.16b) linearly de-
creased from 180Wm−2 at 35m height to 90Wm−2 at 65m, and to 33Wm−2 at 95m. Again,
intermittent turbulence was found at the uppermost levels at 140m height. Downstream of
the lead, at x = 3 km, both the maximum sensible heat fluxes of 130Wm−2 and the maximum
momentum fluxes of 0.33Nm−2 were found at 65m height, rather than near the surface. This
behaviour can be well explained with the inclination of the plume’s core. Thus, the shape of the
flux profiles indicates the presence of a further internal boundary layer growing below the plume
over the pack ice downstream of the lead. This shape of the profile with an elevated maximum
is still present further downstream, at 4.3 km, but with much smaller maximum fluxes at 65m
height of 21Wm−2 and 0.20Nm−2, respectively.
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Figure 3.15: (a) Sensible heat flux, (b) surface temperature, (c) air temperature, and (d) specific humidity
on the cross leg on 26 March 2013 as a function of the distance to the upstream end of the
lead. The flight height is approximately 35m. The shaded area denotes the lead extent.

3.2.5 Atmospheric response to leads

Our four cases show the strong impact of leads on the ABL structure (temperature, humidity,
wind) not only near the surface but also throughout the entire ABL. The large differences between
the cases document the large impact of external parameters since results differ strongly from
each other with respect to the absolute values of fluxes, evolution of temperature and humidity,
and boundary layer heights. The variability of processes as a consequence of external forcing
parameters points to the difficulties that may arise in climate models when the meteorological
forcing (e.g., ABL stratification and height, inversion strength, wind field) and sea ice forcing
conditions (e.g., concentration and thickness of nilas) are only roughly reproduced. Differences
on 11 March between atmospheric variables over the regions with grey and white nilas show, for
example, the dramatic impact that an erroneous thickness of modeled new ice could have.

Especially interesting is the structure of the wind field in the two cases of 11 and 25 March,
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Figure 3.16: Profiles of (a) potential temperature, (b) sensible heat fluxes and (c) momentum fluxes on
26 March. The different symbols and lines represent the distance of the flight leg from the
upstream edge of the lead. The position of the flight legs is indicated in the cross-section
of the surface temperature (d). Open symbols mark legs with intermittent turbulence (see
text). The ABL height corresponding to the upstream potential temperature profile is 190m
(not shown).

where a low level jet was observed in the areas upstream and downstream of the lead. These
jets are often found in the Arctic in cases with stable stratification (e.g. Vihma et al., 2014).
Our new finding is that they disappeared, however, in the region influenced by the plume. To our
knowledge, this kind of interaction has never been documented in previous studies. However, a
slight hint to this phenomenon can be found in results of the LES model PALM used in Lüpkes
et al. (2008a) (Lu08) showing a very weak LLJ on the upstream side of a 1 km wide lead that
disappeared in the plume region. We stress that Lu08 considered a near-neutral stratification in
the upstream area so that differences to the observations with stable inflow can be expected and
therefore do not point to a model failure.

Dare and Atkinson (2000) modeled the wind fields over large polynyas. In one case they
considered a polynya of 30 km width that is comparable in size with our case on 11 March.
However, their ABL stratification was also near-neutral in the upstream area and the capping
inversion was at a different height (500m) than on 11 March. This might explain why no LLJ
was produced by the model. But it does not explain the large differences concerning the increase
in near-surface wind speed which amounted several ms−1 over and downstream of the polynyas
in the model result compared with the measured increase of less than 1ms−1 on 11 March.

Also the measurements of the plume development and turbulent fluxes can be compared to
results of modeling studies. We consider once more the results of Lu08 and another study with
PALM carried out by Weinbrecht and Raasch (2001). Both modeling studies differ from each
other and from our cases by the external forcing. Even though Weinbrecht and Raasch (2001)
modeled the plume growth in a stably stratified ABL, the considered lead was only 200m wide
and the maximum wind speed of 5ms−1 was smaller than values observed in most of our cases.
Despite these differences, the observed shape of our heat flux profiles agree well with their model
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3 Influence of leads on the atmospheric boundary layer

results. As in their study, we observed - as expected in homogeneous and stationary conditions
- linearly decreasing heat fluxes with height over the center of the lead, but an elevated flux
maximum over the sea ice area downstream of the lead indicating the core of the plume. Thus,
we conclude that non-linear flux profiles can exist in the close environment of leads. These results
are also in line with the findings by Lu08 despite the mentioned differences in the lead width and
meteorological forcing.

Lu08 pointed out that a local closure is not suitable to model turbulent fluxes over leads. In
particular, they found regions of gradient independent and even counter-gradient heat transport
in the outer regions of the plume (see their Fig. 5). Despite the large differences in the inflow
conditions with respect to stability, we observed indications of this process in our measurements.
On 11 March, we observed a near-neutral or slightly stable stratification over the lead below 85m
height concurrent with upward sensible heat fluxes exceeding 50Wm−2. A similar situation was
found on 26 March slightly downstream of the lead (x = 3 km), where upward heat fluxes were
measured between 30 and 60m height, even though the stratification was near neutral.

Of special interest in our measurements is also the observed entrainment. The plume pen-
etration through the lowest levels of the capping inversion was evident from elevated inversion
heights (especially in the case of 10 March) as well as from negative sensible heat fluxes and the
presence of intermittent turbulence near the inversion levels. The large impact of the entrainment
on the ABL temperature is visible in the case study on 25 March. Here, a large near-surface
temperature increase exceeding 1 ◦C was observed, although the near-surface sensible heat fluxes
were smaller than 50Wm−2. The comparison with the results of a corresponding modeled case
in Lu08 (potential temperature increase < 0.2K, heat flux 51Wm−2) shows that such a small
flux could not explain this large temperature effect even if the very shallow boundary layer of only
90m would be taken into account. In addition, the near-surface temperature maximum on 25
March was located about 6 km downstream of the lead, rather than directly at the downstream
edge as on 10 March and in the Lu08 case. Such an increase of temperature downstream of the
lead cannot be explained by an effect of surface fluxes. Thus, the large observed entrainment
fluxes exceeding 30% of the surface fluxes probably had a large contribution to the observed
temperature increase.

3.2.6 IBL growth

The IBL growth derived from the saw tooth patterns of the two case studies on 11 and 25 March
can be compared to different parametrisations of the IBL growth over leads and polynyas that
are available in the literature. First, we consider a formula by Glendening and Burk (1992) for
the maximum penetration height hmax of a plume originating from a lead in a stably stratified
flow with a height constant potential temperature gradient in the whole layer, rather than for the
height of the internal convective boundary layer. It is given by

hmax =

(
w ′θ′s ·X2

v · ∂θ∂z

)1/3
, (3.1)

where w ′θ′s is the surface temperature flux over the lead, X is the lead width, ∂θ/∂z is the
upstream mean vertical gradient of the ABL potential temperature, and v is the lead orthogonal
wind component upstream of the lead. For a validation of this parametrisation we determined
w ′θ′s from our measurements by extrapolating the fluxes at higher levels linearly to the surface.
Inserting our measurements (see Table 3.2) in Eq. 3.1 we obtained hmax = 380m on 11 March and
hmax = 120m on 25 March. The value on 25 March is close to the observed maximum IBL height
of 110m, while the value on 11 March is much larger than the height of the upstream inversion
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Table 3.2: Measurements used to calculate IBL heights

11 March 2013 25 March 2013

Lead width X (km) 8.3 (28.1) a 2.1

Temperature flux w ′θ′s (Kms−1) 0.15 (0.06) a 0.04

Lead orthogonal wind speed v , |~v | (ms−1) 10.5 8

Potential temperature gradient ∂θ/∂z (Km−1) 0.018 0.014

10m wind speed b |~v10| (ms−1) 5 (3-7) 4.5 (3-6)

Entrainment rate b,c β 0.09 (0-0.17) 0.28 (0.2-0.35)

a grey and white nilas, respectively
b values in parentheses give the possible range derived from the measurements
c ratio between entrainment flux and surface heat flux

of about 190m. This illustrates that this parametrisation is only applicable when theoretical
maximum plume penetration heights are smaller than the inversion height of the inflow, which is
the case, for example, for narrow leads or small surface heat fluxes.

The growth of an internal boundary layer after abrupt changes of surface roughness, and
surface temperature and humidity has been the subject in many previous studies. An overview
can be found in Garratt (1990) and Savelyev and Taylor (2005). In the following we focus on
surface temperature changes only and discuss selected parametrisations of the IBL growth.

A formulation for the upper plume boundary h, which is equivalent to the height of the
internal convective boundary layer, as a function of distance to the position of the abrupt surface
temperature change has been proposed by Venkatram (1986) for sea-breeze applications as

h(x) = zi

{
1− exp

(
−
x

bzi

)}1/2
. (3.2)

In Venkatram’s original formula x is a distance over land downstream of open water and he
assumes constant upward heat flux over land. For our application over leads we can interpret
x as the distance from the lead’s upstream edge. The IBL growth is limited by the height of
the upstream inversion zi and thus entrainment within the inversion layer is not accounted for.
b is an empirical dimensionless constant that was left to be determined. We can estimate the
value of this constant to b = 40-60 over the leads using our IBL heights on 11 and 25 March.
However, using these values the IBL height is strongly underestimated in the region downstream
of the lead (not shown). Such a deviation can be expected because Vekatram’s formula was
derived only for the IBL growth over the heated area and not on its downstream side.

This was different in another but similar formulation that was derived by Lu08 for the IBL
growth over a small lead. Their focus was on the evolution downstream of the lead and especially
on the weakening of turbulence in this area. They arrived at

h(x) = zi

{
1− exp

(
−
x

D

)}3/2
, (3.3)

where the turbulence decay length scale D is defined as

D =
3

2a

(
|~v |3
g
θ0
w ′θ′s

)1/3
z
2/3
i . (3.4)
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a is the plume inclination, which they determined to a =2.3 for a neutral upstream stratification
and for a lead width of 1 km. In contrast to Glendening and Burk (1992), Lu08 did not include
the latter as a parameter in their equation since they considered mainly leads of the same widths.
Figure 3.17 illustrates that this model captures the IBL growth reasonably well on 25 March but
overestimates the growth rate during the first 3 km on 11 March. This overestimation can be well
explained by the neglect of stratification since one can expect that a plume penetrates upward
more slowly in a stable environment than under neutral conditions. Using a plume inclination
constant of a =0.9 (assuming a more inclined plume) improves the agreement on 11 March. Thus,
unlike the parametrisation by Venkatram (1986), the Lu08 parametrisation captures well the IBL
growth both over the lead and downstream of it when the parameters are chosen adequately.
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Figure 3.17: Height of the internal convective boundary layer as a function of distance to the lead on
(a) 11 March and (b) 25 March. The full line represents the IBL height derived from the
measurements and their uncertainty range. The IBL height calculated using the formula by
Lüpkes et al. (2008b) with original plume inclination a is given as a dashed line and with
adjusted a as a dotted line. The dashed dotted line represents the model by Renfrew and
King (2000) and the circle line the model by Weisman (1976) with the values specified in
Table 3.2.
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3.3 Calculation of turbulent fluxes for horizontal flight legs

Other models of the IBL growth suggest a dependence of h on the square root of the fetch x .
For the growth of a thermal IBL over land during sea-breeze conditions Weisman (1976) (W76)
proposed

h(x) =

√
2 · w ′θ′s
∂θ
∂z |~v10|

· x, (3.5)

where |~v10| is the wind speed at 10m height. A similar analytical formulation can be derived using a
model that was developed for the IBL growth over polynyas by Renfrew and King (2000) (RK00).
Assuming constant surface fluxes, their equation for dh/dx can be analytically integrated. This
results in Eq. 3.5 but multiplied with a factor

√
1 + 2β where beta is the entrainment rate they

introduced.
It is important to note that in this model x denotes the fetch over the polynya or lead area

and therefore it is not applicable downstream of a lead. To determine h we used constant surface
fluxes derived from our measurements (Table 3.2). Note that w ′θ′s is x-dependent in the original
formulation by RK00, while we used a constant value over the lead. The same value was also used
to extrapolate the solutions to the downstream region for which the model was not developed
originally.

Near-surface input values for |~v10| can only be determined very roughly from our aircraft
measurements in or above 30m height. It is also challenging to derive β from our measurements
at discrete heights because we might not have captured the heights of the maximum entrainment
flux. Nevertheless, we found that choosing these values in the range given in Table 3.2 suggested
by our measurements the modeled IBL growth agrees very well over the leads on 11 March and on
25 March. On the downstream side, the extrapolation (see above) on 25 March underestimates h
by up to 25% at 3 and 4 km distance and reaches the capping inversion 1 km later than observed
(Fig. 3.17).

It is evident from comparing the IBL growth using the models by RK00 and W76 that entrain-
ment is an important factor. The W76 model without entrainment underestimates the growth
speed of the IBL already over the lead (Fig. 3.17). On 25 March, where the entrainment rate
amounted to about 30%, the IBL height at x = 2 km was underestimated by 10 to 20%.

3.3 Calculation of turbulent fluxes for horizontal flight legs

As mentioned in Sect. 3.2, profiles of turbulent sensible heat and momentum fluxes were derived
from the flight legs parallel to the leads at different heights and different distances to the inflow
margin. In the following sections, we describe details of the flux calculation procedure, error
estimation, and data quality control. Furthermore, we analyze the optimal length of the flight
legs used to derive turbulent fluxes and compare fluxes obtained from flight sections parallel and
perpendicular to the leads.

3.3.1 Flux calculation and sampling error

Using the fast measurements of the nose boom we applied the eddy covariance method to
calculate turbulent fluxes of heat (H) and momentum (τ ), where H is given by

H = ρ̄cpw ′θ′. (3.6)

The prime denotes the turbulent fluctuations, ρ̄ is the mean density and cp =1005 J kg−1 K−1 is
the specific heat capacity of air. For measurements at a fixed location the bar denotes temporal
averaging. Assuming horizontal homogeneity and stationarity, this can be transformed to a
spatial averaging for measurements from a moving platform, such as an aircraft. The surface
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stress vector is
τ = (τx , τy ) = −ρ̄(u′w ′, v ′w ′), (3.7)

with the turbulent fluctuations u′ and v ′ of the horizontal wind components. In the following, we
consider the absolute value of the turbulent momentum flux:

|τ | = ρ̄

√
u′w ′

2
+ v ′w ′

2
. (3.8)

An often used method to estimate the sampling error of turbulent fluxes has been suggested
by Sreenivasan et al. (1978). It was derived from estimates of the integral time scale of the flux
under stationary and near-neutral conditions. The relative sampling error is then given by

ε = α

√
z

Uγ
, (3.9)

where z is the measurement height, γ is the sampling interval, and U is the advection speed of
the air along the measurement probe, that is the ground speed of the aircraft. α is an empirical
constant that has been determined to α = 5 for sensible heat flux under convective conditions
over the Ronne Polynya by Fiedler et al. (2010). We used the same value for momentum flux
since the results by Sreenivasan et al. (1978) suggest that α for momentum flux should not be
larger than α for heat flux.

3.3.2 Data quality control and filtering

The complex shapes of leads pose difficulties in measuring turbulent fluxes since one requirement
for using the eddy covariance method is horizontal homogeneity. When the inflow boundary of
the lead is not straight the assumption of horizontal homogeneity is not always valid, as can be
seen for the lead on 25 March in Fig. 3.18a.

Here, the geometric shape of the lead caused different fetch lengths over the lead along the
flight legs parallel to the outflow boundary. This means that in case of a longer fetch (position
P2 in Fig. 3.18b) the convective IBL at the aircraft position had already grown further and the
near-surface temperatures were already higher than at positions with a smaller fetch (P1). The
two positions marked in Fig. 3.18a had fetch lengths of 2 and 3 km, respectively, resulting in
an air temperature difference of 0.7 ◦C. This caused a pronounced temperature variability along
the flight section with horizontal wavelengths of about 4 to 5 km superimposed by microscale
temperature fluctuations. This effect was observed in both flight legs and, less pronounced but
still visible, also at higher altitudes (not shown). The time difference between the lowest and the
highest legs was about 30min, which indicates that this variability on a scale of about 4 km was
caused by the lead geometry rather than by a non-stationary temperature field.

The impact of the curved inflow boundary was also visible in the frequency weighted cospectra
of vertical wind and potential temperature (Fig. 3.18c,d, solid blue lines represent the unfiltered
data), where there is power at low frequencies below 0.1Hz. This additional power had mostly
positive values for leg 1 and mostly negative values for leg 2 resulting in a large difference of
the sensible heat fluxes for these two legs of about an order of magnitude (see below). Further
insight into this issue can be gained by looking at ogives (Friehe et al., 1991). These are given
by the cumulative integration of the cospectrum between the highest measured frequency and
the lowest frequency:

Ow,x(f ) =

∫ f

∞
Cow,x(f̃ )df̃ . (3.10)

Here, x can be replaced by θ, u, or v for fluxes of sensible heat or momentum, respectively.
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Figure 3.18: (a) Surface temperatures of the lead on 25 March 2013 measured with the IR-scanner. The
solid and dashed lines represent two flight legs at 35m height, the arrow denotes the wind
direction and the dotted lines indicate the fetch over the lead. (b) Air temperatures along the
two lead parallel flight legs. The dotted lines mark the same positions as in (a). Frequency
weighted cospectra of vertical wind and potential temperature for leg 1 (c) and leg 2 (d).
High-pass filtered cospectra at 0.1 Hz are additionally shown with red dashed lines. They are
offset by 0.02Kms−1 for clarity. Ogives for the sensible heat flux H = ρ̄cpw ′θ′ for leg 1 (e)
and leg 2 (f) derived from the original (blue lines) and filtered (red lines) cospectra.
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3 Influence of leads on the atmospheric boundary layer

Multiplying Owθ with ρ and cp gives the cumulative sensible heat flux (Fig. 3.18e,f, blue lines).
The flux values of the unfiltered curves amount to 20.7Wm−2 for leg 1 and 2.6Wm−2 for leg 2.
For stationary conditions, however, the values should be very similar for both legs and the ogives
should resemble an S-shape.

We account for this heterogeneity induced by the curved upstream lead edge affecting the
local fetches over the lead by applying a filter to the data. From Fig. 3.18c,d it is evident
that the unfiltered ogives of the two legs are very similar for frequencies above 0.1Hz but differ
substantially for lower frequencies. Therefore, we choose a high pass filter with a cut-off frequency
of 0.1 Hz and assume that all power in lower frequencies was only caused by the heterogeneity and
not by other mesoscale phenomena. After filtering, the ogives (Fig. 3.18e,f, red lines) derived
from the two legs agree much better and also the sensible heat fluxes with values of 15.6 and
13.0Wm−2 differ only slightly between the two legs. Thus in the following, all data used for the
flux calculations are high-pass filtered with a cut-off frequency at 0.1 Hz.

With a ground speed of the aircraft of about 64m s−1 a cut-off frequency of 0.1 Hz means
that all structures larger than 640m are neglected. But since the typical size of large convective
eddies is 2.5 zi (see also Fig. 3.19), where zi is the mixed layer height, and zi = 100-250m in
each of the four lead cases, we still account for the effect of these large eddies in the fluxes when
this cut-off frequency is used.

Before calculating turbulent fluxes we applied a data quality control to all flight legs as
in Friehe et al. (1991), Petersen and Renfrew (2009), and Fiedler et al. (2010). It included
inspection of the power spectra of potential temperature and the components of the wind vector,
the cumulative summation of the covariances, frequency weighted cospectra, and ogives.

Examples of power spectra for θ, u, v , and w are shown in Fig. 3.20a-d, respectively. The
power spectra of the wind components decay with a slope of -5/3, as expected in the inertial
subrange. This decay is clearly visible over two orders of magnitude, which documents the high
quality of our turbulence probe. The power spectra for potential temperature show a slight drop
for frequencies above 5Hz, which points to a too slow sensor response for these wavelengths.
However, these high frequencies only have negligible contribution to the total flux, as can also
be seen in the ogives (see below, Fig. 3.20g).
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Figure 3.19: Turbulent fluctuations of potential temperature (a) and vertical wind (b) on parts of the
low-level flight leg at 40m height over the center of the lead at x = 1.5 km on 26 March.
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Figure 3.20: Power spectra of (a) potential temperature θ, (b) vertical wind w , and horizontal wind
components (c) u and (d) v . The dashed thin lines in (a) - (d) represent the f −5/3-slope.
The shaded area marks the energy containing eddies. Further parts show (e) the cumulative
sum of the covariance of w and θ normalized by the total covariance, (f) the frequency
weighted cospectrum of w and θ, and (g) ogives of w and θ normalized by w ′θ′. The
different lines in (e) - (g) represent cases that were accepted (solid), tolerable (dashed) or
discarded (dashed-dotted). The lines in (f) were offset by 0.05mKs−1 for clarity.
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3 Influence of leads on the atmospheric boundary layer

The further quality control was based on the remaining quantities mentioned above. In the
following, we show an example of our quality check with results for three flight legs, one with
accepted data quality, another with just tolerable quality, and a third one which had to be discarded
according to our criteria.

Figure 3.20e shows the cumulative sum of the covariances normalized by the total covariance.
A constant slope indicates horizontally homogeneous fluxes. Flight legs with strongly changing
slopes were discarded. In addition, frequency weighted cospectra (Fig. 3.20f) were inspected.
For the calculation of the cospectra, the data were high-pass filtered with the cut-off frequency
of 0.1 Hz for reasons already discussed above.

In general, it is evident from the ogives (Fig. 3.20g) that mostly frequencies between 10−1 Hz
and 5Hz contribute to the flux. Flight legs for which the ogives did not show a smooth S-shape
were also discarded. In some cases the ogives were not completely smooth and the cumulative
sum of the covariances showed small changes of the slope. We considered these cases as still
"tolerable" and used them for the flux calculations.

3.3.3 Minimum leg length

Due to the large variability of a flow in convective conditions it is necessary to evaluate the
minimum length of a flight leg over a lead that is required to get an accurate estimate of the
turbulent fluxes. For this purpose, we divided the lead parallel flight legs into shorter sublegs and
compared the average flux of the sublegs to the flux derived from the total length of the flight
leg.

Figure 3.21 shows the turbulent fluxes of sensible heat and momentum averaged over all
sublegs as a function of the length of the sublegs. To make results from different flight legs
comparable the fluxes were normalized by the flux values derived from the total length of the legs
without any splitting into sublegs. All flight legs of the four case studies that passed the quality
control were used.

For sensible heat flux, averages of sublegs larger than 2.5 km deviate by less than 1% from
fluxes derived from the total leg length. However, they diverge strongly for smaller subleg lengths.
For momentum flux, the spread is larger, with deviations of 2% for leg lengths larger than 4 km
in most considered cases. About 15% of the considered cases, however, only agree within
7%. Thus, we confirm the well known result (Kaimal and Finnigan, 1994) that the accuracy is
higher for sensible heat flux than for momentum flux. Furthermore, these results confirm that,
in homogeneous conditions, our shortest lead on 26 March with a length of only 5 km is long
enough to derive fluxes with a sufficient accuracy.

The above analysis of minimum leg lengths cannot include the statistical error that arises due
to non-homogeneity of the local fluxes along the whole length of individual leads. We estimated
this effect by using sublegs of 2.5 km length and consider the flight legs over leads altogether.
It was found that the standard deviation of the sensible heat fluxes related to each leg and then
averaged over all 33 available horizontal legs is roughly 40% of the leg averaged flux. The
variability is slightly smaller for momentum fluxes with subleg lengths of 4 km. Here, the average
standard deviation within each flight leg was only about 30%.

3.3.4 Fluxes derived from cross legs

Measurements of the surface energy budget over a large sea ice covered region could be most
effective when the flight patterns could be restricted to long transect flights directed straight
ahead and crossing a large number of different leads. However, this is only possible when an
arbitrary orientation of a flight track relative to the orientation of a lead is sufficient for the
determination of fluxes. In order to estimate the uncertainties associated with this method, we
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Figure 3.21: Averages of turbulent fluxes of (a) sensible heat and (b) momentum derived from total
flight legs divided into sublegs. The flux is normalized by the value of the undivided leg and
plotted as a function of leg length. The shaded areas denote the 1 and 2% intervals (a),
and 2 and 7% intervals (b), respectively. The red vertical lines mark the derived minimum
leg lengths of 2.5 km (a) and 4 km (b), respectively.

compared sensible heat fluxes derived from parallel and cross legs to each other. Figure 3.22
exemplarily shows running averages of the sensible heat flux of the cross legs on 25 and 26 March
at about 35m height. We used averaging intervals of 0.5, 1, 2.5, and 4 km.

For the cross leg on 25 March (Fig. 3.22a), averaging lengths of 0.5 and 1 km are too short
since they induce an oscillation of the fluxes around zero. On the other hand, using an averaging
length of 4 km produces maximum fluxes of only 5Wm−2 rather than 15Wm−2. An averaging
length of 2.5 km, which is the minimum leg length derived in Sect. 3.3.3 and also the approximate
width of the lead, only slightly underestimates the fluxes but does not reproduce the plume extent
at the downstream edge of the lead.

An averaging length 2.5 km also reproduces the heat fluxes best on 26 March (Fig. 3.22b).
However, it does not capture the asymmetric shape of the plume and therefore overestimates the
fluxes over the lead center and underestimates the fluxes downstream of it. Here, the value of the
maximum flux is very sensitive to the choice of the averaging length. While 2.5 km reproduces
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Figure 3.22: Turbulent sensible heat fluxes derived from the low-level cross legs on (a) 25 March and (b)
26 March. The lines represent different intervals of the moving average. The dots are flux
values derived from the lowest parallel flight legs. The shaded areas mark the extent of the
lead.

the flux of about 180Wm−2 reasonably well, using an averaging length of only 1 km would cause
an overestimation of 100Wm−2 or 55%. One can also expect that the optimal averaging length
depends on the lead width. Therefore, we conclude from this analysis that the long parallel flight
legs are indeed necessary to quantify fluxes over leads.

3.3.5 Conclusions on flight leg selection

The advantage of the four case studies presented in the previous sections compared with earlier
airborne campaigns (Lüpkes et al., 2012b; Brümmer and Thiemann, 2002) was that the large
range of the used aircraft allowed a combination of lead-orthogonal and lead-parallel flight sec-
tions, which were in some cases supplemented by a saw tooth pattern orthogonal to the lead.
By this combination we obtained measurements representing the most detailed airborne investi-
gation of the lead effect on the atmospheric boundary layer that is - to our knowledge - currently
available.
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3.3 Calculation of turbulent fluxes for horizontal flight legs

We have shown that lead-parallel flight sections are necessary especially for the derivation of
turbulent fluxes since they are very sensitive to the chosen averaging lengths. Large differences
of up to 150% were found between sensible heat fluxes derived from lead-parallel and lead-
orthogonal flights. Thus large errors may result when sensible heat fluxes are determined along
a straight transect flight of e.g. 100 km length over sea ice with leads without any specific lead
pattern included. Depending on parameters like the lead size, true fluxes could be strongly over-
estimated but also underestimated. This finding is important when model results are compared
with previous aircraft measurements based only on straight flight sections.

However, also the lead-parallel sections have to be considered with caution when relatively
narrow leads are studied. Difficulties occurred due to the often curved structure of leads that
causes large fluctuations of fluxes (see Sect. 3.3.2) by the sudden changes of fetch lengths over
the lead area. We have approached this problem by the application of adequate filtering to the
data. Furthermore, we also observed inhomogeneous fluxes caused by changing ice cover or
heterogeneous upstream conditions along the leads.

We found that, assuming homogeneous conditions, the minimum required leg length to ac-
curately derive turbulent fluxes over leads is about 2.5 km for sensible heat fluxes and about 4 km
for momentum fluxes. Since the length of our flight sections along the leads were in some cases
close to the required minimum flight length, we encountered large sampling errors. An alternative
strategy for future investigations could consist of a repetition of the same tracks to reduce the
statistical error. However, the drawback of this method is the reduction of flight time that is
available for an additional investigation of the lead impact in the wider lead environment.

In addition, it is very useful to measure fluxes at more than one height. The measured fluxes
on 25 March showed that it is difficult to derive sensible heat fluxes at 10m height from only one
flight leg at one height inside the IBL. For very shallow boundary layers and when entrainment
is present it is not sufficient to extrapolate the profile linearly on the basis of two values, which
are the measured flux at only one level and the flux at the inversion base that is assumed to be
zero. We have shown that e.g. on 25 March this would have caused an underestimation of the
heat flux at 10m height by about 40%.

Finally, we stress that important findings were not based on flux measurements alone, but
horizontal flights at one level together with saw tooth patterns provided sufficient data to inves-
tigate the lead impact on the ABL on the basis of mean values of meteorological parameters.
Such data can be helpful also as a basis for high resolution modeling.
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3 Influence of leads on the atmospheric boundary layer

3.4 Regional impacts of lead ensembles

In Sect. 3.2 we demonstrated the strong impact of leads on the atmospheric boundary layer in a
downstream region of up to 30 km, while in this section we address the atmospheric impact of
lead ensembles on regional scales of up to 300 km.

The climate models used for the fifth assessment report of the IPCC (Intergovernmental Panel
on Climate Change), which are combined in the fifth phase of the Coupled Model Intercomparison
Project (CMIP5) have resolutions of the atmospheric model components ranging from 0.5 to 4◦

with a median of about 1.3◦ (Taylor et al., 2012). The resulting grid sizes of 50 to more than
200 km are much larger than the widths of the four leads of up to 8.3 km that were studied in
Sect. 3.2. This also holds for most reanalyses, such as ERA-Interim (Dee et al., 2011) or the
NCEP/NCAR reanalysis (Kalnay et al., 1996) with horizontal resolutions of about 80 and 200 km,
respectively. Even the Arctic System Reanalysis (Bromwich et al., 2009), which is currently the
reanalysis with the highest resolution of about 30 km in the Arctic, can only treat very large leads
explicitly, while the largest number of smaller leads remains sub-grid scale. Thus, to account for
the regional impacts of lead ensembles the effect of the individual leads has to be parametrised
in these models.

To demonstrate the importance of lead ensembles for the regional energy balance we analyze
the impact of the lead concentration along selected flight legs (see Fig. 3.23) on the evolution
of the near-surface atmospheric temperatures (Sect. 3.4.1). There, we find a warming in regions
with a large lead coverage and a cooling when no leads are present. We analyze these regions of
cooling and the associated downward sensible heat fluxes in more detail in Sect. 3.4.2.

One approach for a better representation of leads in models is the introduction of different
ice thickness classes within each model grid cell. It is already implemented in some coupled
climate models, such as CCSM3 (Community Climate System Model version 3, Holland et al.,
2006) or CIOM (Community Ice-Ocean Model, Yao et al., 2000), for example. The thin ice
forming on refreezing leads and the resulting heat transfer to the atmosphere is thus to some
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Figure 3.23: Flight tracks of the long low level flight legs on 4, 6, 7, 17, and 20 March 2013 used to
derive lead characteristics (all, see Sect. 3.4.3) and to derive the large scale lead impact on
near-surface atmospheric temperatures (red, see Sect. 3.4.1).
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3.4 Regional impacts of lead ensembles

extent accounted for in these models. However, as already discussed in the introduction of this
chapter (Sect. 3.1), different studies have shown that the heat transfer over leads also depends
on the fetch and thus on the lead width and orientation within the grid cell. A first step towards
accounting for the fetch dependence could be to include a sub-grid lead width distribution in
the model. Therefore, we derive distributions of lead width and lead surface temperature in
Sect. 3.4.3 and compare them to values in the literature. These distributions are based on the
long low level flight legs of the five days indicated in Fig. 3.23.

3.4.1 Impact of lead concentration on atmospheric temperatures

It is already evident from the measurements of air and surface temperature of the low-level flight
leg on 6 March that the air temperature is closely related to the area covered by leads (Fig. 3.24a).
As discussed in detail in Sect. 3.2 and as shown in Fig. 3.24b,c, the air temperature usually
increases in the first kilometers downstream of a lead and decreases again further downstream
over regions with mostly closed sea ice cover. The aim of this section is to quantify the average
impact of a lead ensemble on the near-surface air temperature. For the investigation we consider
the long low-level flight legs on 4 and 6 March, where the winds were parallel to the flight legs with
a cold off-ice flow. Due to the resulting large temperature differences between the air and the
surface, we expect large sensible heat fluxes and thus a large lead impact under these conditions.
Since the flights took place under nearly cloud-free conditions, we can exclude the cloud impact
from our considerations.

We use an approach similar to the one used in a modeling study by Lüpkes et al. (2008b)
(Lu08) who coupled a thermodynamic sea-ice model to a one-dimensional atmospheric model.
The model was run for 48 h with constant prescribed ice concentrations between 90 and 100% in
steps of 1%. They found that a decrease of ice concentration of 1% caused an increase of the
10m air temperature of 1 ◦C after 12 h model run time and of 3.5 ◦C after 48 h (their Fig. 4).
The results of th 1D model can also be considered in a Lagrangian way, assuming that the model
box is transported over a region with constant ice concentration. The distance travelled during
the model run time is then determined by the wind speed.

To compare the results from our measurements to the model results with a constant ice
concentration by Lu08 we divide the long flight sections into shorter sublegs with nearly constant
ice concentration and air temperatures. To keep the air temperature changes within each subleg
small the sublegs should not be too long. However, the sublegs also have to be long enough to
include the effect of wider leads. These conditions result in a length of the sublegs in the order
of 20 km.

The temperature changes found by Lu08 depend on the model run time, this means on the
length of the time interval at which the air is in contact with the surface. For comparison of the
Lu08 results with the observed cases it is necessary to define such an "interaction time" also for
our measurements. We define it as the time interval that an air-parcel spends within each grid
cell and calculate it using the measured wind speed. For the average wind speeds measured at
50m height of about 11.5ms-1 on 4 March and 10ms-1 on 6 March, an interaction time of
30min is appropriate for both days. This results in a length of the averaging intervals of 21 km
on 4 March and 18 km on 6 March.

For the following analysis we use the sea ice concentration (SIC) and the air temperature
averaged over each averaging interval. In principle, open water areas could be identified from the
visible images of a downward looking photo camera that was mounted on the Polar 5 aircraft.
However, it would be more difficult to detect areas covered by thin ice, especially, when a thin snow
cover is present. To account also for these thin ice areas, we use the ice surface temperature
measurements of the KT-19 (Ts) to derive the average ice concentration (SIC) within each
averaging interval. Assuming a linear relationship between surface temperature and SIC, the SIC
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3 Influence of leads on the atmospheric boundary layer

Figure 3.24: Near-surface temperature (red) and ice surface temperature (dark blue) on 6 March 2013
for (a) the whole flight leg and (b,c) a zoom in. (d) Spatial averages of the air temperature
and (e) derived ice concentration on 6 March. (f) Relationship between ice concentration
and near-surface air temperatures scaled with their minimum value for 4 and 6 March.

can be determined as:

SIC(Ts) =
Tw − Ts
Tw − Ti

. (3.11)

Here, Tw =-1.8 ◦C is the temperature of open water and the surface temperature of thick ice Ti is
determined as the lowest 30% of the ice surface temperature values inside the averaging interval.
Since in this approach thin ice covered areas are treated as areas that are partly covered by open
water and partly by thick ice, the resulting SIC is only an "effective ice concentration" and does
not represent the actual open water fraction. The single SIC values are then averaged within
each averaging interval. Examples of the averaged air temperatures and the derived effective ice
concentrations are shown in Fig. 3.24d and e, respectively. To be able to compare data from
different days, we scaled the air temperature by subtracting its minimum value along the whole
considered flight track.

As in Lu08, we then compared the scaled air temperature to the effective ice concentration
(Fig. 3.24f). To make the results comparable with those by Lu08 only effective ice concentra-
tions above 90% were considered. We found a correlation of r = -0.66 between the scaled air
temperature and the sea ice concentration and a corresponding slope of the regression line of
0.25±0.10 ◦C/%. A linear extrapolation of the results by Lüpkes et al. (2008b) for model run
times of 12 and 48 h to an interaction time of 30min gives a temperature increase of about
0.20 ◦C/%. Thus, our measurements confirm well the findings of Lüpkes et al. (2008b) about
the large impact of lead ensembles on near-surface atmospheric temperatures.
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3.4.2 Downward heat fluxes over ice

In the previous section we demonstrated the impact of the lead concentration on the near-surface
atmospheric temperatures. Different previous studies suggest that, on a larger scale, the heat
released from leads is balanced by negative fluxes over the surrounding pack ice (Overland et al.,
2000; Lüpkes et al., 2008b). However, negative and thus downward heat fluxes downstream of
the leads were only measured during the case study on 25 March (-5Wm-2), while fluxes were
close to zero during the other three cases. A possible explanation is that the downward heat
transport might occur at lower heights than the flight altitudes of 20 to 50m. Also, the horizontal
extent of the flight patterns downstream of the leads might have been too small.

Thus, we try to find other examples of downward heat fluxes over thick ice downstream of
a region with many leads. For this purpose, we used the long flight sections on 4 and 6 March
(Fig. 3.23) and identified regions with a closed, thick ice cover downstream of regions with a
higher lead coverage. The considered legs were at least 18 km long and had a homogeneous thick
ice cover with standard deviations of Ts smaller than 1 ◦C. The two regions considered for each
of the two flights are marked in Fig. 3.25a and b, respectively. Turbulent sensible heat fluxes were
then calculated using the meteorological measurements at about 50m height in these regions.

The sensible heat fluxes are negative for all four considered flight sections with values of about
-8Wm-2 (Fig. 3.25c). We can estimate the flux variability by dividing the flight sections into
subsections of 6, 8, and 10 km and calculating the standard deviations of the fluxes, respectively.
Depending on the chosen length of the subsections we find a variability of 1 to 5Wm-2. Thus,
even when this variability is accounted for the observed fluxes are still always negative, which
supports the assumption that at least part of the heat released from leads returns back into the
ice further downstream. Thus, we conclude that leads do not only contribute to a warming of
the atmosphere but can also cause a regional increase of the ice surface temperature.
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Figure 3.25: Flight sections on (a) 4 and (b) 6 March used to calculate sensible heat fluxes (c) over
nearly lead-free ice cover. The black lines in (c) are the fluxes calculated over the whole
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3.4.3 General lead characteristics

This section gives an overview of the lead widths and lead surface temperatures observed during
the STABLE campaign. This knowledge is not only useful for improving the sub-scale represen-
tation of leads in climate models but it can also be used to determine how often leads occur that
have a similar size and ice cover as the four leads of the case studies in Sect. 3.2.

The lead characteristics are derived from long low-level flights on 4, 6, 7, 17, and 20 March
(Fig. 3.23). During those flights the main lead orientation was mostly perpendicular to the
flight legs and therefore the lead width can be derived from the KT-19 surface temperature
data. Since all considered cases were nearly cloud-free, we can assume that surface temperature
changes along the flight sections are only caused by the presence of leads. Thus, we define here
a lead as a region with surface temperatures that are more than 5K higher than the temperature
of the surrounding thick ice. Due to the large integration time of the KT-19 of 1 s we only
considered leads with widths larger than 100m.

The distributions for the lead width and the surface temperature difference between the lead
and the surrounding thick ice derived from all flights are shown in Fig. 3.26. About 10% of the
leads were wider than 1 km and the surface temperature difference exceeded 10K for 25% of
the leads and 15K for 10% of them. Since all four leads considered in Sect. 3.2 were wider
than 1.6 km with surface temperature differences ranging from about 8 to 19K, they give a good
representation of the observed variety of surface temperature conditions in March 2015 but only
represent the largest observed lead widths.
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Figure 3.26: (a) Surface temperature difference ∆Ts between the lead and the surrounding thick ice as
a function of lead width and corresponding distributions of (b) lead width and (c) surface
temperature difference. Data are from the long low-level flight legs on 4, 6, 7, 17 and 20
March. The four leads of the case studies are shown as diamonds.
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3.4 Regional impacts of lead ensembles

Various previous studies have shown that the lead width distribution follows a power law (e.g.
Lindsay and Rothrock, 1995; Marcq and Weiss, 2012). Fitting a power law to our data we find
an exponent of b = 2.5 for lead widths larger than 400m (Fig. 3.27a). This value is in line
with the results by Marcq and Weiss (2012), who found values between 2.1 and 2.6 in a visible
SPOT image for lead widths between 20m and 2 km, and by Wernecke and Kaleschke (2015),
who found a value of 2.47±0.04 using CryoSat-2 data for lead widths above 600m. However, all
these results do not agree very well with the exponent b = 1.60±0.18 derived for scales between
1 and 50 km by Lindsay and Rothrock (1995) from aircraft-based infrared imagery during the
SHEBA campaign. This discrepancy has already been discussed by Wernecke and Kaleschke
(2015). Among other sensor-related reasons they considered a shift in the lead width distribution
between the period from 1989 to 1995 studied by Lindsay and Rothrock (1995) and more recent
years. For lead widths between 100 and 400m, however, we find an exponent of only 1.83, which
is much smaller than the results by Marcq and Weiss (2012) for these widths. Thus, in our
dataset the power law is not completely scale invariant as has been discussed earlier by Lindsay
and Rothrock (1995) and Marcq and Weiss (2012).

A large part of the detected leads are covered by thin ice. Since we use infrared measurements
we can characterize the thin ice cover by its surface temperature. As a first guess we also assumed
a power law behaviour for the surface temperature difference ∆T between the leads (Tlead) and
the surrounding thick ice (Ti). Surprisingly, we found that the exponent is also b = 2.5 for
temperature differences between 5 and 17K (Fig. 3.27b) – the same value as for lead widths
above 400m. For temperature differences larger than 17K the slope becomes much steeper
with values exceeding b = 8. However, the temperature differences are highly dependent on
the surface energy budget and thus have a large seasonal dependence. Thus, more data from
all seasons are necessary to get a more robust, time-dependent estimate of the value of this
exponent.

It is also necessary to account for the impact of regional and seasonal changes of the ice
surface temperature, which are not related to changes of ice thickness. By considering normalized
temperature differences it is possible to remove these effects from the data. We calculate the
normalized temperature difference ∆Tn as

∆Tn =
Tlead − Ti
Tw − Ti

. (3.12)

Here, the surface temperature difference is normalized by the maximum expected temperature
difference between thick ice with temperature Ti and an open water lead with temperature
Tw = -1.8 ◦C. The result are presented as a semi-logarithmic plot in Fig. 3.27c. In this pre-
sentation the values form a straight line for ∆Tn <0.7, which suggests that the distribution is
better represented by an exponential function than by a power law fit. As for temperature dif-
ferences, there is an abrupt change of the slope, which occurs at ∆Tn =0.7. This indicates that
the distributions differ for leads covered by very thin ice and for leads covered by thicker ice.

It has already been demonstrated by Marcq and Weiss (2012) that a power law formulation of
the lead width distribution increases the total heat flux estimates over a lead ensemble, when fetch
dependent parametrisations of the heat flux are used. However, they assumed a constant surface
temperature for all considered leads. Since we have shown that the temperature differences
between the air and the surface are quite variable, it would be useful to also consider this variability
when calculating heat fluxes. Such calculations would require a formulation relating the surface
temperature differences to specific lead widths. However, much more data would be needed to
derive such a joint distribution of the two parameters.
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Figure 3.27: (a) Distribution of lead width derived from the long STABLE flight legs and corresponding
power law fits. Power law distributions with exponents derived by Marcq and Weiss (2012),
Lindsay and Rothrock (1995), and Wernecke and Kaleschke (2015) are shown for compari-
son. The shaded areas indicate the uncertainty range of the power law exponents given by
the authors. (b) Distribution of surface temperature difference and corresponding power law
fits. (c) Distribution of surface temperature difference normalized by the maximum possible
temperature difference. The data are the same as in Fig. 3.26. Note that in (a) and (b)
both axes are logarithmic, while in (c) only the y-axis is logarithmic.
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3.5 Conclusions

Based on our four case studies we conclude that conditions over leads are strongly variable. This
concerns the turbulent fluxes, as well as the mean variables wind, temperature, and humidity,
which are strongly affected by the convection over leads. This is not only a consequence of
modified surface fluxes but also of the interaction of the convective plumes with the inversion,
which caused entrainment. The latter may play a large role for the ABL energy budget in regions
with many leads since in all cases the plumes penetrated the lowest levels of the capping inversion
causing entrainment fluxes of up to 30% of the surface heat fluxes. There was clear evidence
that this entrainment contributed significantly to the ABL warming downstream of the lead. This
was visible by the position of the maxima of temperature and humidity, which were located at a
few kilometres downstream of the lead rather than at the outflow boundary.

We found that plumes from leads have a large impact on the structure of the vertical flux
profiles. The existence of these plumes explain why downstream of the leads both heat and
momentum flux profiles can be non-linear with elevated flux maxima. This non-linearity of the
flux profiles might lead to erroneous conclusions when surface fluxes are determined on the basis
of measurements at only one level. Furthermore, our measurements showed that convective
plumes over leads can be strong enough to diminish low level jets in the region influenced by the
plume, which affects momentum exchange with the surface. It is obvious that such phenomena
related to the convective plumes cannot be taken into account by models even when the used
grid sizes are in the range of only one kilometre. However, they might be relevant also on larger
scales when their effects on the ABL accumulate.

We used long transect flights to study these regional effects of leads on atmospheric tem-
peratures and found a large correlation of r = -0.66 between the ice concentration and the
near-surface atmospheric temperatures. Furthermore, for ice concentrations above 90%, an ice
concentration change of 1% caused a temperature change of 0.25K during the considered time
periods of 30min. This effect can sum up to large temperature changes when longer time periods
are considered. These results demonstrate the importance of an accurate representation of leads
in coupled climate models evaluated in polar regions. This especially holds for the Arctic, where
the increased atmospheric warming rate compared to the rest of the globe has been observed in
recent decades (e.g. Serreze and Barry, 2011). Even though the underlying causes are still under
debate, a widely acknowledged hypothesis for this "Arctic amplification" is that the reduced sea
ice cover plays an important role (Screen and Simmonds, 2010). Thus, a better understanding
of the characteristics of leads and their impact on the polar atmospheric boundary is crucial for
future predictions of a further warming in the Arctic.

Our measurements during STABLE are an important step in this direction. They also form a
valuable dataset for validating modeling studies and parametrisations used in models. We could
show the latter already for the parametrisation of the internal boundary layer height, where we
pointed out the advantages and drawbacks of existing approaches. However, our analysis was
based on four cases and five transect flights only and in light of the large variability of lead
characteristics and possible forcing conditions, more case studies should be carried out in the
future to generalize our findings of the lead impact.
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4 Cold air outbreaks: observations
and modeling

In the previous chapter we showed that convection over leads has a crucial impact on the ABL
structure and on turbulent fluxes of heat and momentum in the inner Arctic regions. The
convective plumes induced by leads influence the wind and temperature field and also modulate
the atmospheric boundary layer height and its development on the downstream side of leads.
In this chapter we focus on convective processes developing during cold air outbreaks (CAOs),
which have a much stronger impact and influence regions often exceeding 1000 km length.

The development of temperature, humidity, wind, and turbulent fluxes in the convective
boundary layer of a CAO, as well as the formation of cloud streets has been the topic of various
previous aircraft campaigns and modeling studies, as already described in Sect. 1.3 in more detail.
Chechin et al. (2013) found that the conditions in the upstream region - that is the region some
300 km on the upstream side of the ice edge - are important for the CAO development. However,
despite the relatively large number of airborne observations of CAOs in the Fram Strait region,
most available measurements did not include the conditions far north of the ice edge since the
range of the used aircraft was not large enough. The modeling results by Chechin et al. (2013)
also suggest that the strength of the ice-breeze jet – a wind speed maximum at a distance
of 50 to 150 km downstream of the ice edge – depends strongly on the direction of the large
scale geostrophic wind speed relative to the ice edge. Thus, it would be helpful to acquire more
measurements for different orientations of ice edge.

Such data were obtained during the campaign STABLE, in March 2013, when the ice edge
in the Fram Strait region was oriented from south-west to north-east. This was exceptional
because the ice edge was usually oriented from west to east in the previous decades. To capture
also the upstream conditions during CAOs, aircraft measurements far north of the ice edge
were combined with dropsonde measurements over the open ocean. These measurements are
presented in the following sections. Since the dropsondes measure with a lower resolution and
a simpler instrumentation than the aircraft, it is useful to validate the quality of the dropsonde
data against the aircraft measurements (Sect. 4.1), before the results obtained during CAOs are
presented in Sect. 4.2. We analyse the downstream development of meteorological variables and
the growth of the internal convective boundary layer during four CAOs. In addition, we assess
the impact of the size of the Whaler’s Bay polynya north of Svalbard on the strength of CAOs
and on local temperature changes. Parts of this section are based on Tetzlaff et al. (2014).

Our measurements will be useful for future validation of modeling studies, however, this
validation was not in the scope of the present thesis. Here, we only focus on a small side aspect
of this topic concerning the parametrisation of turbulent sensible heat fluxes in the convective
ABL within CAOs. In Sect. 4.3 we evaluate the performance of three different parametrisations
in a 1D version of the mesoscale model METRAS. These include, amongst others, a newly
implemented combined eddy-diffusivity mass-flux scheme. The METRAS results are compared
to results obtained from large eddy simulation for verification. In addition, we test the sensitivity
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of the three parametrisations to an increased vertical grid spacing.

4.1 Validation of dropsonde data against aircraft measurements

4.1.1 20 March 2013

On 20 March 2013 a dropsonde was launched at the northernmost point of the transect flight
(see overview Fig. 1.4 in Chapter 1) in between an ascent and a descent of the Polar 5 aircraft
(Fig. 4.1a). The aircraft profile obtained during the ascent extended from about 40m to 2900m
while the profile of the descent ended at 500m, which was the height of the subsequent southward
horizontal flight section. The profile positions were located about 280 km north of the ice edge
in a region with mostly closed ice cover with only few leads and AMSR2-ASI ice concentrations
above 98%. The prevailing winds were from south, so that the considered case represents an
on-ice flow regime. The sky was mostly cloud free with only thin cirrus at high altitudes. The
two aircraft profiles had a spatial distance of about 1.9 km with a standard deviation of 0.6 km
and the time lag was 2 minutes at the profile top and 25 minutes at the surface. The distances
between aircraft and dropsonde profiles were much larger and increased from about 10 km at
2500m to almost 50 km close to the sea surface (Fig. 4.1b).

The dropsondes (Vaisala RD93) measure temperature, pressure, relative humidity (measured
with a humicap), as well as GPS coordinates and height with a temporal resolution of 2Hz
(Lampert et al., 2012) for temperature, humidity, and pressure. Wind speed and direction are
estimated from the drift of the sonde, which is less accurate than the aircraft wind vectors
derived from direct measurements of dynamical pressure. The dropsonde fall speed is about
10ms-1 resulting in a vertical resolution of the dropsonde data of about 4 to 6m. Since the
aircraft measures with up to 100Hz, the aircraft data are interpolated to the corresponding
dropsonde heights for the comparison.

The dropsondes deliver heights derived from GPS. However, the GPS height is not a good
reference for the absolute height due to uncertainties caused by changing satellite availability,
ionospheric effects, and deviations of the real geoid from the reference geoid. These deviations
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Figure 4.1: (a) Comparison of aircraft profile and dropsonde positions and (b) corresponding horizontal
distances between the profiles. The surface shading in (a) is the corresponding AMSR2-ASI
ice concentration.
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4.1 Validation of dropsonde data against aircraft measurements

from the real height above sea level can change with region and time. For the dropsonde on 20
March, for example, the GPS height overestimates the real height by about 25m. This value
can change with region and considered time, however. Thus, here and in the following sections,
we estimate the "real" height from the barometric height, which is calculated by combining the
hydrostatic equation with the ideal gas law for dry air, which results in:

∂p

∂z
= −

gp

RdT
. (4.1)

Here, p is the pressure, z is the height, g = 9.81ms-2 is the acceleration due to gravity, Rd =

287.1 Jkg-1K-1 is the specific gas constant for air, and T is the air temperature. After integrating
over z we obtain

z2 = z1 +
Rd · T
g

ln

(
p1
p2

)
, (4.2)

where z1 and z2 are two neighboring z-levels with measured data and T is the average temperature
at z1 and z2. Equation 4.2 is evaluated stepwise starting at the surface and using the dropsonde
measurements of pressure and temperature. The sea level (z = 0) is determined from the
dropsonde’s last measurement at the point where the measured GPS heights do not significantly
change any more. For the aircraft measurements the most accurate height is measured with the
laser altimeter. Thus, when data from the laser altimeter are available we use those heights to
correct the uncertainties of the GPS heights.

A comparison of the dropsonde and aircraft profiles of temperature, relative humidity, wind
speed, and wind direction is presented in Fig. 4.2. The overall agreement between the measure-
ments is quite well, however, there are differences in the quality of agreement depending on the
parameter. The best agreement is for temperature and, remarkably, for the wind direction, while
the worst agreement is for relative humidity.

According to the figure the largest differences for all parameters occur when extrema, such as
temperature inversions and layers with increased relative humidity values, are measured by both
sensors but do not occur at the exactly same height. These differences are not necessarily caused
by sensor problems but are probably due to the large horizontal distance between the profiles.
The differences, which are discussed in more detail in the following, can thus be attributed to
horizontal inhomogeneities.

For the calculation of mean differences we focus on the sensor related differences only. Thus,
we restrict the calculations to a height interval where the influence of horizontal inhomogeneities
is small. As can be seen from Fig. 4.2, these inhomogeneities have a large influence on the
heights of the temperature inversion and the turning point of the wind direction below 800m.
They also influence the heights of the layer with increased relative humidity values above 2000m.
To exclude these regions, we only consider values between 800 and 2000m for the following sensor
comparison. The resulting mean differences and standard deviations are given in Table 4.1. Due
to the small spatial and temporal differences of the two aircraft profiles the observed differences
of the measured variables were also very small (see Table 4.1). Thus, we focus mainly on the
comparison of dropsonde and aircraft profiles in the following.

The temperature of both measurements (Fig. 4.2a) show similar strengths and positions
of the two temperature inversions near the surface and at about 600m. But there are also
differences. For example, between 800 and 2000m the dropsonde shows a warm bias of 0.38 ◦C,
which is about twice the value of the sensor accuracy. Due to the lower temporal resolution of
the dropsonde the temperature profile in the layer between 800 and 1600m is smoother than the
aircraft profiles.

A more detailed comparison of the potential temperature profiles in the lowest 500m (Fig. 4.3a)
shows also some differences. While the height of the inversion top at about 100 to 120m agrees
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Figure 4.2: Vertical profiles of (a) temperature, (b) relative humidity, (c) wind speed, and (d) wind
direction from up- and downward aircraft profiles and the corresponding dropsonde on 20
March 2013. The shaded area denotes the values used for the calculation of differences in
Table 4.1.

well for aircraft and dropsonde profiles, there are substantial differences in the lowest 100m. The
potential temperature profile of the dropsonde shows a surface-based inversion of nearly con-
stant strenght, while the aircraft profile shows a weaker stably stratified layer below 80m with
a strong capping inversion layer above. However, this does not point to instrumental problems.
Since the profiles are almost 50 km apart near the surface, these differences can be attributed to
local differences of the surface conditions, for example the presence of leads, which influence the
boundary layer height and stratification.

The largest differences between aircraft and dropsonde occur for relative humidity. Below
2000m the dropsonde humidities are always lower than those measured by the aircraft (Fig. 4.2b).
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Figure 4.3: Vertical profiles of (a) potential temperature and (b) relative humidity from the upward aircraft
profile and the corresponding dropsonde on 20 March 2013.
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4.1 Validation of dropsonde data against aircraft measurements

Table 4.1: Mean differences and standard deviations between the upward and downward aircraft profiles
(P5up - P5down) and between the aircraft profiles and the dropsonde (P5 - dropsonde) at GPS
heights between 800 and 2000m.

Variable Unit Accuracya P5up - P5down P5 - dropsonde

Temperature ◦C 0.2 0.06 ± 0.19 -0.38 ± 0.19

Relative humidity % 2 3 ± 2 8 ± 5

Wind speed ms 0.5 -0.3 ± 0.3 -0.7 ± 0.7

Wind direction ◦ N/A -1 ± 2 2 ± 3

Pressure hPa 0.4 0.04 ± 0.02 -7.4 ± 0.2

aapproximate values for the dropsondes given by the manufacturer, from Lampert et al. (2012)

The relative humidity measured by the dropsonde in the layer between 800 and 2000m is 7%
lower than the aircraft values, corresponding to a difference of the specific humdity of about
0.15 gkg-1 (not shown). These results are in line with the findings by Vance et al. (2004) who
reported a dry bias of humidity measurements by this dropsonde type compared to aircraft and
radiosonde data. The bias is even more pronounced below 500m (Fig. 4.3b) with differences
exceeding 10%. In addition, it is evident from the aircraft measurements that the humicap does
not respond fast enough to rapid humidity fluctuations, which causes an oscillating behavior of
the measured values.

The profiles of wind speed and direction show a very good agreement between the dropsonde
and aircraft measurements. The wind speed measured by the dropsonde between 800 and 2000m
is about 0.7ms-1 larger than the wind speed of the aircraft profiles (Fig. 4.2c), which is in the
order of the measurement accuracy for GPS derived wind speeds. Below 400m the dropsonde
wind speed is about 2ms-1 larger than the aircraft derived wind speed, which can be again
attributed to local differences of the boundary layer structure. The wind direction differences
between all three profiles are impressively small with only 2◦ on average (Fig. 4.2d).

4.1.2 26 March 2013

We also consider the differences between two dropsonde profiles at the same position but with a
time lag of 2 h. The two dropsondes were launched on 26 March 2013 over the sea ice close to
the pack ice edge northeast of Svalbard (at 81.173◦ N, 19.93◦ E). They were the first in a series
of dropsondes launched to study the cold air outbreak north and east of Svalbard during that
day with prevailing off-ice flow from the northeast (see location of the north-easternmost sonde
in Fig. 4.5d). The profiles were located about 50 km northeast of the ice edge in a region with
varying ice concentration between 50 and 100%. Convection related to the cold air outbreak
had already started in this region and low level convective clouds were present.

The launch times were 11:54 UTC for sonde 1 and 14:13 UTC for sonde 2, resulting in a time
difference of about 2.3 hours. The second sonde was located slightly further to the northwest,
but the mean spatial distance between the sondes was only about 100m with maximum values
of about 170m near the ground. Since the spatial differences are so small and the analysis in
Sect. 4.1.1 showed that the sondes work well, a large part of the observed differences between
the two sondes can be attributed to temporal changes.

A comparison of the profiles in Fig. 4.4 shows that the differences are largest for relative
humidity and wind speed, while they are smaller for potential temperature and wind direction.
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The potential temperature profile shows only very small differences above the top of the capping
inversion whose base remains nearly unchanged within the 2 hours. There are changes only below
100m, where sonde 1 shows a weakly stable ABL with a potential temperature gradient of about
0.006Km-1 below the inversion, while the ABL of the sonde 2 is nearly well mixed with a gradient
of 0.001Km-1. Sonde 1 has a thicker capping inversion extending upward to about 500m while
sonde 2 has a stronger but shallower inversion layer extending only to about 320m.

The relative humidity profiles of the two sondes below 700m agree quite well within 5%
(Fig. 4.4b), while differences are much larger above this height. These differences could be related
to the presence of cloud layers of different thicknesses, whose presence cannot be measured
directly by the dropsonde. However, it is likely that clouds are present in layer where the air is
saturated with water vapor. In the following, we describe the method used to determine these
saturated layers. The relative humidity value given by the humicap is based on the saturation
humidity with respect to water. For temperatures below freezing, however, ice clouds are often
present and thus saturation with respect to ice is more applicable. One way to calculate the
different saturation water vapor pressure values over water es,w and over ice es,i is the empirical
formula

es(T ) = 6.112 hPa · exp

(
a · T
b + T

)
, (4.3)

with the constants aw = 17.62 and bw = 243.12 ◦C for water, and ai = 22.46 and bi = 272.62 ◦C
for ice (WMO CIMO Guide, 2008). T is the air temperature in ◦C. Since the relative humidity
is RHw = 100 · e(T )/es,w (T ) over water and RHi = 100 · e(T )/es,i(T ) over ice, the ratio
es,i/es,w · 100 is then the relative humidity value with respect to water at which saturation with
respect to ice occurs. These values are indicated by the shaded area in Fig. 4.4b. It is evident
that the saturated layer - which is probably identical to the cloud layer in this case - for sonde
1, extending from about 500 to 1300m, is much thicker than for sonde 2, extending only from
about 400 to 800m, which demonstrates the large temporal variability of the cloud layer in this
case.

The gusty nature of the wind speed is clearly visible in Fig. 4.4c. Besides these local gusts, the
wind speed below 700m decreased by about 1ms-1 between sondes 1 and 2, while it increased by
about 1ms-1 above 700m. Between the two sondes the wind vector turned clockwise by about
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Figure 4.4: (a) Potential temperature, (b) relative humidity, (c) wind speed, and (d) wind direction from
dropsondes 1 and 2 on 26 March 2013 at 11:54 and 14:30 UTC, respectively. The green
shaded area in (b) denotes the relative humidity value with respect to water at which ice
saturation is achieved. The width of the shaded area is ±2% to account for the measurement
uncertainty of the humicap (see Table 4.1).
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4.1 Validation of dropsonde data against aircraft measurements

10 to 20◦ towards the south above the mixed layer (Fig. 4.4d) and also in the lowest 50m of the
ABL. This turning of the wind vector might also explain the changed ABL stratification, if the
incoming flow had passed over areas with different ice concentrations, due to the presence of a
lead for example.

4.1.3 Summary

Our validation of dropsonde data against aircraft measurements showed a generally good quality
of the dropsonde measurements. Especially the GPS derived wind vectors compare very well with
the direct aircraft measurements. Shortcomings are the dry bias in the humidity measurements
and the reduced captured temperature variability due to the low measurement frequency. Never-
theless, dropsondes are a very valuable way to save flight time compared to more time-consuming
profile flight legs of the aircraft. Dropsondes also enable measurements in cloudy or foggy condi-
tions, when direct aircraft measurements are difficult. Dropsonde profiles are also advantageous
when measurements are compared to model results. In contrast to the tilted profiles derived from
ascent and descent flights of the aircraft dropsonde profiles are nearly vertical and thus represent
the local stratification of the air column. An additional comparison of two successive dropsondes
at the same location revealed that the overall changes of the measured profiles are quite small
over the considered time period of 2.5 h. The largest differences occur for the extent of cloud
layers and the ABL stratification.
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4.2 Case studies of cold air outbreaks observed during STABLE

4.2.1 Overview

Cold air outbreaks were observed during four of the flights during STABLE, namely on 4, 6,
7, and 26 March 2013. An overview of the four cases is given in Fig. 4.5. During the four
cases northerly or northeasterly winds prevailed over the ocean in the northern Fram Strait and
in the ice free region north of Svalbard, commonly referred to as the Whaler’s Bay polynya. The
wind direction was more variable over the sea ice in the upstream regions of the CAOs with
directions ranging from northwest (6 March) to northeast (26 March). The cold air flow off
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Figure 4.5: Ice edge based on a 70% threshold value of the AMSR2-ASI ice concentration dur-
ing days with cold air outbreaks: (a) 4 March, (b) 6 March, (c) 7 March, and
(d) 26 March 2013. The arrows denote the vertically averaged wind in the boundary
layer at the positions of the dropsondes. The lines are HYSPLIT backward-trajectories
at 10m height and the dots mark 10 h. Backgrounds of (b)-(d): corresponding MODIS
visible images at 13:10 UTC, 12:15 UTC, and 12:45 UTC, respectively (data from
http://lance-modis.eosdis.nasa.gov/cgi-bin/imagery/realtime.cgi).
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4.2 Case studies of cold air outbreaks observed during STABLE

the ice caused strong convection over the ocean associated with convective rolls that are clearly
visible as cloud streets in satellite images (Fig. 4.5). To study the downstream development of
mean meteorological variables, dropsondes were released over the open water region. On 4, 6,
and 7 March these measurements were supplemented by aircraft profiles over the ice covered area
further to the north. An overview of the profile locations of the four cases is given in Fig. 4.5.

Backward-trajectories initialized at the profile positions are used to visualize the corresponding
flow field. They are calculated for a height of 10m using the HYSPLIT (HYbrid Single-Particle
Lagrangian Integrated Trajectory) transport and dispersion model by NOAA (Draxler and Rolph,
2013). The trajectories are also used to obtain a rough estimate of the length of the path over
open water of the air parcels (fetch) corresponding to the measured profiles. It is clearly visible in
Fig. 4.5 that in all four cases the backward trajectories agree well with the measured wind vectors
averaged over the ABL (arrows) and with the roll orientations observed in the satellite images.
Thus, the front conclusion that can be drawn from these cases is that even in this complex
situation with strong convection and thus strong small scale motions HYSPLIT is a reliable tool
for trajectory estimation.

The good agreement between the wind vectors and the roll orientation is also remarkable
because on 7 and 26 March the satellite image was taken up to 3.5 h after the measurements
took place. This indicates that the rolls remained stationary over this period, which is consistent
with the nearly constant large scale flow fields in the considered regions (according the the surface
pressure fields of the GFS analysis at 6, 12, and 18 UTC).

4.2.2 Downstream development of mean meteorological variables and ABL growth

4 March

The CAO on 4 March 2013 was caused by a strong high pressure system over Greenland and
a low pressure channel expanding over the Barents and Kara Seas. Vertical profiles of wind,
temperature, and humidity were obtained from five dropsondes released along 5◦ E in distances
of 0.5◦ latitude, supplemented by aircraft profiles at four positions as far as 400 km north of
the ice edge (Fig. 4.5a). We found the typical vertical temperature structure of a convective
case with a well mixed layer between the surface and a strong capping inversion together with an
increasing temperature and atmospheric boundary layer height with distance from the ice edge
(Fig. 4.6a). This documents the convective character of the ABL as found earlier by several
campaigns measuring Fram Strait CAOs (Brümmer, 1997; Hartmann et al., 1997; Chechin et al.,
2013; Lüpkes and Schlünzen, 1996; Wacker et al., 2005).

Over the sea ice north of the ice edge we observed a shallow atmospheric boundary layer of
about 200m thickness. The potential temperature gradients within the ABL indicate a strongly
stable stratification at 400 km north of the ice edge that changed to a nearly neutral stratification
downstream of about 300 km until the ice edge was reached (Fig. 4.7a). The near-surface
temperature increased already over the pack ice region by about 4K between 400 km and 64 km
north of the ice edge (Fig. 4.6a). As already shown in Sect. 3.4.1 this temperature increase
is related to leads within the pack ice. Over the ocean the observed temperature increase was
much larger. The vertically averaged ABL potential temperature increased from 243K at 64 km
north of the ice edge by 18K at 214 km south of it. Simultaneously, the boundary layer height
increased from 150m to about 2500m.

The ocean is also an important humidity source, which can be seen from the increase of
the specific humidity at 100m height from 0.3 gkg-1 near the ice edge to more than 1.2 gkg-1

downstream of 150 km south of the ice edge (Fig. 4.7b). The impact of the cold air outbreak is
also visible in the wind speed. This CAO on 4 March is characterized by strong winds of 13 ms-1

averaged over the ABL already over the ice (Fig. 4.7c). With decreasing surface roughness over
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the ocean the wind speed increases to about 16 ms-1. A further increase to more than 20 ms-1

could be observed downstream of 150 km.
The observed increases in potential temperature and specific humidity are in the range of pre-

vious observations in the literature. The most comprehensive data set of aircraft measurements
in the convective ABL of CAOs is from Brümmer (1997) who measured the downstream de-
velopment of meteorological variables in eight CAOs in the Fram Strait during the aircraft

Potential Temperature (K)

240 246 252 258 264 270

H
e

ig
h

t 
(k

m
)

0  

0.5

1  

1.5

2  

2.5

3  

-403 km

-64 km

-5 km

48 km

104 km

161 km

214 km

4 March 2013

(a)

Potential Temperature (K)

244 248 252 256 260

H
e

ig
h

t 
(k

m
)

0  

0.5

1  

1.5

2  -307 km

3 km

21 km

57 km

109 km

165 km

220 km

92 km

6 March 2013

(b)

Potential Temperature (K)

245 250 255 260 265

H
e

ig
h

t 
(k

m
)

0  

0.5

1  

1.5

2  

2.5

-13 km

49 km

176 km

203 km

7 March 2013

(c)

Potential Temperature (K)

248 252 256 260 264

H
e

ig
h

t 
(k

m
)

0  

0.5

1  

1.5

2  

2.5

-59 km

35 km

107 km

166 km

223 km

277 km

324 km

381 km

26 March 2013

(d)

Figure 4.6: Potential temperature profiles from aircraft and dropsonde data as a function of distance
from the ice edge along the flight path on (a) 4 March,(b) 6 March,(c) 7 March, and (d)
26 March 2013. The dots in (a) are aircraft measurements at the dropsonde release points.
The dashed line in (b) marks the westernmost dropsonde located at about 2◦W.
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Figure 4.7: Vertical cross-sections of (a) potential temperature, (b) specific humidity, and (c) wind speed
on 4 March 2013 derived from dropsonde and aircraft data. The dashed line indicated the
atmospheric boundary layer height. The distance from the ice edge is calculated along the
5◦ E meridian.
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campaign ARKTIS ’93 in March 1993. In three of those cases the increase of the vertically
averaged ABL potential temperature exceeded 17K and 0.9 gkg-1 for the averaged specific
humidity over a distance of 200 km over the open ocean downstream of the ice edge. In one of
these cases the averaged ABL wind speed also exceeded 20 ms-1.

However, the observed maximum ABL height of 2500m is larger than any value published
in the literature for this northern position (e.g. Brümmer, 1997). Since we did not observe
much stronger winds or much lower air temperatures than in this study, another possible reason
for the extreme ABL height at this latitude can be found by considering the open water fetch.
A rough estimate of the latter can be derived from the HYSPLIT backward trajectories. For the
southernmost dropsonde the fetch of 350 km was much larger than just the north-south distance
to the ice edge of only 214 km. In this case the fetch is strongly increased due to north-easterly
winds in contrast to the most frequent north-south orientation of CAOs, which explains the
unusually large ABL height in this region. Comparing our measurements to the ARKTIS ’93
results (Fig. 4.8) - a year when the Whaler’s Bay polynya north of Svalbard was nearly closed
- we find that our boundary layer height of 2500m on 4 March, located at 78.5◦ N, was larger
than in all observed cases during ARKTIS ’93. The largest boundary layer height observed by
Brümmer (1997) was only about 2100m at 77.5◦ N, which is 100 km further to the south.

The much longer fetch compared to the north-south distance from the ice edge makes it also
difficult to draw conclusions about entrainment in this case. Considering only Fig. 4.6a one might
conclude that the profiles at 104, 161, and 242 km indicate strong entrainment since the ABL
is rapidly growing to values which are higher than the intersection point between the considered
and the previous profile. However, this growth might also be due to the different fetch lengths
over open water. Problems arise especially for the two southernmost dropsonde profiles, where
the fetch was about 50 and 150 km larger than the distance to the ice edge parallel to the flight
section, respectively. This example demonstrates that conclusions on the role of entrainment
that are based on measured profiles only have to be considered with caution when horizontal
inhomogeneities are present. This aspect has not been mentioned yet in previous studies.
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Figure 4.8: Boundary layer height on 4, 6, 7, and 26 March as a function of open water fetch and data
from ARKTIS’93 (Brümmer, 1997) for comparison (gray).
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6 March

The synoptic situation on 6 March was very similar to the one on 4 March, with comparable
high wind speeds of 11 to 13ms-1 at 100m height over the sea ice. Profiles were obtained
from 4 dropsondes released along 2◦ E over the ocean and four aircraft profiles ranging up to
300 km upstream over the sea ice. The difference to the CAO on 4 March can be seen from
the backward trajectories (Fig. 4.5b). Here, we find a classical case of CAOs observed earlier in
the Fram Strait region where the trajectories only show a north-southward orientation and are
parallel to each other. This means that at any position the distance over open water to the ice
edge along the flight path is equivalent to the open water fetch.

For this reason, despite the similar wind speed, upstream ABL height, and inversion strength,
the increase of the potential temperature over the ocean is much smaller than on 4 March, with
only about 13K over a distance of 220 km (Fig. 4.6b) compared to 18K on 4 March. We also
found a smaller maximum ABL height of only 1800m at a position 220 km downstream of the
ice edge. However, if the fetch is considered instead of the distance to the ice edge we find a
large agreement of the ABL growth with respect to fetch (Fig. 4.8).

The comparison of the downstream evolution of wind speed and specific humidity between 4
and 6 March is also not inconsistent with the smaller fetch lengths on 6 March (Fig. 4.9). The
average ABL wind speed increased from 11ms-1 at a position 300 km north of the ice edge to
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Figure 4.9: Vertical cross-sections of (a) potential temperature, (b) specific humidity, (c) wind speed,
and (d) relative humidity in saturated areas on 6 March 2013 derived from dropsonde and
aircraft data. The dashed line indicated the atmospheric boundary layer height. The distance
from the ice edge is calculated along the 2◦ E meridian.
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a maximum of about 17ms-1 downstream of 150 km (Fig. 4.9c), while the observed maximum
wind speed on 4 March was more than 20ms-1. The specific humidity at 100m height increased
from about 0.3 gkg-1 over the ice to only 0.9 gkg-1 at 220 km downstream of the ice edge
(Fig. 4.9b). However, we observed a local humidity maximum at 165 km with values around 1.1 g
kg-1 below 150m.

An indication for the presence of cloud layers can be received by considering the saturation
relative humidity with respect to an ice surface (see Sect. 4.1.2). Over the ocean it is reasonable
to assume that within the ABL enough condensation nuclei are present to allow for cloud for-
mation when the air is saturated. Thus, the relative humidity values downstream of the ice edge
which are shown in Fig. 4.9d represent the extent of the layer in which clouds could possibly be
present. Such a cloud layer is present in all profiles downstream of the ice edge. The cloud top
is always near the inversion base and the height of the cloud base increases rapidly with distance.
The cloud thickness is about 400m near the ice edge and increases to a maximum of 800m at
200 km distance. In one case a second cloud layer exists in the center of the ABL. In the other
three CAO cases many sondes did not indicate a cloud layer, which might be either due to the
dry bias of the dropsondes or because the sondes were dropped in the cloud-free regions between
the rolls. Therefore those results are not presented in this analysis.

An additional dropsonde was launched at approximately 78◦ N, 2◦W, which is already close
to the marginal sea ice zone along the eastern coast of Greenland. Even though this sonde was
located at the same latitude as the last dropsonde launched at the 2◦ E flight leg (see Fig.4.5)
the potential temperature profiles of these two sondes show large differences with respect to
mean ABL temperature and ABL height (see lines for 92 and 220 km in Fig. 4.6b). This can
again be attributed to the different fetch lengths caused by the northeast-southweast orientation
of the ice edge. The additional dropsonde has only a fetch of 92 km and therefore the mean
ABL temperature agrees much better with the sonde with a distance of 109 km to the ice edge
launched at the 2◦ E flight leg. However, the ABL heights between these two sondes still differ
substantially.

7 March

On 7 March the backward trajectories show northerly winds over the sea ice with an increasing
westerly component over the ocean towards the south (Fig. 4.5c). This results in slightly smaller
fetch lengths over open water compared to the distance between the dropsonde position and the
point where the aircraft crossed the ice edge. Vertical profiles from aircraft and three dropsondes
are located along the 2.5◦ E meridian, starting 13 km north of the ice edge and extending to
203 km south of it. The observed wind speeds within the ABL are slightly smaller than in the
previous two cases. They increase from about 6ms-1 at 100m height over the ice to 13ms-1

at 203 km downstream of the ice edge (Fig. 4.10c). The increase of the specific humidity with
0.5 gkg-1 over a distance of roughly 200 km is also slightly smaller than in the previous two cases
(Fig. 4.10b).

The initial ABL height of about 500m over the ice is larger than for the other three considered
cases. There was only a very small increase of less than 30m of the ABL height until 49 km
south of the ice edge. However, the potential temperature increased by 3.5 K between these two
profiles (Fig. 4.6c). This process, where no entrainment of air from within the inversion layer
into the ABL is present and thus the ABL growth does not exceed the inversion above, is called
encroachment. The encroachment process continues for the other two profiles, resulting in a
maximum ABL height of 1150m at a distance of 203 km south of the ice edge and and overall
temperature increase of 9K over a distance of roughly 200 km.
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Figure 4.10: Vertical cross-sections of (a) potential temperature, (b) specific humidity, and (c) wind
speed on 7 March 2013 derived from dropsonde data. The dashed line indicated the atmo-
spheric boundary layer height. The distance from the ice edge is calculated along the 2.5◦ E
meridian.

26 March

The case on 26 March was very unusual because the large ice free Whaler’s Bay polynya north of
Svalbard enabled a CAO that was oriented from northeast towards southwest (Fig. 4.5d). Eight
dropsondes were realeased over the polynya, starting at 81.2◦ N, 19.9◦ E until 78.5◦ N, 3.3◦ E.
Along the flight path the wind direction turned from northeast to nearly north. Only the first
four dropsondes located in the northeasterly part of the flight section show a nearly continuous
evolution of the ABL. Due to the orientation of the ice edge together with the turning of the
wind vector the fetch lengths over open water stayed at a nearly constant value of 170 km for the
last four dropsondes located in the southwesterly part of the flight section. For this reason, the
ABL height and mean meteorological variables show nearly no changes for these four dropsondes
(see Fig. 4.6d and 4.11), which is a remarkable situation.

The first four dropsondes are not affected by these anomalous fetch conditions and show
an increase of the mean boundary layer potential temperature from 248K over the pack ice to
257K at the north-western corner of the Svalbard archipelago (Fig. 4.6d). Simultaneously, the
boundary layer height increased from 200 to a maximum of more than 1100m at a position
166 km downstream of the ice edge. Even though this maximum value is in the usual range of
convective ABL heights during CAOs, it is quite unusual for a latitude north of 80◦ N (see e.g.
measurements by Brümmer (1997), Fig. 4.8). Average boundary layer heights north of Svalbard
are mostly below 300m in winter according to an ERA-40 climatology from 1957 to 2002 by
Wetzel and Brümmer (2011, their Fig. 7).

As for the other three cases there is also an increase of the wind speed and the specific
humidity downstream of the ice edge (Fig. 4.11). The maxima of both variables occurred at
a distance of 223 km, which is roughly 60 km further downstream than the observed maximum
ABL height. It is also interesting to note that there is a distinct change in wind speed at the
inversion height. Wind speeds within the ABL range from 7ms-1 over the ice to a maximum of
almost 18ms-1, while the wind speed above the inversion is mostly between 5 and 8ms-1.
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Figure 4.11: Vertical cross-sections of (a) potential temperature, (b) specific humidity, and (c) wind
speed on 26 March 2013 derived from dropsonde data. The dashed line indicated the
atmospheric boundary layer height. The distance from the ice edge is calculated along the
aircaft flight path from northeast to southwest.

4.2.3 Impact of the size of the Whaler’s Bay polynya on CAOs

We showed that the large ABL heights observed during the two case studies on 4 and 26 March
are unusual compared to observations during previous campaigns in this region (e.g. Brümmer,
1997; Hartmann et al., 1997). They are only present because of the large size of the Whaler’s
Bay polynya north of Svalbard in March 2014. This sensible heat polynya forms due to the
West Spitsbergen Current that causes upwelling of warm Atlantic water (Aagaard et al., 1987;
Ivanov et al., 2012). Based on remote sensing data, Ivanov et al. (2012) observed a decrease
in the ice concentration north of Svalbard in winter and spring by more than 10% in the period
between 1999 and 2011 compared to the period between 1979 and 1995. Using a similar method,
Onarheim et al. (2014) found an ice reduction of 10%decade−1 north of Svalbard between 1979
and 2012. They identify a temperature increase of the inflowing Atlantic water as a major driver
for this long-term trend, while the year-to-year variability is also influenced by wind direction.
Both studies also found an increase in the near-surface air temperatures in the European Centre
for Medium-Range Weather Forecasts (ECMWF) Re-Analysis Interim (ERA-Interim) data in this
area, which is in line with the decreasing ice concentration in the last decades. In the following
two sections we show that the extent of the Whaler’s Bay polynya north of Svalbard was much
larger in the years 2012 to 2014 than ever observed in the previous two decades. We demonstrate
that the strong atmosphere–ocean interaction above the polynya alters not only the structure
of the ABL during CAOs but can also have a large impact on the local temperatures around
Svalbard.
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Polynya size from 1992 to 2015

The wintertime (January-March, JFM) variability of the Whaler’s Bay sea ice cover between
1992 and 2015 is studied using daily SSM/I ice concentration data provided by Ifremer/Cersat
(http://cersat.ifremer.fr) with a spatial resolution of 12.5 km on the basis of the ASI
retrieval algorithm by Spreen et al. (2008).
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Figure 4.12: (a) Mean JFM ice edge (based on 70% SSM/I-ASI ice concentration) in 1996 (light blue)
and 2012 (dark blue), and areas used for calculation of the mean ice concentration in the
Western Nansen Basin (WNB, yellow) and the length of the Whaler’s Bay polynya (orange).
The three positions (P1–P3) used for the temperature analysis are marked in dark red. (b)
Time series of the winter mean sea ice concentration in the WNB (red) with the 20 year
mean and one standard deviation (blue). Data from Ivanov et al. (2012) are shown for
comparison (black). (c) Polynya length for the years 1992 to 2015 as a function of day of
the year. Green color denotes missing data.
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We calculate the JFM mean ice concentration as in Ivanov et al. (2012) in a region northeast
of Svalbard expanding from 15 to 60◦ E and 81 to 83◦ N (Fig. 4.12a) referred to in the following
as the Western Nansen Basin (WNB). Although Ivanov et al. (2012) considered the period from
November till May and used ice concentration data with 25 km resolution, the two time series
of mean ice concentrations show the same general characteristics (see Fig. 4.12b). We find
a 20 year mean of 89.5 ± 4.0% from 1992 to 2011 which compares reasonably well with the
value of 87.5 ± 5.0% by Ivanov et al. (2012) for this period. In the winters of 2012 to 2014,
however, there is a sudden decrease of the mean ice concentration to below 70%, which is more
than four standard deviations below the 20 year mean. However, these three years with a very
large polynya size do not imply a general shift of the regime to lower ice concentrations. In 2015
the mean ice concentration in the polynya region increased again to about 84.9%, which is closer
to the values before 2012 but still one standard deviation below the 20 year mean.

Another useful quantity is the polynya length, which – as has been shown in the previous
sections – is an important factor influencing the evolution of the convective atmospheric boundary
layer during CAOs. We define the polynya length as the cumulative open water path along the
yellow area in Fig. 4.12a, starting at the northwestern edge of Svalbard. Here, we consider pixels
with ice concentrations below 70% as open water areas. The polynya length is then the distance
to the ice edge, i.e. the first pixel exceeding 70% ice concentration. Daily values of the polynya
length are shown in Fig. 4.12c. In the winters of 1992 to 1998 the polynya length hardly ever
exceeded 200 km while lengths exceeding 300 km occurred more frequently between 1999 and
2011. As for mean ice concentration, 2012 to 2014 were also exceptional in terms of the polynya
length with values exceeding 400 km more than 40% of the time. 2014 is also a remarkable year
because the polynya length decreased from more than 500 km at the end of January to nearly
0 km in mid-April. The polynya remained closed until mid September (not shown).

Polynya impact on atmospheric temperatures

It is also interesting to consider the impact of polynyas on local atmospheric temperatures (e.g.
Raddatz et al., 2013; Ebner et al., 2011; Fiedler et al., 2010). Using ERA-Interim data, Onarheim
et al. (2014) found an air temperature increase of 7K in the Whaler’s Bay polynya between 1979
and 2012 associated with the observed decrease in sea ice cover. The close connection between
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the size of the Whaler’s Bay polynya and the local temperature in the polynya region can be
seen in Fig. 4.13. There, we show ERA-Interim (Dee et al., 2011) 2m air temperatures that
are available every six hours to determine the impact of the polynya size on local temperature
conditions. The temperature is considered at grid points located north of Svalbard (80.25◦ N,
12–15◦ E , P1, see Fig. 4.12a) and for north-easterly winds (30–60◦) only, which are identified
from the 10m wind field of ERA-Interim.

The relationship between the JFM mean temperatures during north-easterly winds and the
mean polynya length of the considered cases is probably not linear since temperatures will roughly
approach the water temperature for larger polynya lengths. Therefore, we calculate the Spearman
rank correlation that can be used to test the strength of a non-linear relationship. We find a strong
correlation of rs = 0.77. This is in line with the more general findings by Ivanov et al. (2012), who
concluded that air temperature trends in the Western Nansen Basin based on ERA-Interim data
are consistent with the observed ice loss. Thus, depending on the temperature of the inflowing
air masses, near-surface temperatures north of Svalbard can be more than 20K higher in years
with a large polynya extent compared to years with a closed ice cover.

To estimate how far south air temperatures are influenced by the polynya size, we repeat
the calculations for two additional points further downstream. They are located north-west
of Svalbard at 79.5◦ N, 4.5–7.5◦ E (P2 in Fig. 4.12a) and at 78.75◦ N, 2.25–5.25◦ E (P3 in
Fig. 4.12a). The results are also shown in Fig. 4.13. The Spearman rank correlation gradually
decreases to rs = 0.52 at P2 and rs = 0.43 at P3. Thus, an effect is still visible more than
200 km downstream. At ERA-Interim grid-points even further to the south, the air temperatures
are nearly in equilibrium with the water temperatures and no significant correlations can be found.

Increased boundary layer heights could also lead to a thicker cloud layer with enhanced precip-
itation. However, the analysis of ERA-Interim results did not show a significant correlation (not
shown). It would be interesting to examine polynya related changes in snowfall and a possible
impact on the surface mass balance of glaciers in northern Svalbard in the future.

4.2.4 Remarks on modeling applications

Aircraft measurements of meteorological variables in CAOs, such as the ones presented here, are
very useful for testing and improving parametrisations of turbulent fluxes within the ABL and of
entrainment fluxes near the inversion layer. As a simplification and to save computing time an
often used approach is to set up a quasi two-dimensional model domain with only few grid points
in the cross wind direction (e.g. Chrobok et al., 1992; Lüpkes and Schlünzen, 1996).

Only two (6 and 7 March) of our four cases are suitable for comparison with such a 2D
simulation since there the backward trajectories are mostly aligned with the flight track. However,
the situation is more complicated on 4 March, where the fetch was increased due to a north-
easterly wind component, and on 26 March, where orographic effects of the Svalbard mountains
modify the flow field. It would be interesting to study these two cases in a full 3D model setup
to gain more insight into the effects of a changing flow field with distance to the ice edge.
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4.3 CAO 1D modeling aspects

4.3.1 Turbulence parametrisations

The turbulent fluxes of sensible and latent heat, and momentum represent non-linear terms in the
conservation equations of energy and momentum. Due to these terms the set of equations is not
closed and cannot be solved directly in mesoscale and climate models but have to be parametrised.
Many different parametrisations have been suggested to solve this turbulence closure problem.
In the following, we focus on those parametrisations that are relevant for the modeling of the
temperature evolution and ABL growth in the convective boundary layer in CAOs. Thus, we only
consider parametrisations of sensible heat fluxes. For simplicity, we assume a dry atmosphere
and neglect the influence of humidity.

We test the performance of three different turbulence closures for the calculation of sensible
heat fluxes in a convective atmospheric boundary layer that is typical for CAOs. For this purpose,
we use a 1D version of the MEsoscale TRAnsport and Stream model (METRAS, Schlünzen,
1988), which is non-hydrostatic and anelastic. The applied parametrisations are a mixing length
closure (ML), a counter-gradient closure (CG), and a so-called eddy-diffusivity mass-flux closure
(EDMF), which are described in the following sections. The ML and CG closures have already
been implemented in METRAS and their performance was tested in Lüpkes and Schlünzen (1996)
for CAOs. The EDMF closure has not yet been used in METRAS and was implemented in the
framework of this thesis. It is based on a formulation proposed by Siebesma et al. (2007), which
we improved by ensuring continuous fluxes between the surface layer and the layers above.

Mixing length approach (ML)

The simplest and most commonly used parametrisation of the vertical temperature flux is a local
closure of the form

w ′θ′ = −KH
∂θ

∂z
, (4.4)

where ∂θ/∂z is the local gradient of potential temperature and KH is an eddy diffusivity coef-
ficient. For simplicity, a dry atmosphere is considered. A variety of different parametrisations
for the eddy diffusivity exists in the literature. The one implemented in METRAS is a mixing
length scheme based on Herbert and Kramm (1985) with a stability correction that goes back
to functions traditionally used for surface fluxes by Dyer (1974). This results in:

KH =

l
2
n |∂v∂z |(1− 5Ri)2 0 ≤ Ri ≤ 0.2

l2n |∂v∂z |(1− 16Ri)3/4 −5 ≤ Ri ≤ 0.
(4.5)

Ri is the local Richardson number and ln is the mixing length for neutral stratification that is
specified according to Blackadar (1962) as

ln =
κz

1 + κz
λ

. (4.6)

κ = 0.4 is the von Kármán constant and the maximum mixing length λ is specified as a function
of the ABL height zi . We use the relationship λ = 0.15zi derived by Brown (1996) from LES
simulations under neutral conditions.
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Counter-gradient approach (CG)

Local closures work well in stable conditions, however it has been shown in different studies (e.g.
Holtslag et al., 1995; Lüpkes and Schlünzen, 1996; Siebesma et al., 2007) that it has limitations
in convective conditions, where the vertical heat transport is not only governed by local gradients
but a large part of it is caused by plumes and thermals of rising warm air. To account for this
additional upward transport also in regions with a local increase of potential temperature with
height a so-called counter-gradient term Γ is added so that

w ′θ′ = −KH
(
∂θ

∂z
+ Γ

)
. (4.7)

The specification of the counter-gradient term and the eddy-diffusivity in METRAS follow the
suggestions by Holtslag and Moeng (1991) and Lüpkes and Schlünzen (1996) (LS96). The
counter-gradient term is

Γ = 3
wf w ′θ′|s
w ′2zi

, (4.8)

where w ′θ′|s is the temperature flux at the surface and wf is a convective velocity scale that can
be expressed as

wf =

(
g

θs
ziw ′θ′|s

)1/3
. (4.9)

The eddy diffusivity between the lowest model grid level zp and the ABL height zi is specified as

KH =
κu∗zp

ΦH − κzp
θ∗

Γ|zp

(
zi − z
zi − zp

)2 u∗κz + wf zi(z/zi)
4/3

u∗κz + wf zi(zp/zi)4/3
, (4.10)

with the variance of the vertical velocity w ′2 according to Holtslag and Moeng (1991):

(w ′2)3/2 =

(
1.6u2∗

(
1−

z

zi

))
+ 1.2w3f

(
z

zi

)(
1− 0.9

z

zi

)3/2
. (4.11)

Eddy-diffusivity mass-flux approach (EDMF)

In the counter-gradient closure the impact of the convective thermals is parametrised. Another
possibility is to treat the flux caused by thermals explicitly, as is commonly done in parametrisa-
tions of convective clouds (e.g. Tiedtke, 1989; Bechtold et al., 2001). Siebesma et al. (2007)
combined this so-called mass-flux approach with the local eddy-diffusivity closure for applica-
tions in the cloud free convective ABL. One of the advantages of this approach is that it is
easily matched with mass-flux parametrisations for the cloud layer, which allows for a unified
parametrisation for the cloud topped ABL.

For the derivation of the parametrisation, the fields of potential temperature and vertical
wind are divided into contributions by strong updrafts (denoted by the subscript u) that cover a
small area fraction au and by the environmental values that can be approximated by the spatial
mean fields (denoted by an overbar). An overview is given in Fig. 4.14. The heat flux is then
parametrised as a mass-flux contribution (MF, second term in Eq. 4.12) of the updrafts and a
diffusive contribution (ED, first term in Eq. 4.12) in the environment:

w ′θ′ = −KH
∂θ

∂z
+M(θu − θ), (4.12)

91



4 Cold air outbreaks: observations and modeling

Figure 4.14: Overview sketch of the EDMF principle. Adapted from Siebesma et al. (2007).

with the mass flux
M = auwu ≈ 0.3σw . (4.13)

Here, M is approximated as a function of the standard deviation of the vertical velocity σw for
which the following empirical relationship has been derived by Holtslag and Moeng (1991) from
LES data:

σw = 1.3wf

((
u∗
wf

)3
+ 0.6

z

zi

)1/3(
1−

z

zi

)1/2
. (4.14)

Siebesma et al. (2007) assumed that θs = 300K for the calculation of the scaling parameter for
vertical velocity wf defined as in Eq. 4.9.

The EDMF parametrisation requires steady-state updraft equations for potential temperature
and vertical velocity that are derived from mass continuity equation and steady state Boussinesq
equation as

∂θu
∂z

= −ε(θu − θ) (4.15)

and
∂w2u
∂z

= −
1

0.7
εw2u +

gβ

0.35
(θu − θ). (4.16)

ε is the fractional entrainment rate that described the lateral entrainment of air into the updrafts.
Siebesma et al. (2007) derived the following empirical formulation from LES data:

ε ' 0.4

(
1

z + ∆z
+

1

zi − z + ∆z

)
. (4.17)

They introduced the additional terms ∆z to avoid singularities near the ABL height zi .
For each time step the diagnostic equations for updraft potential temperature (Eq. 4.15) and

vertical velocity (Eq. 4.16) are evaluated stepwise starting from the lowest model level zp using
the initial values

θu(zp) = θ(zp) +
w ′θ′s
σw (zp)

(4.18)

and
wu(zp) = 0. (4.19)

The diagnostic equation for the updraft vertical velocity is used to derive the ABL height. Here,
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the top of the ABL is defined as the height where wu = 0. An example of the updraft velocity
and the corresponding ABL height are shown in Fig. 4.15a. The results were obtained using a
1D version of METRAS using the initial conditions and the model setup described in Sect. 4.3.2.

For the eddy diffusivity coefficient in Eq. 4.12 Siebesma et al. (2007) use the following profile
relationship:

K′H(z) =
κzu∗
ΦH

(
1−

z

zi

)2
. (4.20)

In general, it is important that for any used parametrisation of turbulent fluxes the formulation is
consistent with the fluxes in the Prandtl-layer, which is basically the layer below the lowest model
grid point zp. This means that a parametrisation needs to guarantee vertically continuous fluxes
at the first grid point. Therefore, we inspect if this is the case for the EDMF parametrisation in
the following.

For sensible heat flux, continuous fluxes are ensured when the parametrisation meets the
following condition:

w ′θ′|zp = −u∗θ∗ = −KH(zp)
∂θ

∂z

∣∣∣∣
zp

+M|zp(θu(zp)− θ(zp)). (4.21)

However, this condition is not fulfilled when the eddy-diffusivity in Eq. 4.20 is used. Thus, we
use a simple approach, as in LS96, and multiply the eddy diffusivity by a factor A to meet the
condition:

KH(z) = A ·K′H(z). (4.22)

Inserting Eq. 4.22 in Eq. 4.21 and solving for A gives:

A =
u∗θ∗ +M|zp(θu(zp)− θ(zp))

∂θ
∂z |zpK′H(zp)

=

(
1 +

M|zp(θu(zp)− θ(zp))

u∗θ∗

)(
zi

zi − zp

)2
. (4.23)

With the mass-flux contribution at the lowest model level according to Eq. 4.13 and 4.18

M|zp(θu(zp)− θ(zp)) = 0.3σw (zp)
w ′θ′s
σw (zp)

= −0.3u∗θ∗ (4.24)

we obtain the modified eddy diffusivity as

KH(z) = 0.7
κzu∗
ΦH

(
zi − z
zi − zp

)2
. (4.25)

To illustrate the contributions of the eddy-diffusivity (ED, first term in Eq. 4.12) and mass-flux
(MF, second term in Eq. 4.12) terms to the total flux in the EDMF parametrisation, exemplary
results from a 1D model run of METRAS are shown in Fig. 4.15b. The presented curves are
results after 24 h model run time using the initial conditions and the model setup described in
Sect. 4.3.2. Near the surface the total flux is dominated by the ED term, while the mass-flux
equals zero below the lowest grid point. The contribution of the MF term increases within the
lowest 10% of the ABL while the ED contribution decreases. In the upper 60% of the ABL the
ED term is even slightly negative. The two contributing terms add up to a total flux that linearly
decreases with height and has a minimum at the top of the ABL. This minimum is dominated by
the mass-flux term.
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Figure 4.15: (a) Vertical profile of the updraft velocity according to Eq. 4.16 and derived ABL height zi .
(b) Vertical temperature flux as a function of normalized height using the EDMF parametri-
sation (Eq. 4.12) and contributions from the eddy-diffusivity (ED) and mass-flux (MF) terms.
Both figures show results of a model run performed with a 1D version of METRAS after
24 h. For initial conditions and model setup see Sect. 4.3.2.

4.3.2 Comparison of results from 1D METRAS runs using different parametrisations
with LES results

To test the performance of the above mentioned parametrisations they were implemented in
a 1D version of METRAS and results were compared with LES. The model was initialized
with a stably stratified atmosphere with a constant vertical potential temperature gradient of
∂θ/∂z = 0.005Km-1 starting at a value of θ = -12 ◦C near the surface. These conditions can be
considered as representative for Arctic autumn or late spring conditions over thick sea ice. The
geostrophic wind speed was 3ms-1, which is at the lower end of the range of different values
observed by Brümmer (1997). After initialisation an abrupt increase of the surface temperature
to -2 ◦C was prescribed to generate near-surface heat fluxes with a similar magnitude as during
CAOs. Results can be considered as a function of time but also in a Lagrangian way as a function
of distance by assuming that the model box drifts with the mean wind.

As a first estimate of the "truth" we compare the results obtained with METRAS to results
from large-eddy simulation. The model run was performed with the Parallelized Large Eddy
Simulation Model (PALM, Raasch and Schröter, 2001)1. The horizontal and vertical resolutions
were 30m for PALM and the vertical resolution was 20m for METRAS. The model run times
were 20 h. Since the first two hours of the PALM run are necessary for spin up, the METRAS runs
were initialised with the PALM profiles of potential temperature after 2 h to ensure consistent
results.

The resulting profiles of potential temperature after model run times of 6, 12, and 18 hours are
shown in Fig. 4.16. The PALM profiles show a well-mixed ABL with a near-neutral stratification
in the center of the ABL and a slightly stable stratification in the uppermost 20 to 30% of the

1The model runs with PALM were performed by Siegfried Raasch from the Institute of Meteorology and
Climatology, University of Hannover.
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Figure 4.16: Vertical profiles of potential temperature from model runs of a 1D version of METRAS
using the mixing-length (ML), counter-gradient (CG), and eddy-diffusivity mass-flux (EDMF)
parametrisations and from the LES model PALM. (a) Results after model run times of 6,
12, and 18 hours and the LES profile after 2 hours used to initialize the METRAS runs. (b)
Zoom in to the profiles after 12 hours.

ABL. The growth of the ABL beyond the intersection of a given profile with a previous profile
indicates the existence of vertical entrainment in the inversion region. Consistent with LS96
we find that the potential temperature profiles produced with METRAS using the ML approach
show an unrealistically unstable stratification in the upper 90% of the ABL. However, this effect
is much smaller than described by LS96, which is due to different values of the coefficient λ
in Eq. 4.6. LS96 used the original Blackadar (1962) approach with a value of λ = 0.007u∗/f ,
where f is the Coriolis parameter, which is larger than the parameter used here. Consequently,
the potential temperatures near the inversion height are underestimated by more than 0.2K for
all time steps. The ML parametrisations also fails to reproduce the stably stratified region in the
upper part of the ABL and cannot reproduce the entrainment present in the PALM runs. As a
result, the ABL does not grow fast enough and the ABL height after 20 h of about 1000m is
more than 100m smaller than the ABL height in PALM (Fig. 4.17b).

The METRAS runs using the CG approach reproduce the temporal evolution of the increase
of the mean ABL potential temperature and the stable stratification in the upper part of the ABL
very well (Fig. 4.16). However, in the CG run the potential temperature increase starts already
in the lower part of the ABL, where PALM shows a height constant temperature. This small
discrepancy has not yet been described by LS96. Other than the ML closure, the CG closure
reproduces the entrainment present in the PALM run and thus the ABL growth agrees very well
with the PALM results (Fig. 4.17b). However, the extent of the entrainment layer is slightly too
small.

The newly introduced EDMF parametrisation is the only one that reproduces the near-neutral
stratification obtained by PALM over large parts of the ABL (Fig. 4.16). The mean ABL potential
temperatures are, however, slightly higher than in the PALM runs for all time steps. The slightly
too warm ABL coincides with an overestimation of the initial growth of the ABL, leading to ABL
heights that exceed the PALM results by up to 250m after 20 h (Fig. 4.17b).

However, it should be noted here that the definition of the ABL height is different for the
EDMF approach than for the two other used parametrisations and for PALM. The ABL height is
determined from the zero-crossing of the updraft vertical velocity in the EDMF approach, which
roughly corresponds to the height of the maximum potential temperature gradient in the capping
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Figure 4.17: Time evolution of (a) surface heat fluxes and (b) ABL height derived from model runs
of a 1D version of METRAS using the mixing-length (ML), counter-gradient (CG), and
eddy-diffusivity mass-flux (EDMF) parametrisations and from the LES model PALM.

inversion. The resulting ABL heights are higher than those derived for the other cases, which are
based on a critical value for the potential temperature gradient and thus place the ABL height
close to the inversion base. Consequently, as can be seen in the profiles in Fig. 4.16, the actual
overestimation of the ABL heights using the EDMF closure is not as large as suggested by the
values in Fig. 4.17b. The different definitions of the ABL height also perform differently when
the vertical grid spacing is increased, as we will demonstrate in the next section.

4.3.3 Sensitivity to vertical grid spacing

The comparison and evaluation of different flux parametrisations is also relevant for the choice
of parametrisations in climate and reanalysis models. In those models the vertical grid spacing
is usually much larger than the 20m used in the METRAS test case presented in the previous
section. For example, in the ERA-Interim reanalysis, which has 60 vertical levels, the vertical
grid size increases from about 20m near the surface to about 200m at 1 km height (The ERA-
Interim archive, version 2.0, 2011). Similar values or slightly higher vertical resolutions in the
lower troposphere are currently used in many climate models, such as ECHAM6 (Stevens et al.,
2013, (47 levels)), IPSL-CM5 (Dufresne et al., 2013, (39 levels)), or the NCAR CCSM4 model
(Gent et al., 2011, (26 levels)).

Thus, in addition to the comparison with LES results in the previous section, it is interesting
to analyse the performance of the different parametrisations for an increased vertical grid spacing.
For this purpose, additional 1D METRAS runs with a vertical grid spacing that agrees at the
surface with the height constant value of 20m used in the reference run, but increases then
with height were performed and compared to the high resolution runs. In this new model setup
∆z equals 20m below z = 200m and increases to 50m at 500m height and further to 100m
at 2000m. The initial conditions for wind speed and stratifications are the same as for PALM
described in the previous section. We only use the CG and EDMF approaches for this comparison
since the characteristics of the convective ABL during CAOs are not well reproduced by the ML
approach.

Figure 4.18a shows the potential temperature profiles after a model run time of 24 h. It is
evident that the largest changes between the model runs with high and with increasing vertical
grid spacings occurs for the CG approach, when the ABL height is determined by a critical
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temperature gradient (full lines, "grad" criterion). There, the ABL grows and warms much
faster when the vertical grid spacing is increased. The ABL height for the decreased resolution
run exceeds the ABL heights for the high resolution run by more than 200m after 24 h and by
about 700m after 3 days (Fig. 4.18b,c). Considering the wind speed of 3ms-1 this means that
after a distance of only 780 km (or about 7◦ latitude for a flow in north-south direction) the ABL
height is overestimated by already 30%. Such a horizontal scale of several hundreds of kilometers
has often been observed for CAOs in the Fram Strait region (e.g. Brümmer and Pohlmann, 2000;
Brümmer, 1997).

The changes of the ABL height for an increased grid spacing are much smaller when the
EDMF approach is used (Fig. 4.18, dashed lines), although there is a similar slight increase of
the mean ABL potential temperature as for the CG approach in the order of 0.1 K after 24 h.
The ABL height is only slighly overestimated for an increased grid size with differences in the
order of 50m after 3 days. An explanation for this different behavior are the different methods
used to determine the ABL height, as already pointed out in the previous section. Our results
suggest that the criterion based on the zero-crossing of the updraft velocity ("wu" criterion), as
used in the EDMF approach, is much less sensitive to the choice of the vertical grid.

To support this finding we tested whether the CG results improved when the wu criterion
was used to determine the ABL height instead of the grad criterion. These results are shown
as dotted lines in Fig. 4.18. Indeed, the overestimation of the ABL with increased vertical grid
spacing is largely reduced with only about 100m after 24 h and 150m after 3 days. Thus, the
error decreases from 30% to about 7% for typical horizontal scales of CAOs.
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Figure 4.18: Results for model runs using the CG and EDMF closures with "20m" and with increasing
("inc") vertical grid spacing. Two versions of the CG approach are shown where the cal-
culation of the ABL heights is based on a critical temperature gradient ("grad") or on the
zero-crossing of the updraft velocity ("wu"). (a) Potential temperature profiles after 24 h,
(b) time evolution of the ABL height, and (c) differences of the ABL heights of the high
resolution run (using the CG closure and the gradient method to derive the ABL height) to
the ABL heights from all other cases.
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4.3.4 Summary

In a comparison of LES results with 1D METRAS runs using different parametrisations we demon-
strated that the recently introduced EDMF closure by Siebesma et al. (2007) is useful in CAO
modeling applications and even has some advantages compared to the CG appraoch. While all
three considered parametrisations reproduce the surface heat fluxes reasonably well, the EDMF
closure yields the best agreement of the temperature profiles with LES, with a near-neutral strat-
ification in the center and a slightly stable stratification close to the capping inversion. However,
in the presented case for the EDMF closure the ABL grew too fast and was slightly too warm
compared to the LES results. The EDMF approach is also less sensitive to the vertical grid
spacing than the CG closure, which can be attributed to the derivation of the ABL height using
a diagnostic equation of the updraft vertical velocity (Eq. 4.16). We showed that for the CG
approach the overestimation of the ABL height caused by an increased vertical grid spacing can
be reduced when the ABL height is also derived from the updraft velocity rather than from a
critical potential temperature gradient.

This is especially relevant for an appropriate parametrisation of fluxes in climate models where
the vertical grid spacing in the lower troposphere can be even larger than the maximum of 100m
at 2 km height considered in this study. There, a definition of the ABL height based on the
updraft velocity could be a simple method to reduce errors of the ABL growth during CAOs.
Since the required additional equation is only diagnostic, the added costs would remain within
reasonable bounds.
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In this study we examined convective processes in the polar atmospheric boundary layer. This
includes convection over sea ice covered regions, which is caused by the presence of leads and
the related heterogeneous distribution of sea ice concentration and thickness. Moreover, we
also considered convection during cold air outbreaks at the sea ice edge. A large part of these
investigations was based on aircraft measurements. They were supplemented by modeling results
obtained with a simple box model and a one-dimensional mesoscale model.

Surface temperature impact on Arctic air temperatures

The aim of the first major part of this thesis was to investigate the dependence of near-surface
atmospheric temperatures on the heterogeneity of surface temperatures over the Arctic Ocean.
We used a Lagrangian approach based on backward-trajectories calculated from 10 m wind fields
of two different reanalysis data sets. The trajectories were initiated at three Arctic locations,
namely Alert, Barrow, and at the Tara drifting station. We applied three different methods
to relate the measured 2-m temperatures at these stations to the ice cover in their upstream
regions, which included calculations with a simple box model that only accounted for the effect
of sensible heat fluxes. The model used MODIS ice surface temperatures and four different sets
of satellite-derived ice concentrations as input data.

We found that, under nearly cloud-free conditions, up to 90% of the 2-m air temperature
variance at the stations can be explained by heterogeneous ice surface temperatures. The results
also suggest that near-surface temperatures at a given site are influenced by the variability of
surface temperatures in a domain of about 200 km radius around the site. These results un-
derline the large importance of a very accurate representation of sea ice properties – such as
concentration, thickness, snow cover, and albedo – in climate and weather prediction models.

The results are most sensitive to uncertainties in ice surface temperatures, which are mainly
due to shortcomings of the MODIS cloud mask and to uncertainties in the trajectory positions.
We found that the trajectories based on the two different reanalyses show large spatial differences
of up to 380 km after 30 h in the Central Arctic. The differences are only about 120 km for Barrow,
which is located in a region where more in-situ measurements are available for assimilation into
the reanalysis model. This might suggest that backward-trajectories based on reanalysis data
are less reliable in regions where measurements are sparse. It would be interesting to test this
hypothesis by comparing backward-trajectories calculated for additional reanalysis data sets and
for other regions with a different coverage of in situ and satellite measurements. It is quite
possible that without the uncertainty in the cloud mask and the trajectory positions the spatial
surface temperature heterogeneity would explain even a larger fraction of the local air temperature
variability than found in the present results.
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5 Conclusions

Influence of leads on the atmospheric boundary layer

In the second major part of this thesis we analysed aircraft measurements in the environment of
leads obtained during the campaign STABLE, which took place in March 2013 in the northern
Fram Strait region. The measurements over four individual leads aimed to improve our current
understanding of the formation of convective plumes over leads and their impact on the polar
atmospheric boundary layer. They were supplemented by measurements during long low-level
flight legs that were used to estimate the lead impact on a regional scale.

We presented case studies of the boundary layer modification and turbulent fluxes over four
wide leads, which differed with respect to environmental conditions and lead characteristics. The
conditions over the leads were strongly variable with observed near-surface sensible heat fluxes
ranging from 15 to 180Wm-2 and an increase of the near-surface temperature of up to 3.2 ◦C.
In two cases the plumes strongly affected the wind field within the atmospheric boundary layer.
Low level jets that existed in those cases in the region upstream of the leads disappeared in the
plume region.

In one of the cases large entrainment fluxes exceeding 30% of the surface fluxes were ob-
served, which contributed significantly to the ABL warming downstream of the lead. We found
that plumes emanating from leads also affected the structure of the vertical flux profiles, which
were non-linear downstream of the leads with a distinct flux maximum in the core of the con-
vective plumes. Furthermore, we found that the presence of leads may cause large errors of the
measured sensible heat fluxes when the turbulent fluxes were derived only from flight legs orthog-
onal to the leads. Uncertainties of near-surface fluxes were much smaller when stacks of lead
parallel flight legs at multiple heights were conducted. Therefore, such complex flight patterns
are necessary to accurately determine the energy fluxes in the environment of leads.

The convective plumes over leads cannot be directly taken into account by climate models,
nor by mesoscale models, even when the used grid sizes are in the range of only one kilometer
and therefore have to be parametrised. Our measurements form a valuable dataset for future
validations of such parametrisations of the lead impact in models. However, since our analysis
was based on only four cases with highly variable lead characteristics and forcing conditions, it
is necessary to carry out more case studies in the future to generalize our findings of the lead
impact.

In addition, we analysed the regional impact of lead ensembles on atmospheric temperatures
using long transect flights. The near-surface atmospheric temperatures showed a strong depen-
dence on the ice concentration with a correlation of r = -0.66. Furthermore, our analysis showed
a temperature change of 0.25K per 1% change in ice concentration during the considered time
periods of 30min, which agrees well with the results of a modeling study by Lüpkes et al. (2008b).

There have been approaches to parametrise the heat exchange over lead ensembles using a
fetch dependent formulation of the heat fluxes (Andreas and Cash, 1999). When such formu-
lations are used, it is important to know about the distributions of lead widths and lead surface
temperatures. Thus, we derived a lead width distribution based on surface temperature measure-
ments during long flight sections. We found that the distribution follows a power law with an
exponent of b = 2.5 for lead widths above 400m, which agrees well with values found in other
studies by Marcq and Weiss (2012) and Wernecke and Kaleschke (2015). The exponent is smaller
for lead widths between 100 and 400m, which suggests that the distribution is not completely
scale invariant. In addition, our data showed that the distribution of the surface temperature
difference between the leads and the surrounding thick ice can be described by an exponential
function. For future work, it would be interesting to include a joint distribution of lead widths
and surface temperature differences in the heat flux calculations.
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Cold air outbreaks: observations and modeling

The third major part of this thesis dealt with convection during cold air outbreaks in the polar
regions. In the first part, we used dropsonde measurements carried out during the campaign
STABLE, supplemented by aircraft profiles, to analyse the downstream development of meteo-
rological variables and the growth of the internal convective boundary layer during four CAOs.
To begin with, we validated the quality of the dropsonde data against the aircraft measurements
since the dropsondes measure with a lower resolution and a simpler instrumentation than the
aircraft. Besides a dry bias in the humidity measurements, we found a generally good quality of
the dropsonde measurements, especially of the GPS derived wind vectors.

In two of the four considered CAOs (4 and 26 March 2013) our measurements differed
strongly from those during previous campaigns in the Fram Strait region. This was due to the
northeast-southwest orientation of the ice edge in the northern Fram Strait region, which was
related to the large size of the Whaler’s Bay polynya north of Svalbard. Our analysis of sea
ice concentrations derived from passive microwave satellite data revealed that the extent of the
Whaler’s Bay polynya north of Svalbard was much larger in the winters of the years 2012 to
2014 than ever observed in the previous 20 years. This increased polynya size caused strong
atmospheric convection during cold air outbreaks in a region north of Svalbard that was typically
ice-covered in the last decades.

The strong atmosphere-ocean interaction above the polynya alters the structure of the at-
mospheric boundary layer during cold air outbreaks and can have a large impact on the local
temperatures around Svalbard. Based on ERA-Interim data within the polynya, we found that
increased near-surface temperatures in this region are strongly related to a larger polynya extent.
In addition, we observed an increase of the potential temperature by 9K over the open water
compared to the pack ice region during one of the CAO cases north of Svalbard. Our mea-
surements also show that the unusual ice conditions generate extreme convective boundary layer
heights that are larger than the regional values reported in previous studies. With predictions
of further shrinking of the Arctic sea ice volume in the next decades (e.g. Overland and Wang,
2013), a large Whaler’s Bay polynya, as observed from 2012 to 2014, might be present more
often in the future.

We also considered a small side aspect concerning the parametrisation of turbulent sensible
heat fluxes in the convective ABL during CAOs. The performance of three different parametrisa-
tions in a 1D mesoscale model was tested and compared to results from LES. Both the considered
counter-gradient and eddy-diffusivity mass-flux (EDMF) approaches reproduced the character-
istics of the convective ABL better than the mixing length approach, while the shape of the
temperature profile was reproduced best for the EDMF approach. As a next step, the perfor-
mance of the EDMF parametrisation should be tested in a 3D version of the mesoscale model.
These tests could also include an EDMF formulation of the latent heat flux, which has already
been proposed by Siebesma et al. (2007). Finally, we found that the largest advantage of the
EDMF closure is that the ABL height is determined based on a diagnostic equation for the up-
draft vertical velocity, which is less sensible to changes of the vertical grid spacing of the model.
This approach could be also very promising to reduce errors of the ABL growth during CAOs in
climate models.

Outlook

Future work should focus on improving the representation of convective processes in the polar
atmospheric boundary layer in climate models. The measurements obtained during the STABLE
campaign are well suited for the validation of modeling studies with mesoscale models or LES. For
example, in a modeling study Lüpkes et al. (2008a) used METRAS to develop a turbulence closure
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that accounts for the non-local transport in the convective plumes over leads. They validated
their parametrisation with model results from LES. It would be beneficial to repeat such a study
using the four case studies over leads measured during STABLE as validation data. In addition,
Lüpkes et al. (2008a) only focussed on a lead of 1 km width under near-neutral conditions. The
four case studies offer a variety of different lead widths, lead surface temperatures, and upstream
stratifications and could thus be used to test and improve the developed parametrisation also for
these conditions.

In addition, our measurements during CAOs are very useful for the validation of future mod-
eling studies aimed at improving parametrisations for convective ABLs during CAOs. The two
cases on 6 and 7 March are only little influenced by the unusual orientation of the ice edge.
They are thus suitable for idealized modeling studies with a simplified quasi 2D model setup,
such as in Lüpkes and Schlünzen (1996) and Chechin et al. (2013) using mesoscale models, or in
Gryschka et al. (2008, 2014) using LES. These two cases could also be used for further testing
of the EDMF closure for CAO applications. The two CAOs on 4 and 26 March will also make
very interesting modeling case studies due to the very complex geometry of the ice edge and
the influence of the orography of Svalbard. However, here a full 3D model setup including the
Svalbard archipelago would be necessary to model these cases.
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1) Improvement of the box model:
• an additional term accounting for radiative cooling is considered
• for comparison with the measured temperatures at the stations the modeled temperatures
at 10m height are reduced to 2m assuming a logarithmic temperature profile

• we could also show that the model assumptions are not only valid for a well-mixed ABL,
but also hold for a more general power law temperature profile

2) Sensitivity tests:
• backward-trajectories are calculated using two different reanalysis data sets for comparison
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