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In the framework of atmospheric circulation regimes, we study whether the recent Arctic sea ice loss and
Arctic Amplification are associated with changes in the frequency of occurrence of preferred atmospheric
circulation patterns during the extended winter season from December to March. To determine regimes
we applied a cluster analysis to sea-level pressure fields from reanalysis data and output from an at-
mospheric general circulation model. The specific set up of the two analyzed model simulations for low
and high ice conditions allows for attributing differences between the simulations to the prescribed sea
ice changes only. The reanalysis data revealed two circulation patterns that occur more frequently for low
Arctic sea ice conditions: a Scandinavian blocking in December and January and a negative North Atlantic
Oscillation pattern in February and March. An analysis of related patterns of synoptic-scale activity and
2 m temperatures provides a synoptic interpretation of the corresponding large-scale regimes. The re-
gimes that occur more frequently for low sea ice conditions are resembled reasonably well by the model
simulations. Based on those results we conclude that the detected changes in the frequency of occur-
rence of large-scale circulation patterns can be associated with changes in Arctic sea ice conditions.
© 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Over the last decades, the Arctic sea ice has declined
throughout the year, but most strongly in late summer (see e.g.
http://www.meereisportal.de/en/seaicetrends/monthly-mean-
arctic). In September, the Arctic sea ice has declined by 12% per
decade since the beginning of satellite measurements in 1979
(Stroeve et al., 2011). In the same period, the winter temperatures
in the Arctic have risen by 1.6K/decade, which is stronger than
anywhere else on the Northern Hemisphere (Screen and
Simmonds, 2010). The sea ice decline exerts a strong impact on
the atmospheric circulation. Low sea ice conditions in autumn
often result in cold Eurasian winters, extreme snowfall, strong
blockings and a negative phase of the Arctic Oscillation (AO) and
North Atlantic Oscillation (NAO) in late winter (e.g. Jaiser et al.,
2012; Cohen et al., 2012; Nakamura et al., 2015).

Many studies analyzed the impact of autumn sea ice conditions
on the winter circulation. Francis et al. (2009) investigated the
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dynamical response to the Arctic sea ice loss, which becomes
detectable in terms of modifications of Rossby waves and the jet
stream. They showed that the reduced sea ice leads to a weakening
of the polar jet stream. Rossby waves get higher amplitudes and
move slower which favors the development of blockings and
extreme weather such as cold air outbreaks at the Eastern Conti-
nents (Francis and Vavrus, 2012). Honda et al. (2009) described the
excitation of an atmospheric Rossbywave due to heating anomalies
over the Barents/Kara Seas (BKS) in November, which strengthens
the development of the Siberian high. Studies by Petoukhov and
Semenov (2010), Inoue et al. (2012), Mori et al. (2014), and
Overland (2016) showed that low sea ice conditions in autumn are
linked to a strong Siberian high and cold Eurasian winters. Addi-
tional moisture provided from more opened Arctic Ocean leads to
increased snow fall over Eurasia in autumn and winter as pointed
out by Cohen et al. (2012), Liu et al. (2012), and Wegmann et al.
(2015). Vihma (2014) summarized the interrelation between
Arctic sea ice and large-scale circulation anomalies, which includes
a high over Eurasia, a high over Western and a low over Eastern
North America in winter. Overland and Wang (2010) showed that
under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. Significance of the clustering of the ERA-Interim daily SLP fields over the North-
Atlantic-Eurasian region for DJFM for k ¼ 2 … 8 clusters. k ¼ 5 is the smallest sig-
nificant partition size which is significant at the 95% level (black line) and therefore
used as cluster size.
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the frequency of the Arctic Dipole, a more meridional pattern, ap-
pears more often in the 21st century compared to the 20th century
which can be linked to the Arctic sea ice reduction.

Among others, Jaiser et al. (2012) pointed out that sea ice
changes can impact the dominant pattern of the large-scale extra-
tropical circulation, namely the AO. Thereby, low sea ice conditions
foster a shift towards the negative phase of the AO. Kim et al.
(2014), Nakamura et al. (2015, 2016), and Jaiser et al. (2016) also
focused on the modulation of the AO and NAO following Arctic sea
ice loss. They confirmed that low sea ice conditions favor a negative
AO/NAO phase through coupling with the stratospheric polar
vortex.

Most studies analyze the seasonal winter response to low sea ice
conditions. The dynamical response, however, varies greatly from
month to month (Deser and Phillips, 2009; García-Serrano et al.,
2016). Recent studies by e.g. Cohen et al. (2014), Jaiser et al.
(2016), Nakamura et al. (2015) propose a temporal evolution of
pathways for Arctic-midlatitude linkages from autumn to winter,
which requires studying the related processes with higher tem-
poral resolution.

It has long been recognized that the concept of atmospheric
circulation regimes is useful in understanding main aspects of the
low-frequency variability of the extra-tropical atmospheric circu-
lation. Today it is common to describe this low-frequency vari-
ability in terms of a few preferred and recurrent circulation
patterns called circulation regimes (see review by Hannachi et al.,
2017). Within this conceptual framework, low-frequency vari-
ability could arise owing to transitions between distinct atmo-
spheric circulation regimes.

Furthermore, the frequency of occurrence of preferred atmo-
spheric circulation regimes is influenced by the external forcing
factors such as other components of the climate system (e.g., the
forcing of large-scale waves by anomalies of the sea surface tem-
perature in the tropics; see Hoskins and Karoly, 1981) or anthro-
pogenic forcing. Palmer (1993, 1999) introduced a dynamical
paradigm for climate change. According to this paradigm, a weak
external forcing does not change the structure and number of at-
mospheric regimes, but instead changes the frequency of occur-
rence of the regimes. This determines, at least partly, the time-
mean response of the atmospheric flow to the external forcing.
On the other hand, strong external forcing factors can lead to
changes in the number and structure of circulation regimes as
proven in several studies, e.g. by Kageyama et al. (1999) and
Handorf et al. (2009).

Stephenson et al. (2004) and Hannachi et al. (2017) reviewed
many studies that have shown the division of the Northern
Hemispheric boreal winter flow into two to six preferred circula-
tion regimes under present-day conditions based on daily and
monthly data. Using the paradigm of circulation regimes, we are
going to study whether the strong Arctic sea ice loss in the last
decades can act as an additional external forcing to the atmosphere,
which influences the frequency of occurrence of the preferred cir-
culation regimes and leads to a more frequent occurrence of
particular patterns.

We determine preferred atmospheric circulation patterns based
on sea-level pressure (SLP) fields over the North-Atlantic-Eurasian
region of the Northern Hemisphere (30� e 90oN, 90oW-90� E) for
winter (DJFM) and analyze changes in the frequency of occurrence
in association with different Arctic sea ice conditions. The North-
Atlantic-Eurasian region was chosen because of the evidence
from observational and modelling studies for dynamical pathways
and a monthly progression of processes connecting Arctic sea ice
anomalies over the BKS in late summer and autumn to cold Eurasia
temperatures in mid-to late winter (e.g. Honda et al., 2009; Cohen
et al., 2014; Overland et al., 2015). We analyze the related patterns
Please cite this article in press as: Crasemann, B., et al., Can preferred atm
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of synoptic-scale activity and 2 m temperatures to characterize the
circulation regimes with respect to synoptic-scale processes. We
argue for the association with Arctic sea ice changes is reasoned by
the comparison of results from reanalysis datawith the output from
the two atmospheric general circulationmodel (AGCM) simulations
which differ only in terms of the Arctic sea ice conditions. The paper
is organized as follows: Section 2 describes the used data sets and
model simulations and the regime analysis method. Section 3 ex-
plains the results of the regime analysis for reanalysis and model
data, whereas Section 4 provides the discussion of the results and
completes with conclusion and outlook.
2. Methods

2.1. Data

We make a use of the recent ERA-Interim reanalysis data pro-
vided by the ECMWF (Dee et al., 2011). The data is computed at the
T255 spectral resolution (approximately 0.75�), while we use
interpolated daily output at the 2� horizontal resolution from 1979
to 2014. Based on the Arctic sea ice concentration and the Arctic sea
ice index, provided by the National Snow and Ice Data Center
(Fetterer and Knowles, 2004), it is possible to divide the ERA-
Interim data into high and low sea ice concentration periods as in
Jaiser et al. (2016). The high ice period starts in 1979 and ends in
winter 1999/2000, whereas the low ice period continues from
winter 2000/2001 until 2014. An inspection of the sea ice anomaly
maps reveals large sea-ice reductions between the low and high ice
period, but with regional differences. In September, sea ice is
reduced over the Beaufort, East Siberian, Laptev, Kara and northern
Barents Sea, whereas sea-ice retreat is located in the Barents-Kara
Sea and the Chukchi Sea/Bering Strait in November, and in the
Barents Sea, the Nordic Sea, and the Sea of Okhotsk in January (cf.
Fig. 1 in Nakamura et al. (2015) and Fig. 1 in Jaiser et al. (2016)).

The model simulations have been run with the atmospheric
general circulationmodel for Earth Simulator (AFES) with a spectral
resolution of T79 described by Nakamura et al. (2015). They have
performed a sensitivity experimentwith two perpetual model runs,
each with an integration time of 60 years. The first experiment is
labeled CNTL and represents high sea ice conditions by using the
ospheric circulation patterns over the North-Atlantic-Eurasian region
.org/10.1016/j.polar.2017.09.002
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mean observed annual cycle of sea ice concentration averaged over
1979e1983 as the lower boundary condition. The prescribed sea-
ice conditions have been estimated from the merged Hadley-
National Oceanic and Atmospheric Administration (NOAA)/Opti-
mum Interpolation (OI) Sea Surface Temperature (SST) and Sea-Ice
Concentration (SIC) data set (Hurrell et al., 2008). Low sea ice
conditions are prescribed in the second experiment that is labeled
NICE. These are represented by the mean annual cycle of sea ice
concentration averaged over 2005e2009. An inspection of the
prescribed sea ice anomaly maps between the NICE and CNTL
simulation shows the same regional patterns of sea-ice reduction as
for the ERA-Interim data (described above), but with larger
magnitude (cf. Fig. 1 in Nakamura et al. (2015) and Fig. 1 in Jaiser
et al. (2016)). Both experiments use the same mean SST-fields
from the early period to focus only on the sea ice changes. A
more detailed description of the set-up can be found in Nakamura
et al. (2015).

Atmospheric circulation changes between the low and high ice
periods in ERA-Interim cannot solely be associated with Arctic sea
ice changes because of additional forcing factors. In AFES, sea ice is
the only varied parameter between the two model runs. Therefore
the response of the atmosphere is directly associated with Arctic
sea ice changes. If the differences between the high ice and the low
ice period in the reanalysis data are similar to those between the
CNTL and the NICE model experiments results, then we attribute
the signals to the influence of Arctic sea ice concentration.

2.2. Detection of preferred circulation patterns and changes in the
frequency of occurrence

The applied regime analysis method is similar to the one used in
Dawson et al. (2012) and Dawson and Palmer (2015). It considers
preferred regions of the state space as circulation regimes. These
preferred regions are identified by grouping daily fields of SLP
anomalies into clusters with similar anomaly patterns.

Our regime analysis is based on daily SLP fields over the North-
Atlantic-Eurasian region (30�e90�N, 90�W-90� E) for the 4 winter
months (DJFM). We have chosen this region due to the increased
evidence for dynamical pathways linking in particular Arctic sea ice
anomalies of the BKS in late summer and autumn to cold Eurasia
temperatures in mid-to late winter (see Introduction).

First, the SLP anomaly fields have been calculated by subtracting
the mean annual cycle at each grid point. For the reanalysis, the
mean annual cycle has been calculated over the period 1979e2014,
whereas for the model simulations the mean annual cycle has been
calculated separately for the CNTL and NICE model runs to take into
account the different background states. In order to reduce the
dimensionality of the data set, we have applied an empirical
orthogonal function (EOF) analysis with ensured equal-area
weighting. For the reanalysis data, the EOF analysis and subse-
quent cluster analysis has been carried out for the full period
1979e2014 covering the high and low ice period. To cover high and
low ice period for the analysis of the model data, we applied an EOF
analysis to the combined data of the CNTL and NICE runs, resulting
in a sample of 120 years of daily data. We selected the five leading
EOFs as basis functions to span the reduced state space, where the
corresponding Principal Component (PC) time series provide the
coordinates of the reduced state space. The EOF patterns and PC
time series have not been re-normalized, thus the variance of the
corresponding PC time-series is equal to the corresponding eigen-
value. The five leading EOFs explain 40e50% of variance of the SLP
anomaly fields. The results of the cluster analysis are not sensitive
to the dimension of the reduced state space, which has been tested
over the range from 3 to 10 EOFs.

The five leading EOF patterns of ERA-Interim and AFES correlate
Please cite this article in press as: Crasemann, B., et al., Can preferred atm
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well with pattern correlation coefficients between 0.84 and 0.94,
which are significant at the 95% confidence level by a Student's t-
test. Therefore we have analyzed both data sets in their own state
spaces instead of using projected patterns.

We decided to use the k-means clustering algorithm for the
identification of regimes in a low-dimensional state space (e.g.
Michelangeli et al., 1995; Mo and Ghil, 1988). K-means clustering
aims to partition all data into a prescribed number of k clusters,
with the requirement of maximizing the ratio of variance between
the cluster centroids and the average of thewithin-cluster variance.
Standard iterative algorithms are provided for solving this opti-
mization problem. The R package kmeans (R Core Team, 2012) is
applied here. We performed 100 iterations starting from 100
random initial partitions to ensure the finding of the optimal so-
lution of the maximization problem.

We tested the null hypothesis of the non-existence of regimes
with the same approach as in Straus et al. (2007), Dawson et al.
(2012), and Dawson and Palmer (2015). The null hypothesis
would result in a multi-normal distribution of the probability
density function (pdf) of the underlying state space. In order to test
this null hypothesis, Monte Carlo simulations were performed. 500
random quintuples of Pseudo-PC time series have been simulated
with the same values for the mean, variance, skewness and lag-one
autocorrelation as the original PC time series. Then, the corre-
sponding k-means cluster partitions have been calculated for the
simulated quintuples, where the number of clusters has varied
between 2 and 8. Significance has been estimated by comparing the
estimates of the maximized ratio of variance between the cluster
centroids and the average of the within-cluster variance for each
simulated data set with the ratio of variance of the original data set.
The 95% significance level indicates that 95% of the simulated data
sets have a lower variance ratio than the original data, and thus, the
variance ratio of the original data shows significant deviations from
the variance ratio obtained from data with a multi-normal pdf. The
result of this estimate of significance for the clustering of the ERA-
Interim daily SLP fields over the North-Atlantic-Eurasian region for
DJFM for k ¼ 2 … 8 clusters is shown in Fig. 1. Since k ¼ 5 is the
smallest partition size which is significant at the 95% level, we
prescribe the number of clusters as k¼ 5 throughout this study and
treated these clusters as atmospheric regimes.

One drawback of k-means clustering is the necessity to prescribe
the number of clusters k as an input parameter, which leads to a
discussion onwhether this method is able to determine the correct
number of clusters in a data set (see Christiansen, 2007). But in the
same line with the arguments given by Dawson and Palmer (2015),
we apply the k-means clustering in order to search for non-
Gaussian structures which are identified as regimes. The detected
regimes are used to compare the reanalysis and AGCMdata, and the
concerns about the sufficient number of clusters can be regarded as
less relevant.

In order to detect changes in the relative frequency of occur-
rence of the regimes with respect to the high/low ice periods we
calculated histograms for each period. A significance test has been
performed to search for regimes which occur significantly more
often for low ice conditions. This is achieved by considering the
time series describing the occurrence of regimes as a vector with
elements xi 2 {1,2,3,4,5}. 1000 bootstrap replicates of this time
series have been generated. For each replicate, a histogram has
been calculated for the high and low ice period. Next the corre-
sponding difference of the relative frequency between the low and
high ice period of the occurrence of each regime has been deter-
mined. If no more than 50 out of the 1000 replicates showed a
difference larger than the difference in the relative frequency of
occurrence of the original occurrence time series, we detected a
significant difference at the 95% level. Boxplots for the distribution
ospheric circulation patterns over the North-Atlantic-Eurasian region
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of the differences in the relative frequency of occurrence for the
replicates together with the difference values of the original time
series have been generated and can be found in the Supplementary
Figs. S5 and S6.

2.3. Calculation of large-scale patterns and related synoptic
patterns

The calculation of clusters has been performed for the 36 years
long ERA-Interim period from 1979 to 2014 with 21 years high ice
conditions (1979e1999/2000) and 15 years low ice conditions
(2000e2014) as well as for the 120 years AFES simulations
including 60 years high ice conditions (CNTL) and 60 years low ice
conditions (NICE) in the 5-dimensional reduced state space. The
respective 5 leading PCs provide the coordinates of the reduced
state space. Whereas the cluster analysis has been performed over
the four winter months DJFM to have sample sizes large enough to
obtain statistically significant partitions, the cluster occupation
frequencies have been determined for each month separately. This
approach allows investigating which preferred circulation pattern
occurred more frequently in different months during high or low
ice conditions.

In the following, the preferred large-scale circulation patterns in
terms of SLP and the related fields of synoptic-scale activity and 2m
temperature are shown as anomaly fields, defined by deviations
from the monthly climatological mean fields of ERA-Interim and
AFES, respectively.

The corresponding large-scale circulation patterns are recon-
structed from the 5-dimensional coordinate vectors of the cluster
centroids. These patterns are very similar to those obtained by
calculating composites in the full space of SLP anomaly fields over
those points that belong to the respective cluster.

By applying this compositing method, anomaly patterns of 2 m
temperature and synoptic-scale activity have been calculated,
which are related to the five preferred large-scale patterns. The
significance of the anomalous signals for temperature has been
determined with a Student's t-test. Synoptic-scale activity is
defined as the standard deviation of the 2e6 days bandpass-filtered
mean sea level pressure from the daily data (Blackmon,1976). Since
synoptic-scale activity is based on variances, significance has been
determined with an F-Test. We calculated a significance level by
asking whether or not the five related synoptic-scale activity and
temperature patterns differ from each other. If a 99% significance
level is reached, the signals in the anomaly maps are highlighted
with black dots.

3. Results

In the following, we study the preferred planetary-scale pat-
terns over the North-Atlantic-Eurasian sector of the Northern
Hemisphere for the extended winter season December, January,
February and March and analyze individually those patterns that
occur more frequently during low Arctic sea ice conditions in each
month. Further, we relate the large-scale circulation patterns to
synoptic-scale activity and 2 m temperature patterns. This analysis
is done for ERA-Interim and compared to AFES with respect to
Arctic sea ice conditions.

The five preferred large-scale patterns determined for the
extended winter season for ERA-Interim (ERA-I) and AFES are
shown in Fig. 2, left column for ERA-I, right column for AFES. The
ERA-Interim clusters are ordered by their levels of absolute occur-
rence. For the sake of easier comparisons, the AFES clusters are re-
ordered so as to follow the order of the ERA-Interim clusters. ERA-
Interim and AFES almost have the same large-scale patterns
resembling a positive NAO signal (NAOþ); a high pressure system
Please cite this article in press as: Crasemann, B., et al., Can preferred atm
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centered over Scandinavia and extended towards northern Siberia
(SCA); a patternwith a low pressure system over the North Atlantic
and Europe and surrounded by positive anomalies in ERA-Interim
(ATL-); a negative NAO signal (NAO-); and a west-east dipole
structure with positive pressure anomalies over the Atlantic and
Greenland and negative anomalies over Europe and the BKS
(DIPOL).

Based on the histogram with the relative frequency of occur-
rence for ERA-Interim and AFES (Fig. 3a and b), we find that the SCA
pattern occurs more frequently in December and January for low
sea ice conditions compared with high sea ice conditions. The dif-
ference of the relative frequency of occurrence in December for low
ice conditions is 8 percentage points for ERA-Interim, while the
occurrence for AFES differs only slightly with the same sign. In
January the difference is still larger for ERA-Interim with 9 per-
centage points versus an almost equal occurrence for AFES. Based
on the significance test described in section 2.2, the SCA pattern
occurs significantly (at 95% level) more frequent in December and
January for low sea ice conditions in the reanalysis data, and
significantly more frequent in December for low sea ice conditions
in the model simulation (see also Supplementary Figs. 5 and 6).
Additionally, the ATL-pattern also shows more frequent occurrence
in January under low ice conditions for ERA-Interim (non-signifi-
cant difference) and AFES (significant difference).

In February and March, the NAO- pattern appears more
frequently for low sea ice conditions. Here, the differences of the
relative frequencies of occurrence between low and high ice con-
ditions are large and statistically significant for both ERA-Interim
and AFES. In February, there is a difference of 8 percentage points
for ERA-Interim and 3 percentage points for AFES. In March, ERA-
Interim shows a difference of 10 percentage points and AFES of 3
percentage points. Additionally, the AFES analysis reveals more
frequent occurrence of the NAOþ patterns in February (significant)
and March (non-significant) with a change in relative frequency by
3 and 2 percentage points, respectively. This indicates a stronger
dominance of the variability pattern of the NAO due to the external
forcing following the reduced sea-ice in AFES.

Below, we analyze the related patterns for synoptic-scale ac-
tivity and surface air temperature (SAT) for each month separately
if the large-scale regime occurs more frequently for low ice con-
ditions. Accordingly, we show the patterns related to SCA in
December and January and to NAO- in February and March. The
scope is the association of the large-scale circulation regimes with
the synoptic situation.Wewill concentrate on the signals that occur
simultaneously in ERA-Interim and AFES in order to show the
connection of the patterns with the decrease of Arctic sea ice
conditions.

3.1. December/January

The SCA pattern in December and January is associated with an
SAT anomaly pattern similar to the Warm Arctic-Cold Siberia
pattern (WACS, Inoue et al., 2012). Strong negative temperature
anomalies up to -8K over central Europe and Siberia appear in
December (Fig. 4a). Positive temperature anomalies between 1 and
6K exist over the Greenland Sea and over the Barents, Kara and
Laptev Seas in ERA-Interim and AFES with the extension towards
the East Siberian Sea in AFES only. Notably, a pronounced anomaly
of 8K is found over Eastern Greenland and Svalbard in both data
sets. All these anomalies are statistically significant.

The positive temperature anomalies over the Arctic coincide
with an enhanced Atlantic storm track (Fig. 4b), which is shifted
further northwards compared to its climatological position. The
positive anomaly of 1.5hPa in synoptic-scale activity appears be-
tween Newfoundland and the Barents Sea, which is roughly a 30%
ospheric circulation patterns over the North-Atlantic-Eurasian region
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Fig. 2. SLP anomalies of the five preferred large-scale patterns obtained by a cluster analysis, left column for ERA-Interim, right column for AFES. The ERA-Interim clusters are
ordered by their absolute frequency of occurrence. For the sake of easier comparisons, the AFES clusters are re-ordered so as to follow the order of the ERA-Interim clusters.
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increase compared to the climatological values between 4 and 6hPa
(see Suppl. Fig. S3). This implies that more cyclones reach the Arctic
when the large-scale pattern is characterized by the strengthened
high pressure anomaly over Scandinavia and Siberia. In contrast,
the synoptic-scale activity over Europe is reduced by the same
magnitude due to the northward shifted storm track. These
anomalies are significant in both ERA-Interim and AFES.

In January, the SCA patterns as well as the related anomaly
Please cite this article in press as: Crasemann, B., et al., Can preferred atm
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patterns of 2 m-temperature and synoptic-scale activity are similar
to their counterparts in December. The main differences compared
to December are stronger negative temperature anomalies of 2K
over Eastern Europe and Siberia and a larger area with positive
temperature anomalies over Svalbard (Fig. 5a). The anomalies of
the synoptic-scale activity over the Arctic display a weaker reduc-
tion over Northern Europe (Fig. 5b).
ospheric circulation patterns over the North-Atlantic-Eurasian region
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Fig. 3. Relative frequency of occurrence of the five clusters for December, January,
February and March with respect to the Arctic sea ice conditions for a) ERA-Interim
and b) AFES. Each blueish bar gives the relative frequency of occurrence for high ice
conditions and each reddish bar for low ice conditions. NAOþ, SCA, ATL-, NAO- and
DIPOL belong to the clusters displayed in Fig. 2.
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3.2. February/March

In February, the NAO- pattern, which occurs more frequently for
low sea ice conditions, is characterized by positive sea level pres-
sure anomalies of 15hPa over the region between Island and
Greenland and negative anomalies of the same magnitude over the
South Atlantic and middle Europe. These circulation anomalies are
related to positive temperature anomalies of up to 6K over
Newfoundland and Greenland and 3K over the Chukchi Sea and
Bering Strait. Negative anomalies of up to -3K occur over Alaska and
Canada as well as up to -6K over Northern and middle Europe and
Siberia (Fig. 6a).
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A consistent picture emerges in synoptic-scale activity showing
a southward shift of the Atlantic storm track resulting in negative
anomalies of 2hPa over the North Atlantic and BKS. An increase of
storm activity appears over the South Atlantic, Southern Europe
and Russia (Fig. 6b).

In March, the NAO- pattern occurs more frequently for low sea
ice conditions comparable to the situation in February. The tem-
perature anomalies inMarch resemble to the anomalies in February
(Fig. 7a). Also, the anomalies for the synoptic-scale activity are
similar to the signals in February in the corresponding regions in
ERA-Interim and AFES with a strong decrease of cyclonic activity
over the North Atlantic and an increase over the South Atlantic
(Fig. 7b).

4. Discussion

Our analysis revealed that there are two preferred large-scale
circulation patterns in the extended winter season in the North-
ern Hemisphere, which occur more frequently during low Arctic
sea ice conditions both in ERA-Interim reanalysis and the AFES
model simulations. During the lowArctic sea ice conditions, there is
a characteristic evolution of the pattern of sea-ice retreat from
autumn to winter with sea-ice decline over the Barents-Kara Sea in
all months whereas sea ice retreat over the Beaufort, East Siberian,
and Laptev Sea persists only until October (cf. Yang et al. (2016),
Fig. 1 in Nakamura et al. (2015) and Fig. 1 in Jaiser et al. (2016)).

We concentrate our discussion on major large scale circulation
changes that occur in consecutive months. In line with this, we
found the preferred occurrence of the SCA pattern with a strong
blocking centered over Scandinavia and extending to northern
Eurasia in December and January. In February and March, the
negative phase of the NAO appears as the preferred pattern.

The preferred pattern of the blocking with its center over
Scandinavia bears similarity with blocking patterns called the
Eurasian pattern type 1 (Barnston and Livezey, 1987), the Scandi-
navian pattern (Bueh and Nakamura, 2007), the Russian pattern
(Smoliak and Wallace, 2015) or the Ural-Siberian blocking (Cheung
et al., 2012). The center of the SCA pattern extends over the two
major Eurasian blocking formation centers over Scandinavia
(~20◦e30◦E) and upstream of the Ural Mountains (~50◦e60◦E) as
detected by Cheung et al. (2013). The associated SAT anomaly
pattern resembles the WACS pattern introduced by Inoue et al.
(2012).

The preferred appearance of Eurasian blockings with its center
over Scandinavia in December and January may result from
different processes. Compared with high ice conditions, low sea ice
conditions induce a delayed refreezing of the Arctic Ocean in
October and November and additional heat release to the lower
atmosphere over the Arctic Ocean. This extra amount of heat re-
duces the atmospheric vertical static stability and leads to ampli-
fied baroclinic synoptic systems over the Arctic (Jaiser et al., 2012;
Semmler et al., 2016). In a general dynamic view, the anomalous
transient eddy forcing by the amplified baroclinic systems may
force planetary waves (Jaiser et al., 2012) and impact the onset and
maintenance of blockings downstream of areas with significant
sea-ice retreat.

Several studies relate preceding or instantaneous anomalous
sea-ice conditions to the emergence of the enhanced appearance of
blockings with its center over Scandinavia and northern Eurasia in
December and January. In particular, Inoue et al. (2012), Luo et al.
(2016), Sato et al. (2014) and Jung et al. (2017) emphasize the as-
sociation between the instantaneous sea-ice changes in the BKS
and blocking patterns over Scandinavia and the Ural in early winter
(OctobereDecember, Jung et al., 2017), December (Inoue et al.,
2012; Sato et al., 2014) and winter (Luo et al., 2017). In Inoue
ospheric circulation patterns over the North-Atlantic-Eurasian region
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Fig. 4. Anomalies of 2 m-temperatures (a) and synoptic-scale activity (b) for the SCA-pattern in December, left column for ERA-Interim and right column for AFES. Significant
anomalies on the 99% level are marked with black dots.
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et al. (2012) the maintenance of the anticyclonic anomalies over
Scandinavia and the Siberian coast has been related to the fact that
for low ice conditions fewer cyclones travel eastward due to lower
baroclinicity over the BKS. Model experiments with a simple model
carried out by Sato et al. (2014) revealed a local response to the BKS
warming in autumn and winter in terms of large-scale anticyclonic
anomalies over Scandinavia and northern Eurasia, but without the
characteristic WACS pattern. Further model experiments by Sato
et al. (2014) and Jung et al. (2017) were performed with simple
and general circulation models. They showed that the warming
anomalies over the western North Atlantic and subsequent tran-
sient eddy forcing over that region provide a wave source for a
planetary wave train. This wave train bears similarity with the
Scandinavian patternwith anticyclonic anomalies over Scandinavia
and northern Eurasia and resembles the WACS pattern.

As suggested by Honda et al. (2009), the persistence of the BKS
sea ice anomalies into autumn can provide diabatic forcing for a
Please cite this article in press as: Crasemann, B., et al., Can preferred atm
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stationary Rossby wave train in November with anticyclonic
anomalies over Northern Eurasia maintained by transient eddy
feedback. Due to eastward propagation of this wave train, it could
constructively interferewith the Siberian high in December (Honda
et al., 2009). The Siberian High is dynamically linked to blocking
over Ural-Siberia. In particular the Ural-Siberian blocking formation
involves interaction between the Siberian high and an eastward-
propagating Rossby wave train (e.g., Takaya and Nakamura,
2005a,b; Cheung et al., 2013). Therefore, a strengthened Siberian
high can contribute to the preferred occurrence of the SCA pattern
in December and January.

Additionally, the negative BKS sea ice anomalies in October and
November provide a moisture source for enhanced Siberian snow
cover in these months (Wegmann et al., 2015) Increasing October
snow cover extent can precede an SLP pattern with prominent
Scandinavian blocking in November tomid-December (Cohen et al.,
2014; Gastineau et al., 2017).
ospheric circulation patterns over the North-Atlantic-Eurasian region
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Fig. 5. As Fig. 4, but for January.
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Furthermore, the maintenance of the SCA pattern is enhanced
by a positive feedback loop. Once the SCA pattern is set-up, strong
southerly surface wind anomalies over the BKS occur. Thus, the
heat release form the open water to the atmosphere is reinforced,
leading to stronger sea-ice reduction and warming over the BKS
and reinforcement of the above described local and remote pro-
cesses for maintaining the SCA pattern.

The blocking pattern over Scandinavia is connected with an
increase of synoptic-scale activity over Greenland, the Fram Strait
and BKS of up to 2hPa and a decrease close to the blocking center
over Europe. Notably, the location of the temperature anomalies,
resembling the WACS pattern, coincides with the location of
synoptic-scale activity anomalies. Over the North Atlantic,
Greenland, Svalbard and the BKS, positive anomalies of up to 8K
appear close to the Northern flank of the blocking and negative
anomalies of up to -8K in the central regions of the blocking which
is associated with the advection of warm mid-latitudinal or cold
polar air masses. Over the BKS, positive anomalies are potentially
Please cite this article in press as: Crasemann, B., et al., Can preferred atm
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related to enhanced turbulent heat fluxes from the ocean during
low ice conditions (Alexander et al., 2004).

In January, the synoptic patterns do not dramatically change
compared to December. An intensification of positive temperature
anomalies is found over the Svalbard region. This is in accordance
with a recent study by Maturilli and Kayser (2016) which showed
from long-term radiosounding measurements that the warming
over Svalbard is most prominent in January and stretches across the
whole tropospheric column. They also argue that this warming is
due to circulation changes and preferred occurrence of circulation
patterns that transport warm Atlantic air into the Arctic. The
synoptic-scale activity anomalies strongly supports their argu-
ments, that for low ice conditions the Atlantic storm track extends
further into the Artic and the cyclonic activity is enhanced over
Greenland and Svalbard with positive temperature anomalies
there.

In January, the more frequent occurrence of the large-scale
pattern with the blocking over Scandinavia for low Arctic sea ice
ospheric circulation patterns over the North-Atlantic-Eurasian region
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Fig. 6. Anomalies of 2 m-temperatures (a) and synoptic-scale activity (b) for the negative NAO pattern (NAO-) in February, left column for ERA-Interim and right column for AFES.
Significant anomalies on the 99% level are marked with black dots.
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conditions is detectable in ERA-Interim, whereas no frequency
changes have been detected in the AFES simulations. The studies by
Honda et al. (2009), Takaya and Nakamura (2005a,b), Cheung et al.
(2013), Inoue et al. (2012), Luo et al. (2016), Sato et al. (2014) and
Jung et al. (2017) suggest that the preferred occurrence of the SCA
regime in December and January are influenced by the local direct
response to the sea-ice retreat and warming over the BKS, by the
remote response to Rossby wave sources over the Gulf stream re-
gion and over the BKS and by synoptic-planetary wave interaction
processes. From the AFES sensitivity experiment we cannot derive
an influence of the Gulf Stream region, due to the constant SST. This
leads to the conclusion that the other two processes are strong
enough to generate the Scandinavian blocking pattern at least in
December. While the effect of sea ice is directly addressed by our
analysis through the AFES sensitivity experiment, the remote
response to Rossby wave sources outside the Arctic region and the
role of synoptic-planetary wave interaction processes and its rep-
resentation in models needs to be investigated in future studies.
Please cite this article in press as: Crasemann, B., et al., Can preferred atm
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In February, another preferred circulation pattern characterized
by a negative phase of the NAO appears more frequently following
low Arctic sea ice conditions in ERA-Interim and AFES. As a possible
mechanism, Nakamura et al. (2015, 2016) and Jaiser et al. (2016)
suggested a stratospheric pathway, in which vertically propa-
gating waves in early winter interact with the stratospheric polar
vortex and weaken it. This leads to positive temperature and
negative zonal wind anomalies in the vortex. These anomalous
signals propagate downward into the troposphere and favor a
negative phase of the NAO in February and March. The more
frequent occurrence of the SCA in the preceding period of
December and January can initiate and strengthen this strato-
spheric pathway. When considering the SCA-related anomaly pat-
terns of 2 m temperature (Figs. 4 and 5) and their climatologies
(Supplementary Figs. S1 and S2), we detect an intensification of the
heat contrast between the warm ocean (Atlantic side of the Arctic
Ocean) and the cold continent (especially in Siberia). As an addi-
tional effect, the intensified land-sea heat contrast has the potential
ospheric circulation patterns over the North-Atlantic-Eurasian region
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Fig. 7. As Fig. 6, but for March.
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to cause an intensified amplification of planetary-scale waves,
which is preferable to disturb the stratospheric polar vortex.

The stratospheric pathway can also be initiated and strength-
ened by increased Siberian snow cover (Cohen et al., 2007;
Gastineau et al., 2017). As suggested by Cohen et al. (2007),
enhanced snow cover in particular in October is related to
enhanced upward propagating planetary waves in late fall and
early winter leading to stratospheric warming and to a negative
Arctic Oscillation response in January. Gastineau et al. (2017)
confirmed that snow cover anomalies in November revealing a
dipolar structure with negative anomalies over eastern Europe and
positive anomalies over eastern Siberia precede a negative phase of
the Arctic Oscillation one and two months later. The study by
Orsolini et al. (2016) confirmed the role of the snow-initiated
stratospheric pathway for the maintenance of a pre-existing
negative NAO phase in early and mid-winter.

In our analysis, this December/January snow response did not
manifest as preferred occurrence of the NAO- pattern in December/
Please cite this article in press as: Crasemann, B., et al., Can preferred atm
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January. Nevertheless, the early winter disturbances of the strato-
spheric vortex due to the snow impact could act as a pre-
conditioning of the stratospheric vortex. This enable vertically
propagating planetary waves forced by processes related to sea-ice
reduction in early and mid-winter to further weaken the strato-
spheric polar vortex. The downward propagation of these stronger
anomalous signals into the troposphere favors the negative phase
of the NAO in February and March.

In February, the NAO- pattern is related to negative temperature
anomalies of up to -6K over Scandinavia and Northern Siberia.
Negative anomalies of up to -3K also exist over Alaska, Canada, the
Northeast Atlantic and Eastern Siberia. These negative temperature
anomalies result from the weakened zonal flow and less advection
of Atlantic air masses. The maximum positive temperature anom-
alies of up to 4K over the Baffin Bay are an outcome of the reduced
zonal flow and likely linked to diabatic heating changes. The posi-
tive temperature anomalies of up to 3K over the Chukchi Sea are
also due to a reduced zonal flow and weaker advection of cold
ospheric circulation patterns over the North-Atlantic-Eurasian region
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Siberian air masses. The synoptic-scale activity is strongly reduced
(-2hPa) over the North Atlantic and enhanced (1.5hPa) over the
South Atlantic and Southern Europe and associated with the
negative phase of the NAO and a reduced zonal flow.

The negative NAO pattern also occurs more frequently in March
following low Arctic sea ice conditions in ERA-Interim and AFES.
The related synoptic-scale patterns differ only slightly from those in
February. However, the positive temperature anomalies over the
Chukchi Sea nearly vanish because of less cold advection from
Siberia. Anomalies in other areas are slightly reduced, which may
be interpreted as a weakened influence of sea ice conditions on the
circulation patterns and the related temperature anomalies. In
March, other processes such as heating of the landmasses influence
temperatures. However, the synoptic-scale activity anomalies do
hardly differ from those in February.

The AFES simulations reveal not only a more frequent occur-
rence of the NAO-, but also a more frequent occurrence of the
NAO þ pattern. The sea-ice reduction potentially acts as an addi-
tional external forcing to the atmosphere resulting in a generally
intensified dominance and intensified variability of the NAO tele-
connection pattern. It seems plausible, that the missing pre-
conditioning of the stratospheric vortex due to the missing snow-
initiated stratospheric pathway in the AFES model simulation can
explain at least partly why the NAO- response in the model is
weaker.

5. Conclusions

In this study, we analyzed the preferred atmospheric circulation
patterns over the North-Atlantic-Eurasian region and the related
2 m temperature and synoptic-scale activity patterns and investi-
gated changes in their frequency of occurrence for periods with low
Arctic sea ice conditions using ERA-Interim reanalysis and AFES
model simulations. Hints from literature studies indicate that there
is a temporal evolution of pathways and feedback processes be-
tween the troposphere and stratosphere from autumn to late
winter. In contrast to most previous studies, we therefore analyzed
the monthly evolution of synoptic patterns from December to
March related to preferred large-scale patterns occurring more
frequently during low sea ice conditions.

We showed that the preferred circulation patterns, which occur
more frequently in periods with low Arctic sea ice conditions from
autumn to winter are an enhanced Scandinavian blocking with
negative SLP anomalies over Greenland in December and January
and a negative NAO pattern in February andMarch. The related 2 m
temperature patterns in December showed positive anomalies of
1e6 K over Greenland and the Barents, Kara and Laptev Seas as well
as negative anomalies of up to �8 K over Siberia. The cyclonic ac-
tivity over Greenland and the Barents Sea is increased by about 30%
and transports more warm air into the Arctic. The same applies in
January. Accordingly, the maximum anomalous temperature signal
over Svalbard is strengthened.

In February and March, the related synoptic patterns reveal a
southward shift of the Atlantic storm track connectedwith negative
temperature anomalies of up to�6 K over Scandinavia, the BKS and
Siberia and positive anomalies over the Baffin Bay and Greenland.

In general, ERA-Interim and AFES agreed well on the preferred
atmospheric circulation patterns and showed the same temporal
evolution of synoptic patterns from December to March. This em-
phasizes the role of the Arctic sea ice loss in forcing changes in
frequency of occurrence of preferred atmospheric circulation re-
gimes. The dynamical reasons for the temporal evolution of syn-
optic patterns from December to March involve synoptic-planetary
wave interaction processes and tropo-stratospheric interaction
processes. Thus, the good agreement between ERA-Interim and
Please cite this article in press as: Crasemann, B., et al., Can preferred atm
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AFES also emphasizes, that the model is able to simulate these
processes reasonably well. On the other hand, the differences in the
results between ERA-Interim and AFES provide valuable informa-
tion on potential areas for model improvement. In particular we
suggest that a realistic representation of snow cover over land areas
could lead to more realistic simulation of feedback processes
initiated by snow cover changes. Furthermore, anomalous warm-
ing/cooling over regions outside the Arctic region can provide wave
sources for planetary wave trains and have to be taken into account
in future studies.

All in all, we conclude that the detected changes in the fre-
quency of occurrence of large-scale circulation patterns can be
associated with changes in Arctic sea ice conditions.
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