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Abstract we investigate the impact of different CO, levels and different subarctic gateway configurations
on the surface temperatures during the latest Cretaceous using the Earth System Model COSMOS. The
simulated temperatures are compared with the surface temperature reconstructions based on a recent
compilation of the latest Cretaceous proxies. In our numerical experiments, the CO, level ranges from 1 to 6
times the preindustrial (Pl) CO, level of 280 ppm. On a global scale, the most reasonable match between
modeling and proxy data is obtained for the experiments with 3 to 5 x Pl CO, concentrations. However, the
simulated low- (high-) latitude temperatures are too high (low) as compared to the proxy data. The moderate
CO, levels scenarios might be more realistic, if we take into account proxy data and the dead zone effect
criterion. Furthermore, we test if the model-data discrepancies can be caused by too simplistic proxy-data
interpretations. This is distinctly seen at high latitudes, where most proxies are biased toward summer
temperatures. Additional sensitivity experiments with different ocean gateway configurations and constant
CO, level indicate only minor surface temperatures changes (<~1°C) on a global scale, with higher values (up
to ~8°C) on a regional scale. These findings imply that modeled and reconstructed temperature gradients are
to a large degree only qualitatively comparable, providing challenges for the interpretation of proxy data
and/or model sensitivity. With respect to the latter, our results suggest that an assessment of greenhouse
worlds is best constrained by temperatures in the midlatitudes.

1. Introduction

It has been recognized that the climate prevailing on Earth during the Cretaceous period was warmer
than the present day [Barron, 1983; Barron et al., 1993; DeConto et al., 2000; Frakes et al., 2005]. The ocea-
nic circulation was different than today [e.g., Otto-Bliesner et al., 2002; Pucéat et al., 2005] with deep-water
formation sites located in the northwestern Pacific as suggested by Neodymium isotope data [Hague
et al,, 2012; Moiroud et al.,, 2013; Donnadieu et al., 2016]. Even though forcing boundary conditions (i.e.,
solar constant, aerosols, and SO,), as well as continental configuration and vegetation were different than
today, interest in understanding Cretaceous hot-house climates has increased as concerns grow that
greenhouse conditions can return in a nondistant future due to rising CO, concentrations in the atmo-
sphere [Hay, 2011].

Elevated CO, levels in the atmosphere have been considered as the main driver of the warm Cretaceous
climate [e.g., Hay and Floegel, 2012]. Recent CO, level reconstructions based on different geobiological
proxies (i.e., stomata, phytoplankton, liverworts, and nahcolite) suggest that CO, levels could be in the order
of ~400 ppm and below ~800 ppm during the Cretaceous [Royer et al., 2012, Figure 1a]. However, a study of
Barclay and Wing [2016] shows that estimating CO, level concentrations higher than 430 ppm from some
biological proxies (stomatal index of fossil Ginkgo) should be used with caution. Earlier studies proposed
CO, levels in the range of 560 ppm (2 x Pl), to as high as 2800 ppm (10 x PI) [Berner, 1997] or even
4480 ppm (16 x PI) [Monteiro et al., 2012; Poulsen and Zhou, 2013]. However, the most typical range used
recently in the climate simulations is 560-1680 ppm [e.g., Otto-Bliesner et al., 2002; Donnadieu et al., 2006;
Craggs et al., 2012; Hunter et al., 2013]. Since considerable uncertainties exist for CO, levels reconstructions,
itis natural to ask how modeled temperatures with different CO, scenarios compare to different proxy-based
temperature reconstructions for the latest Cretaceous.
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Furthermore, the equator-to-pole temperature gradient was reduced to <35°C [Amiot et al., 2004; Hay, 2008].
It is one of the greatest challenges related to the Late Cretaceous climate, to reasonably explain how this flat
gradient could have been maintained. Different solutions were proposed to solve this intriguing problem.
They include (but are not limited to) increased ocean heat transport [Barron et al., 1995], atmospheric latent
heat transport [Hay et al., 1997], and different cloud properties than today [Kump and Pollard, 2008; Upchurch
et al., 2015]. The focus in the proposed solutions to reconcile warm polar regions with moderate tropical tem-
peratures under elevated CO, levels in the atmosphere was rather on different physical mechanisms of the
climate system during a greenhouse world or model parameterization. Less focus was put on possible mis-
interpretations in proxy reconstructions.

However, especially in the northern polar region, proxy data provide diverging temperature estimates. The
annual surface temperature reconstructions at the high latitudes in the database of Upchurch et al. [2015] dif-
fer by as much as ~14°C. Recent studies indicate that TEXgs data [Jenkyns et al., 2004] from the Arctic Ocean
may not represent annual mean temperature but summer average temperature [Davies et al., 2009] or sub-
surface rather than surface [Ho and Laepple, 2016] conditions. Based on the integration of modeling results
and proxy data from the Holocene, Schneider et al. [2010] and Lohmann et al. [2013] point out that the
alkenone-based temperature reconstructions may register warm season temperature rather than annual
mean in the high latitudes. Additionally, Huber and Thomas [2009] and Lohmann et al. [2013] suggest that
the model-data mismatch can be caused by the different habitat depths of the marine organisms that
record paleotemperatures.

In order to reconcile modeled high-latitude temperatures with the proxy-based temperature estimates,
model studies applied elevated CO, concentrations in the atmosphere as a forcing boundary condition
[Bice et al., 2006]. Then, the simulated temperatures in the tropics are relatively high and warmer than the
proxy-based temperature reconstructions [Shellito et al., 2003]. The reason of this mismatch is unclear and
different studies point to both uncertainties associated with the proxy records [Pearson et al., 2001;
Schouten et al.,, 2003] as well as model uncertainties. The latter includes a selection of initial conditions
(e.g., paleogeography), forcing boundary conditions (e.g., CO, concentrations in the atmosphere), and model
parameterizations (such as cloud parameterization [Upchurch et al, 2015]).

The main goal of this study is to compare simulated surface temperatures with different CO, levels in the lat-
est Cretaceous (~70 Ma) with recently published proxy-based temperature reconstructions during the corre-
sponding time slice. We focus on the investigation of the shallow equator-to-pole temperature gradient in
the Late Cretaceous that models cannot simulate except when cloud parameterization changes are applied
[Upchurch et al., 2015]. Hence, we will test an alternative hypothesis whether part of a model-data mismatch
in the high latitudes is created by the misinterpretations of the temperature proxies, in particular, their bias
toward summer temperatures.

Furthermore, the simulation of warm continental interiors in the high latitudes has proven to be a challenge
[Craggs et al.,, 2012]. Donnadieu et al. [2006] showed that paleogeography played an important role in the
modulation of high-latitude climate during the Cretaceous. Therefore, another approach to reconcile the
model-data discrepancies in the northern polar region was to simulate Late Cretaceous/Early Paleogene cli-
mate with different seaway configurations between the Arctic Ocean and North proto-Atlantic basin [Roberts
et al., 2009; Craggs et al., 2012; Hunter et al., 2013]. However, there were discrepancies between these studies
regarding the effect of the gateways on the Arctic Ocean climate. Craggs et al. [2012] and Hunter et al. [2013]
found that the Arctic warmed when it became better connected with the global ocean, while Roberts et al.
[2009] found a warming in the more isolated configuration. Shellito et al. [2009] simulated warming in the
Arctic Ocean by ~4°C in the open configuration but during the Early Eocene. Lunt et al. [2016] attributed
regional and global cooling to the closure of the Pacific-Arctic gateway.

Therefore, we will also investigate whether part of the discrepancies between modeled and recon-
structed temperatures can be explained by uncertainties in the paleogeography that is used as a
model boundary condition. We focus on the northern high latitudes to examine the influence of differ-
ent seaway configurations in the Arctic Ocean region on the model-data mismatches. This area shows
highly contradicting paleogeographic and paleobathymetric interpretations due to a scarcity of proxy
data [Cochran et al., 2003; Markwick and Valdes, 2004; Setoyama et al., 2011a, 2011b, 2013; Schréder-
Adams, 2014].
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Figure 1. Model input boundary conditions as used in C-1120. (a) Bathymetry and orography in m and (b) plant functional types.

2, Methods
2.1. Experimental Design and Model Setup

We employ an atmosphere-ocean general circulation model (AOGCM) which was developed at the Max
Planck Institute for Meteorology in Hamburg. The model has been successfully applied to test a variety
of paleoclimate hypotheses, ranging from the late Paleocene/early Eocene and Oligocene climate
[Heinemann et al., 2009; Walliser et al., 2016], the Miocene climate [Knorr et al., 2011; Knorr and Lohmann,
2014; Forrest et al., 2015; Stein et al., 2016; Huang et al., 2017; Stdrz et al., 2017], the Pliocene [Stepanek and
Lohmann, 2012] as well as glacial [Gong et al.,, 2013; Zhang et al., 2013, 2014; K6hler et al., 2014; Abelmann
et al.,, 2015] and interglacial climates [Wei and Lohmann, 2012; Wei et al., 2012; Lohmann et al., 2013; Pfeiffer
and Lohmann, 2016]. In our Late Cretaceous simulations, we used the coupled ocean-atmosphere configura-
tion with prescribed vegetation (described below).

The atmosphere component is the three-dimensional atmosphere general circulation model ECHAM5
[Roeckner et al., 2003]. The model is run in T31/L19 resolution; i.e., the model contains 19 vertical layers
and has a horizontal resolution of ~3.75°, which is equivalent to a resolution of ~400 km near the equator.
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Table 1. Main Experimental Characteristics®

Experiment CO, Level Global Mean Surface Global Low-Latitude Midlatitude High-Latitude
Acronym (ppm) Temperature (°C) RMSE (°C) RMSE (°C) RMSE (°C) RMSE (°C)
PI 280 14.66

C-280 280 16.55 9.84 3.70 9.12 13.85
C-560 560 20.96 7.25 4.50 6.33 10.32
C-840 840 2441 5.70 7.26 4.25 7.20
C-1120 1120 26.03 5.54 8.83 3.89 5.68
C-1400 1400 27.36 5.90 10.03 4.24 5.06
C-1680 1680 30.21 7.67 1245 6.48 5.14
WIS-0 1120 27.00 6.22 9.65 4.86 5.45
HUD-0 1120 25.90 574 8.75 4.19 6.06
NS-47 1120 25.97 5.52 8.74 3.84 5.77

@RMSE (columns 4-7) calculated between the reconstructed and modeled temperatures for each experiment globally and with the divisions for low, middle,
and high latitudes. For comparison, a global mean surface temperature of Pl experiment is presented. The best fit is shown in bold.

The hydrological discharge submodel is included within the atmosphere component [Hagemann and
Diimenil, 1998a, 1998b; Hagemann and Gates, 2003]. The model simulates lateral freshwater fluxes over the
land surface, which is separated into an overland flow, baseflow, and riverflow. Furthermore, in our Late
Cretaceous setup glaciers are absent.

The Max Planck Institute Ocean Model (MPI-OM) is the ocean component of the AOGCM [Marsland et al.,
2003]. MPI-OM is a primitive equation and free surface ocean model with hydrostatic and Boussinesq
assumptions. The model includes a dynamic-thermodynamic sea ice submodel [Hibler, 1979]. The MPI-OM
runs in a GR30/L40 configuration. This represents 40 vertical layers and a formal horizontal resolution of
3.0° x 1.8°. The thickness of the vertical layers changes with depth. Eight layers are within the first 90 m depth
and 20 layers are in the first 600 m. MPI-OM is integrated on an orthogonal curvilinear grid with two poles,
which are located over land. The Ocean-Atmosphere-Sea Ice-Soil (OASIS) coupler is responsible for coupling
between the atmosphere and the ocean components [Valcke, 2013].

We use the paleogeography of Markwick and Valdes [2004] for the geographic boundary condition (Figure 1a).
This Late Cretaceous paleogeography is only one of the series of paleogeographies compiled by Markwick
[2007] representing periods of the Earth history with different paleoshorelines. For consistency in all our studies,
we use paleogeographies from the same source as an input boundary conditions in all of our simulations.

In order to set up a global vegetation distribution for the Late Cretaceous, we utilize a plant functional type
(PFT) reconstruction prepared by Sewall et al. [2007]. The map contains eight plant functional types and land
ice. We reduce the number of PFTs in our Cretaceous setup from eight to four (Figure 1b). We specify the fol-
lowing land surface conditions in the parameter values for each PFT: surface albedo, surface roughness
length, field capacity of soil, forest ratio, leaf area index, fractional vegetation cover, soil wetness, and soil data
flags (Food and Agriculture Organization soil map) [cf. Hagemann et al., 1999]. The first six parameter values
for many different PFTs are described in Hagemann [2002]. Parameters of Food and Agriculture Organization
data flags follow Stdrz et al. [2016]. Soil wetness, which is simulated by AOGCM is initialized with values
adopted from Stdrz et al. [2016].

The exact values of orbital parameters for the pre-Cenozoic times are unknown, due to chaotic behavior
of the solar system [Laskar et al., 2004]. For our experiments, we fixed the orbital parameters to the values
from the year 800 A.D. They represent the values from the beginning of the millennial run (externally forced
simulation of the world from 800 to 1800 A.D.). The solar constant is set to the present day value (1367 W/m?)
for first 1770 years for the model spin-up. Subsequently, it is reduced by 1% to a value of 1353.33 W/m?
[Gough, 1981], in line with other modeling studies [Poulsen et al., 2003; Sellwood and Valdes, 2006;
Donnadieu et al., 2006; Poulsen and Zhou, 2013].

We set up six experiments which differ only in the atmospheric CO, concentration (Table 1) and an additional
three experiments with different gateway configurations between the Arctic Ocean and North proto-Atlantic
basin (Table 2, Figures 5a, 5¢, and 5e). The atmospheric concentration of CH, and N,O are set at the Pl level in
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Table 2. Changes in the Paleogeography of Three Experiments With  each experiment (650 ppb and

Respect To Markwick and Valdes [2004] Paleogeography 270 ppb, respectively). Experiment

Experiment CO, Level Changes With Respect To Markwick NS-47 reflects possible gateway
A Val 2004] Pal h . .

cronym (ppm) Gl et P EO R e configuration during the Late
c-1120 1120 Markwick and Valdes [2004] Cretaceous [Schroéder-Adams, 2014].
WIS-0 1120 Western Interior and Hudson Seaways closed Experiments WIS-0 and HUD-0 repre-
HUD-0 1120 NS A sent paleogeographies which likel
NS-47 1120 Nares Strait open (47 m deep) P geograp y

evolved from the Maastrichtian
(~70 Ma) paleogeography toward
the Cr-Pg boundary [Cochran et al., 2003; Schréder-Adams, 2014]. We choose them for comparison with the
data, because most of the available proxies come from a region around these gateways. Therefore, we can
simultaneously investigate the effect of the gateways on the local temperature changes and also in compar-
ison with data. Additionally, we compare some of our results with the preindustrial control experiment. The
setup of this experiment is identical as used earlier by Knorr et al. [2011]. We have integrated the experiment
in total for ~8300 years and take the last 100 years for the analyses.

The simulation C-1120 is initialized with horizontally uniform ocean temperature (of 1°C) and salinity (of
34.8 psu) profiles and subsequently is run for 4800 model years. The experiments C-280 and C-560 were
restarted (with a simultaneous abrupt CO, level change) from C-1120 after ~1770 years, C-840 after
~3800 years, and C-1400 and C-1680 after ~4300 years. The experiment WIS-0 was restarted from C-1120
after ~3000 years, NS-47 after ~4000 years, while HUD-0 was restarted from WIS-0 after ~4000 years. Each
experiment was further modeled to the year 4800. The analysis is based on the climatology calculated from
the last 100 years of the simulations.

The evolution of the sea surface temperature is shown in Figure 2 since the model year 1770 (for simulations
C-280, C-560, and C-1120). We can observe that at the surface the temperatures are in quasi-equilibrium for
all simulations apart from the experiment C-1680, where the temperature is still increasing. However, this
experiment is already much too warm (see section 4 and Table 1) and further integration would simply
amplify the mismatch. Furthermore, the deep ocean is not in full equilibrium in any of the experiments, which
might produce differences in fully equilibrated simulations. However, we show that the averaged tempera-
ture in the upper 1.5 km water column of the spin-up experiment C-1120 (C-1120_deep on Figure 2) is in
equilibrium. The model years ~3030-3400 in C-1120 have not been stored and hence they are not shown
in the figure. Given the time evolution of the parameter, this does not limit our results and conclusions.

2.2. Model—Data Comparison

32 T, Methodology
30 Efﬁgg We compare our results with
£840 different proxy data-based tempera-
C-560 ) -
28 {\ ‘ f*““"" c-280 ture reconstructions compiled by
" Wonaad ] £:1120 deep Upchurch et al. [2015]. They project
. 2 A the locations of the proxy data (Part
s 24 1 in the Data Repository and Figure
g 1 in their study) on the modified
[

22 paleogeography used in Upchurch
et al. [1999]. This Maastrichtian paleo-
geography differs from the Markwick
18 and Valdes [2004] paleogeography
used in our simulations. In conse-

20

16 quence, some terrestrial proxy data
2000 2500 3000 3500 4000 4500 from Upchurch et al. [2015] are
time (years) located over the ocean (and

. . ) ) vice versa) on paleogeography of
Figure 2. The evolution of sea surface temperature for six experiments. .
- . . Markwick and Valdes [2004]. In order
Additionally, the evolution of the temperature in the upper 1.5 km water ) )
column (marked as C-1120_deep) in the spin-up experiment C-1120 to provide a consistent model-data
is shown. comparison, we move the location
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of such data points from the ocean
(land) to the nearest land (ocean)
point. The final locations of the
data points (which are taken to
the model-data comparison) on
Markwick and Valdes [2004] land-
ocean configuration, as used in
our study, are shown in Figure 3.
Furthermore, the database of
Upchurch et al. [2015] contains
locations, where different tempera-
o 1200 60w 0 60E 120€ 180 ture reconstruction methods or
calibration techniques are used for
the same proxy. If different calibra-

9

Figure 3. Locations of data points [Upchurch et al., 2015] on the land-sea
mask as provided by Markwick and Valdes [2004]. Red color indicates low,

green middle, and blue high latitudes. Filled squares indicate terrestrial §'0, tions are applied for a reconstruc-
filled circles paleobotanical, open triangles fish enamels 5'80, open dia- tion method, an average for the
monds marine 8'20, and crosses TEXgg proxies. specific proxy and method is

calculated based on the individual
calibrations. This value is averaged with all available temperature reconstructions from other methods at a
particular location.

For comparison with the proxy data from the Arctic Ocean (14°E, 78°N), in C-280 and C-560 we take the sea
surface temperatures (SST) instead of surface temperatures because the formation of sea ice in that region
has an important effect on surface temperature. The same holds for the marine data located between
Antarctica and South America (67°W, 27°S) but only in C-280. Furthermore, for comparison with WIS-0, we
remove all marine data points, where the gateway closure introduces the new land points.

3. Results

In the following subsections, we compare our results (Figures 4 and 5) with the proxy data and with
other modeling studies. We make this comparison both globally as well as in the low, middle, and high
latitudes separately.

3.1. Global Scale

The calculated annual global mean surface temperature for the different simulations is shown in Table 1
(col. 3). The surface temperature in all Late Cretaceous simulations exceeds the surface temperature of the
PI simulation. The global mean surface temperature in C-1120 is ~11.3°C higher than that in the PI control
experiment. These results fit to the upper surface temperature range proposed by DeConto [1996] and
Barron et al. [1995], who suggested that Late Cretaceous temperatures were warmer than today by about
7-14°C and 6-12°C, respectively. Donnadieu et al. [2006] simulated mean surface temperature during the
Maastrichtian with the 1120 ppm level of ~8°C higher than the present day. This is less than the difference
in global mean surface temperature simulated in our C-840 experiment, which is ~9.7°C higher than that
in Pl. Furthermore, our simulated global mean surface temperature in C-560 is ~4.4°C higher than that in
C-280. Hunter et al. [2008] simulate a warming of ~2.3°C for a CO, rise in the atmosphere from 280 ppm to
560 ppm in their Maastrichtian experiments.

In order to compare the modeling results with the proxy data, we plot scatter diagrams of modeled surface
temperatures against the corresponding proxy-based temperature reconstructions (Figure 6). Furthermore,
we calculate a root-mean-square error (RMSE) for each CO, level (Table 1, col. 4). Globally the best match with
the proxy data is obtained in the simulation C-1120. However, the simulated surface temperatures in C-840
and C-1400 show only a marginally less favorable match with the reconstructed temperatures compared
to C-1120. The CO, level of 840 ppm as used in C-840 is in reasonable agreement with the CO, concentration
as estimated from the geological data [Royer et al., 2012]. The CO; level of 1120 ppm as used in C-1120is close
to the CO, reconstruction, while 1400 ppm as used in C-1400 probably represents a relatively high value
[Breecker et al., 2010; Franks et al., 2014].

NIEZGODZKI ET AL.
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Figure 4. Maastrichtian surface temperatures in °C depicted for experiments (a) C-280, (b) C-560, (c) C-840, (d) C-1120, (e) C-1400, and (f) C-1680.

3.2. Low Latitudes

The comparison of model-data temperatures via the scatter diagrams (Figure 6) shows that in the low
latitudes (latitude belt 30°S to 30°N) the closest match with the data is obtained in the simulations with
low CO, levels. Calculated RMSE confirm (Table 1, col. 5) that in the tropics the temperatures in C-280 are
the closest to those reconstructed from the proxy data.

The annual mean surface temperatures in local areas in South America, Africa, and Asia in C-280 are up to
~33-35°C. However, with the higher CO, levels, the surface temperatures in the same regions are above
45°C in C-840, ~50°C in C-1120 and C-1400, and they can reach maximum values of ~55-56°C in C-1680
(Figure 4). Winguth et al. [2010] simulate SATs of ~50°C in the subtropical Africa and South America for the

NIEZGODZKI ET AL. LATE CRETACEOUS MODEL-DATA COMPARISON. 7
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Figure 5. Maastrichtian surface temperatures in °C depicted for (a) WIS-0, anomaly (b) WIS-0 experiment minus C-1120 experiment, (c) HUD-0 anomaly (d) HUD-0
experiment minus C-1120 experiment, (e) NS-47, anomaly (f) NS-47 experiment minus C-1120 experiment.

Paleocene-Eocene Thermal Maximum and in the simulation with 2240 ppm CO, level. Furthermore, the sur-
face temperatures over the tropical western Pacific Ocean are mostly >35°C in C-840, C-1120, and C-1400 and
>39°Cin C-1680. It is warmer than in the simulations of Otto-Bliesner et al. [2002] with CO; level of 1680 ppm
and Hunter et al. [2008] with 1120 ppm. Proxy-based temperature reconstructions indicate lower SSTs in the
tropical oceans. Pearson et al. [2001] estimate SSTs of ~28-32°C based on foraminifera shells. Schouten et al.
[2003] reconstruct SSTs of ~32-36°C during early Late Cretaceous by applying the TEXgs method to crenarch-
aeotal membrane lipids. Using the same method Dumitrescu et al. [2006] reconstructed SSTs of ~33-36°C
during early Aptian, while Forster et al. [2007] SSTs of ~35-36°C during Turonian.
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a) In Figure 7a we can observe that in

the low latitudes all proxy-based
temperature  reconstructions are
below the zonal annual mean surface
temperatures (ZMT) in C-840, as well
as in all other experiments with
higher CO, levels. In C-1120 the
simulated ZMT is outside the upper
range of uncertainties of proxy data
from the low latitudes.
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3.3. Midlatitudes

In the midlatitudes (latitude belt
between 30° and 60° in each hemi-
sphere) the most reasonable match
with the reconstructions is achieved
T T T T T T T T T T T T T T T T T within the 840-1400 ppm CO, range
-% -70 -50 -3 -0 10 30 50 70 90 (Figure 6 and Table 1). The best

fatitude match is obtained in C-1120 as
revealed by calculation of RMSE
(Table 1, col. 6).
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Figure 7. Modeled zonal mean temperatures with (a) different CO, levels Bliesner et al. [2002].

and (b) different gateway configurations in °C versus proxy data with the
error bars. The meaning of symbols as in Figure 3. The temperatures over the south-

western part of North America (the
region where the bulk of the proxy data comes from) are ~5-10°C in C-280. Over the same region in C-560
surface temperatures are ~2-4°C higher than that in C-280, ~6-9°C higher in C-840, ~8-11°C higher in C-
1120, ~9-12°C higher in C-1400, and ~13-17°C higher in C-1680. Furthermore, the temperatures in WIS-0
over this region are ~1-3°C higher than in C-1120 (Figure 5b). In NS-47 the temperatures are almost identical
to C-1120 (Figure 5f). In HUD-0 differences in temperature are <1°C in the magnitude compared to C-1120
(Figure 5d). Additionally, in WIS-0 we detect a warming of ~2.5-4°C compared to C-1120 over the midlatitude
Pacific Ocean and Asia. This warming can be as high as ~8°C to the south of Greenland in WIS-0 and ~6°C
in HUD-0.

10
1

-5

-10

In Figure 7a we can observe that most of the temperature reconstructions at the midlatitudes locations fit
between the ZMTs of C-560 and C-1680. Furthermore, all ZMTs are within the range of uncertainties of the
proxy data. However, it should be emphasized that only the CO, level of 560 ppm and 840 ppm (C-560
and C-840) are in the range of reconstructed CO, concentrations [Royer et al., 2012; Franks et al., 2014].
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3.4. High Latitudes

In the high latitudes (latitude belt between 60° and 90° in each hemisphere) a reasonable match with the data
is obtained in the experiments with the higher CO, levels. The best match is obtained in the simulation
C-1400 (Table 1, col. 7). However, other experiments with high CO, levels, i.e., C-1120 and C-1680 also show
a reasonable match with the temperature reconstructions.

Our simulated surface temperatures in C-1120 in the Arctic Ocean (~5-7°C) are similar to the SSTs simulated
by Otto-Bliesner et al. [2002]. Hunter et al. [2008] simulate SSTs of ~2°C. However, both Otto-Bliesner et al.
[2002] and Hunter et al. [2008] employ 1680 ppm CO, level in their simulations rather than a 1120 ppm as
used in C-1120. Roberts et al. [2009] simulate an Early Paleogene Arctic Ocean SST average of ~0.7°C and
~1.5°C in their experiments with open and closed gateways, using a CO, level of ~1200 ppm (~4.3 x PI).
Proxy-based temperature estimates for the Arctic Ocean range from annual SSTs of ~15°C [Tarduno et al.,
1998; Jenkyns et al., 2004] to temperatures (< 0°C around the coast of Arctic Ocean) which allow for a forma-
tion of intermittent sea ice in the ocean [Amiot et al., 2004; Davies et al., 2009].

A comparison among modeled surface temperatures with different CO, concentrations (Figure 4) shows that
the CO, level has an important effect on the magnitude of the surface temperature in the high latitudes. In
C-280 and C-560 surface temperatures <0° (apart from the entire Arctic Ocean) are found over the whole of
Antarctica, as well as the northern parts of Asia and North America. Furthermore, in C-280 we detect surface
temperatures <0°C over the southern part of Australia and along the coast of Antarctica (between the east-
ern coast of Australia and west of Africa). In C-840 and C-1120 annual mean surface temperatures <0°C are
detected only over Antarctica and in the small region in the Northeast Asia. In C-1400 and C-1680 tempera-
tures below freezing are found only in the southern part of Antarctica.

Gateways alterations have relatively minor effect on the surface temperatures in the Arctic Ocean. In WIS-0
we detect warming in the Arctic Ocean of ~0.5-1°C compared to C-1120 (Figure 5b), in the HUD-0 cooling
of ~0.5-1°C (Figure 5d), while in NS-47 minor changes are observed compared to C-1120 (Figure 5f).

4, Discussion

Below we discuss potential reasons for differences between the modeled and reconstructed tempe-
rature estimates.

4.1. Global Scale: Shortage of Global Solutions

Our simulated temperature increase for a CO, level doubling, from 280 ppm to 560 ppm, is within the upper
range of climate sensitivity proposed by Solomon et al. [2007]. Based on a combination of constraints from
observations and model simulations, they estimate a warming of ~2-4.5°C for a CO, increase from
280 ppm to 560 ppm for modern conditions. However, we must point out that a comparison to our results
is not straightforward due to different input boundary conditions, like continental configuration and ice
sheets. Nevertheless, our model seems to be relatively sensitive to CO, changes compared to other climate
models. This has also been detected in Model Intercomparison Projects for Eocene [Lunt et al., 2012] and
Pliocene timeslices [Haywood et al., 2013] where the model applied in our study is one of the most sensitive
models to CO, changes.

Furthermore, for the temperature reconstructions based on oxygen isotopes from fish tooth enamels [Pucéat
et al,, 2007; Ounis et al., 2008], the recalibration techniques of Pucéat et al. [2010] and Lécuyer et al. [2013] are
provided in the database of Upchurch et al. [2015]. Pucéat et al. [2010] recalibrations are based on a larger
number of specimens; therefore, they might be more correct (G. R. Upchurch, personal communication,
2016). Moreover, the terrestrial oxygen-based temperature reconstructions are usually colder than other
temperature estimates from the same region [Upchurch et al., 2015]. This suggests that they may show a bias
toward cold month mean temperatures, due to different sources of water for the crocodiles, as well as limita-
tions in the understanding of the fractionation process of precipitation in the greenhouse world (references
cited in Upchurch et al. [2015, Supplementary Information]).

We are able to reduce the RMSE globally, in the simulations with CO, level > 560 ppm, by removing all ter-
restrial isotope-based temperature estimates and Lécuyer et al. [2013] recalibrations (Table 3, col. 2). The best
match is then obtained in C-1120 and C-1400. The CO, level of 1400 ppm, as set in C-1400 cannot be
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Table 3. RMSE Calculated Between the Modeled Surface Temperatures and the Proxy-Based Temperature Estimates Without Oxygen Terrestrial Isotope
Reconstructions and Lécuyer et al. [2013] Recalibrations (White Background)?

Experiment Global Low-Latitude Midlatitude High-Latitude High-Latitude High-Latitude
Acronym RMSE (°C) RMSE (°C) RMSE (°C) RMSE (°C) RMSE (°C) RMSE (°C)
C-280 10.55 3.76 9.92 14.15 10.12 8.35
C-560 7.69 2.21 7.07 10.61 7.66 6.59
C-840 5.56 4.54 4.64 743 5.79 6.14
C-1120 4.88 5.85 3.83 5.83 5.41 6.77
C-1400 4.88 6.97 3.74 5.08 5.81 7.59
C-1680 6.22 9.35 54 4.91 7.08 9.26

aHigh-latitude RMSE calculated between the reconstructed and modeled warm months (boreal AMJJAS) surface temperatures (green background) and summer
(JJA) surface temperatures (yellow background). The best fit is shown in bold.

reconciled with proxy-based CO, reconstructions, but a 1120 ppm CO, level as used in C-1120 and 840 ppm
CO, level as used in C-840 are close to the estimates from the data [see Breecker et al., 2010].

It seems that comparison of the model-proxy results gives just a rough estimate of realistic CO, scenarios that
are applicable on the global scale. Main reasons for the lack of simple and global solutions among limitations
are a scattered and incomplete proxy record; time averaging of proxies that represent longer time intervals;
limited long-distance proxy correlations (especially between marine and terrestrial facies); complex preserva-
tion bias; diagenesis [see, e.g., Kowalewski, 1996; Retallack, 1998; Behrensmeyer et al., 2000].

4.2. Low Latitudes: Implications of Dead Zone

The best match with the data in the low latitudes is obtained for the simulation (C-280) where a CO, level is
lower than the recent estimates for the Late Cretaceous based on a compilation of different geological data
[Breecker et al., 2010]. However, atmospheric CO, level reconstructions based on stomatal proxies indicate
that CO, level could be close to preindustrial at the end of Cretaceous [Royer et al., 2012, Figure 1al.
Furthermore, Lefebvre et al. [2013] suggest that the location of North Africa and northern South America in
the tropics around the Cr-Pg boundary should have supported increased weathering, thus promoting a
low background CO, level in the atmosphere. However, we must stress that experiment C-280 does not pro-
vide a reasonable match with the proxy data in the middle and high latitudes (Table 1); therefore, this low
CO, concentration should be used with caution.

Our simulated regional surface temperature is well above 42°C in the high CO, levels scenarios. This is too
high to sustain any form of plant life [Hay and Floegel, 2012] and is not supported by geological data
[Amiot et al., 2004]. We, therefore, take into account the Dead Zone Effect that is a regional life-limiting
mechanism, including extreme temperatures that inhibit most life forms [Hay and Floegel, 2012]. Heat stress
in the tropics strongly limits photosynthesis that slowdowns between 35°C and 42°C. Daytime temperatures
above 42°C are critical for plant life survival [Hay and Floegel, 2012]. Such temperatures could have sustained
plan and animal life in the tropics. Chumakov et al. [1995] predict that in the Maastrichtian the tropical South
America and South-East Asia were inhabited by dinosaurs. It would be unlikely for them to thrive at the
temperatures that are simulated in our experiments with high CO, levels. Thus, we assume that the lower
to moderate CO, levels are more realistic than the high CO, concentrations with respect to the specific dead
zone criterion.

If we consider higher CO, concentrations, the warm bias in the tropical regions suggests that some physical
processes might be missing in the climate models. Another possibility is that the mismatch between model-
data temperature estimates might be biased by an incorrect proxy data interpretation. A removal of all
Lécuyer et al. [2013] recalibrations and terrestrial isotope proxies from the database reduces the RMSE in
low latitudes to the value as low as 2.21°C and 4.54°C in C-560 and C-840, respectively. These CO, levels
are within the range of predicted CO, concentration for the Late Cretaceous [Breecker et al., 2010].
Furthermore, in C-1120 the RMSE is reduced from 8.38°C to 5.85°C. This indicates that the model-data
mismatch in the low latitudes can be partly explained by uncertainties in terrestrial isotope-based
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temperature reconstructions. Therefore, these proxy-based temperature reconstructions should be used with
caution in the tropics.

Our additional gateways configuration changes between the Arctic Ocean and North proto-Atlantic basin
have only minor influences on temperatures in the tropics and thus cannot explain the model-data bias.
Furthermore, Figure 7b also shows that the ZMTs in the tropics are relatively insensitive to the northern
high-latitude seaway alterations and local changes even amplify the model-data mismatch as in WIS-0 over
South America.

4.3. Midlatitudes: Actualistic Conditions

The midlatitudes in the Northern Hemisphere present the best proxy record due to their better accessibility
and dense sampling [see Upchurch et al., 2015]. Furthermore, the temperate paleoclimates did not experience
extreme conditions that might be expected in low and high latitudes. Such actualistic conditions enable
application of proxies calibrated to recent conditions. This is therefore not surprising that midlatitudinal
reconstructions are more reliable and show most reasonable match between the model results and the proxy
data (Tables 1 and 3 and Figures 6 and 7).

In the midlatitudes, most of the proxy-based temperatures are derived from the paleobotanical, terrestrial
oxygen isotope and fish tooth enamel data [Upchurch et al., 2015]. The paleobotanical methods are mostly
Climate Leaf Analysis Multivariate Program (CLAMP) and Leaf Margin Analysis (LMA). CLAMP and terrestrial
oxygen isotope proxies usually give colder results than other reconstructions. This suggests that they may
be cold biased or represent minimum temperatures (G. R. Upchurch, personal communication, 2016).
However, most of our modeled terrestrial temperatures in C-1120 from the western part of North America
(the region where the vast majority of the proxy data from the Northern Hemisphere midlatitudes are
located) are in close agreement (or are even in the lower range of sampling error) with the lower temperature
reconstructions. This reasonable match with colder temperature estimates might partly result from the eleva-
tion in that region as set in our model configuration (as high as ~1750 m), which represents the early forma-
tion of the Rocky Mountains. However, the timing of the formation and uplift of the mountains is still debated
[Dettman and Lohmann, 2000]. If the suggested elevation of ~2.5-3 km [Dettman and Lohmann, 2000] at the
end of Cretaceous is true, then the colder proxy-based temperature reconstructions from western North
America (as simulated in C-1120) may be more correct due to the lapse rate effect. Likewise, the other way
round, if we assume that the warmer temperature reconstructions (based on more reliable LMA method)
were correct, then these elevations might be too high. However, Markwick [2007] points out that the cold
bias in simulated temperatures at high altitudes might result from a coarse elevational resolution in
climate models.

The gateway configuration changes also not fully resolve the mismatches between the model and data
(Figure 7b). The temperatures in the WIS and western North America as modeled in HUD-0 and NS-47 are
almost identical to C-1120 (Figures 5d and 5f). In WIS-0 we simulate warmer temperatures (Figure 5b) com-
pared to C-1120. This helps to improve the agreement between the model and data for most of the proxies
located at higher altitudes. However, for the majority of the proxies at lower elevations, the mismatch is
greater in WIS-0 than in C-1120 because simulated temperatures (which were already too high in C-1120)
are even higher in this experiment. Furthermore, a lack of data in the regions where the temperature
differences are large (midlatitude Asia and the Pacific Ocean) in WIS-0 compared to C-1120 makes it difficult
to verify the gateways effect in these regions.

4.4. High Latitudes: Nonactualistic Perspective

A notorious problem in climate models is the simulation of temperatures in the high latitudes [Craggs et al.,
2012; Poulsen and Zhou, 2013; Upchurch et al., 2015] that are inconsistent (too cold) with reconstructions
[Brady et al., 1998]. As a result, relatively high CO, levels are often used to reconcile the modeled and recon-
structed temperatures in the high latitudes, but simultaneously in the tropics too warm temperatures are
simulated compared to reconstructions. Huber and Caballero [2011] point out (based on the Eocene
model-data comparison) that this approach can be justified and the mismatches in the tropics can result from
the uncertainties in temperature reconstructions in the low latitudes. In our simulations, we seem to face the
same challenge, as the best match between model and the data in the high latitudes is achieved for C-1400.
However, the CO, concentration as used in this simulation is not supported by the geological data for the
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1 Late Cretaceous. In contrast to the
low latitudes (where our model
clearly simulates too high tempera-
tures for CO; levels > ~840 ppm), in
the Arctic Ocean region, the mis-
match between the proxies and
modeling results can be partly recon-
ciled by uncertainties in proxy data
interpretation. On the other hand,
uncertainties of the cloud properties
during greenhouse world and pro-
blems with the cloud parameteriza-
i ! tion in the models can lead to the
1 7 T GBa0 summer underestimated warming caused by
- - C-840_winter a radiative forcing effect of polar
T T T T T T T clouds [Kump and Pollard, 2008;
- -70 -50 -3 -10 10 30 50 70 90 Huber and Thomas, 2009; Kiehl and
latitude Shields, 2013; Upchurch et al., 2015].
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Figure 8. Modeled zonal mean annual, local summer, and local winter tem-
peratures for C-840 in °C versus proxy data with the error bars. The meaning
of symbols as in Figure 3.

In the database, only one single
proxy exists from the Arctic Ocean
[Jenkyns et al., 2004]. The tempera-
ture reconstruction of that proxy is ~10°C higher than our modeled temperature in C-1400. However, the
TEXge temperature reconstruction method has been recognized as maximum temperatures rather than
annual mean [Davies et al., 2009]. Spicer and Herman [2010] also dispute the estimation of Jenkyns et al.
[2004], and they propose a temperature of ~14.5°C (based on the CLAMP method) as a warm month mean
temperature for the Arctic Ocean coastal region at 82°N during the Maastrichtian. A recent study of Ho and
Laepple [2016] indicates an error in the calibration of the TEXgg-based temperature reconstructions as they
are calibrated to the surface ocean, even though they likely formed in subsurface conditions. As a conse-
quence, TEXgg temperature reconstructions should be used with caution [Ingalls, 2016]. Ho and Laepple
[2016] suggest that the absolute value of TEXgg-derived temperatures should be approximately halved and
that they actually represent subsurface temperatures. This would decrease the value of the only proxy from
the Arctic Ocean in Upchurch et al. [2015] from 17°C to ~8.5°C, which is close to simulated subsurface (~200 m
depth) temperatures in C-1400.

Furthermore, proxy-based temperature reconstructions in the high latitudes provide a very wide range of
temperatures (Figure 7) (see Upchurch et al. [2015] for details). All of these reconstructions are warmer
than the temperatures simulated in C-840, and most of them lie within the range of temperatures as simu-
lated by C-1120 and C-1680. On the Northern Hemisphere in the high latitudes, most of the reconstructions
come from paleobotanical data (CLAMP and LMA). Some of these data are highly reliable; nevertheless,
Greenwood [1991] points out that terrestrial vascular plant proxies are usually biased toward humid sites, such
as swamps, river deposits, and flood deposits that might mask the original average temperature records. This
so-called “the freshwater-margin effect” [Peppe et al., 2011] may affect paleotemperature reconstructions.
According to Skelton [2003], the leaf diversity in the Campanian and Maastrichtian near-polar environments
was so low that paleobotanical proxies are unreliable. Herman et al. [2016] also point out too low plant diver-
sity to allow the use of leaf morphology to estimate climate parameters in the early Maastrichtian of the
Northern Alaska.

Recent studies [Schneider et al., 2010; Lohmann et al., 2013] point out that in the high latitudes some marine
temperature reconstructions (i.e., alkenone-based) are biased toward warm seasons. Davies et al. [2009] sug-
gest that the Jenkyns et al. [2004] TEXgg temperature reconstruction can rather represent summer tempera-
ture, not an annual mean. Furthermore, during long polar days in the Cretaceous plants had optimal
growing conditions with permanent sunlight access and mild summer temperatures from 10°C to 20°C
(Figure 8) [e.g., Spicer and Herman, 2010]. Such conditions favored and selected vascular plants that colonized
completely nonactualistic niche that is missing in icehouse conditions. Furthermore, there is an evolutionary
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aspect of paleobotanical data interpretations. Little et al. [2010] state that paleobotanical proxies indicate an
overall limited ability to reconstruct climate precisely due to its nonrandom phylogenetic signal. Although we
know that in the Late Cretaceous early angiosperm plants colonized the higher latitudes, being well adapted
to such warm conditions [e.g., De Boer et al., 2012], nevertheless, their temperature estimates cannot be
approximated based on recent analogs. It means that the Cretaceous plants were on another, a much earlier
evolutionary track that may be difficult to interpret based on actualistic calibrations. Therefore, we suspect
that calibration of paleobotanical proxies in such conditions is a great challenge. This is very likely that their
recorded temperatures might be strongly biased toward warmer values.

Therefore, we have compared our simulated local warm months (AMJJAS, from April to September; Table 3,
col. 7) and summer temperatures (JJA; Table 3, col. 9 and Figure 8) with temperature reconstructions in the
high latitudes. Overall, we obtain a worse match for the high CO, scenarios, while for the experiments with
the low CO; levels we reduce RMSE.

Another approach is to modify model formulations/parameterizations for warmer climate states. Kump and
Pollard [2008] assumed that the concentration of cloud condensation nuclei in the atmosphere during the
preindustrial world was lower. This could increase the droplet radii of the liquid clouds and also increase
the precipitation efficiency of these clouds. In their simulation with 1120 ppm CO, level and changed cloud
parameterization Kump and Pollard [2008] successfully simulated warming in the high latitudes during the
Cretaceous compared to the simulation with a standard cloud parameterization. The same approach was
used by Kiehl and Shields [2013] to simulate an Eocene climate in agreement with data. Upchurch et al.
[2015] modified properties of clouds and obtained in the Cretaceous the best match with the data in the
simulations with the CO, level of 560 ppm. Applying these cloud parameterization changes together with
simultaneous consideration in the high latitudes of modeled summer temperatures rather than annual mean
might further improve the match between the reconstructed and simulated temperatures in the high lati-
tudes. However, this is beyond the scope of the present paper.

The removal of terrestrial oxygen-based reconstruction has relatively minor effect on RMSE in the high lati-
tudes (Table 3 col. 5). However, additional removal of an outlier located in southern Greenland (record #11
in the database of Upchurch et al. [2015]) reduces the RMSE to a value as low as 4.22°C, 3.62°C, and 4.28°C
in C-1120, C-1400, and C-1680, respectively. This suggests that this reconstruction might be treated with cau-
tion in the model-data comparison. Wolfe and Upchurch [1987] argue that this high temperature could result
from a strong western boundary current in the region where this proxy was located. Furthermore, Otto-
Bliesner and Upchurch [1997] and Upchurch et al. [1999] indicate that high-latitude forest contributed to polar
warmth during Late Cretaceous. Hunter et al. [2013] point out that, in particular, in the high latitudes vegeta-
tion cover can result in a regional warming by up to ~10°C. This might suggest that different, local vegetation
cover existed in the region where this outlier is located. Another possibility is that this site was located slightly
more to the south of Greenland and this surface temperature reconstruction is representative for periods
when Hudson Seaway was closed, as, e.g., in WIS-0 and HUD-O0. In these simulations, we observe a warming
just to the southern tip of Greenland, which is up to ~8°C warmer than in C-1120 (Figures 5b and 5d).

Gateways changes cannot explain the mismatches between the model and the data in the high latitudes. We
can observe only small surface temperature changes compared to C-1120 (Figure 7b). Comparison of surface
temperature anomalies (Figures 5b, 5d, and 5f) shows that the changes caused by the gateways configura-
tion alterations in the Arctic Ocean are < ~1°C in magnitude. This shows that seaway configuration changes
can only provide a local improvement between the model and the data-based temperature.

To summarize, the proxy data-model mismatch can be caused by both, uncertainties in the proxy data
interpretation, e.g., seasonality, recording depth, different methods of proxy calibrations, recording system,
time-averaging, correlation problems, as well as deficiencies of the model, e.g., coarse resolution, unresolved
costal dynamics, cloud parameterization, and warming effect of polar clouds in the high latitudes (see Huber
and Thomas [2009] for overview). More proxy data are needed from the sparsely explored regions such as
open oceans (i.e., the Pacific Ocean), high latitudes (i.e., Antarctica and Arctic Ocean) and continental regions
in the Southern Hemisphere (i.e., Australia, South America, and Africa). In order to improve model-data com-
parison and reduce uncertainties in the proxy data interpretations, a natural next step would be to simulate
the global §'80 isotopic distribution, using, e.g., a fully coupled Earth system model, that is complemented by
a stable water isotope model [e.g., Werner et al., 2011].

NIEZGODZKI ET AL.

LATE CRETACEOUS MODEL-DATA COMPARISON. 15



@AG U Paleoceanography

10.1002/2016PA003055

Acknowledgments

We thank three anonymous reviewers
and C. Shellito for the invaluable sug-
gestions and constructive comments.
We gratefully acknowledge the help of
Garland R. Upchurch who has provided
us valuable additional information and
explanations about proxy data inter-
pretations and related with them
uncertainties. We would like to thank
Stefan Hagemann for the preparation
of the adjustments of the HD model
for our Cretaceous setup. We are
grateful to the AWI Computing Center
for providing the supercomputing
resources for carrying out the simula-
tions. Igor Niezgodzki's research is
funded from the resources of the
National Science Center in Poland
based on the decision DEC-2012/07/N/
ST10/03419, the DAAD (57130104 in
2015/16) and ATLAB Project (EU FP7
REGPOT, 285989). Funding for Gerrit
Lohmann and Gregor Knorr was
provided by Helmholtz Society (PACES
program Topic 3 WP2) and for Jarostaw
Tyszka by ING PAN (PALEOECOLOGY
internal project). We thank all
researchers who provided the proxy
data. All data used are listed in the
references. Modeling data are available
at ‘https://doi.pangaea.de/10.1594/
PANGAEA.879763'.

5. Conclusions

We simulate the latest Cretaceous climate with six different CO, levels (280-1680 ppm) and conduct three
additional sensitivity tests with different gateway configurations between a North proto-Atlantic basin and
Arctic Ocean. Globally the best match with the proxy data is obtained for the simulation with a CO; level
of 1120 ppm. A comparable match is also achieved in the simulation with a 840 ppm that is within the range
of CO, reconstructions for the latest Cretaceous.

Similar to previous modeling studies we are unable to reconcile low-CO, scenarios with moderate tempera-
tures in the tropics and relatively warm polar regions. However, our analyses show that

1. The best fit between the modeled and reconstructed temperatures is at midlatitudes as revealed by
separation of the global data-model mismatch into low-, middle-, and high-latitude components;

2. At high latitudes and for the low-CO, scenarios the match between the reconstructed and modeled
temperatures can be improved by considering simulated local summer temperatures rather than annual
mean temperatures;

3. Changes in ocean gateways at middle and high latitudes improve the model-data match only locally/
regionally, and the improvement on larger global scales is limited.

These findings imply that modeled and reconstructed temperature gradients are to a large degree only
qualitatively comparable, providing a challenge for the interpretation of proxy data in terms of the record-
ing season or even recording depth (see a discussion for the Holocene [Lohmann et al., 2013]). Finally, our
results imply that an assessment of the greenhouse world temperature with elevated CO, concentrations
(the global climate sensitivity to atmospheric CO, perturbations) might be best constrained by tempera-
ture changes in the midlatitudes. This suggestion is further motivated by the best proxy representation
in the midlatitudes due to high sampling density and best calibration based on actualistic environments.
This is in contrast to low and high latitudes, which in the greenhouse world experience more extreme and
nonactualistic conditions.
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