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Abstract 

The very first map of the Arctic Ocean basin with a few lead line sounding changed the supposal 

of large continental land beneath of the ice. More resolution added over the decades, reveals 

the detail of the Arctic seafloor structure of seamounts and ridges below the frozen sea. Nu-

merous methods of bathymetry and mapping were applied as the technology developed over 

the years for different purposes. While the airborne and satellite-based altimetry and gravime-

try data provides a large-scale estimation of the seafloor topography by hundreds of meters 

resolution, the shipborne and submarine sonars focuses on certain features and areas with 

higher resolution. During the last century the knowledge of the Arctic seabed geomorphology 

increased dramatically by the development of acoustic technology combined with altimetry and 

gravimetry while the habitat characteristic of the polar region still contains lots of mysteries. 

The new developments of underwater survey vehicles are bringing new clarity and perspective 

from the deep sea to the questioners. The sub-meter resolution data of the seabed could be 

employed for very high-resolution micro topography as well as habitat mapping and feature 

detection.  

The Alfred Wegner Institute for Polar and Marine Research (AWI) developed the Ocean Floor 

Observation and Bathymetry System (OFOBS) for deep sea research, mostly in polar region. The 

tailored deep tow system of the AWI is equipped with optical and acoustic sensors in addition 

to underwater positioning systems. The OFOBS, first deployed during the PS101 expedition, 

provides a novel dataset of megafauna’s habitats at the Karasik seamount. 

This thesis is implementing geospatial data mining and knowledge discovery for feature detec-

tion by means of habitat mapping in the study area with a focus on the central mount of Karasik 

seamount where an imperial assemblage of the Geodia sponges are dominating the seafloor. 

The main datasets for this study are based on the optical sensor of the OFOBS, including video 

and still images collected during the dives, while the feature detection within the sonar dataset 

is in the second place.  

During this work study, the development of the OFOBS is also considered in order to improve 

the capability of the dataset for further expeditions. 
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1 Introduction  

Roughly seventy percent of our planet is covered with water bodies, including thousands of 

lakes, seas and five oceans. The International Hydrographic Organization (IHO) recognized the 

Arctic Ocean as the smallest interconnected ocean which covers less than three percent of the 

Earth’s surface. 

Unfortunately, only a small fraction of the worlds’ ocean floors have been surveyed with 

multibeam echo sounders to date. The biggest portion of the existing bathymetry data is de-

rived from satellite altimetry and gravimetric, as it utilized in the General Bathymetric Chart of 

the Oceans (GEBCO) and International Bathymetric Chart of the Arctic Ocean (IBCAO). 

The first featureless single basin map of the Arctic Ocean was a big step forward which 

changed the knowledge held by humans about the earth. It becomes more interesting when 

one knows this giant step brought to light by a few charted depths on the first map of the Arc-

tic Ocean was around a hundred and twenty years ago. Fridtjof Nansen and his team revealed 

that there is no land-mass under the Arctic Ice by the charting the single deep basin of the 

Arctic Ocean abyssal plain. The concept of the single-basin Arctic Ocean survived for about 

sixty years until the discovery of the Lomonosov Ridge which divided the basin into two sepa-

rate basins (Weber, 1983). Now there have been several ridges and seamounts added over the 

years of research to the seafloor by the development of technology but still there are lots of 

question left unanswered. 

Therefore one of the objectives of the PS101 expedition was to collect multibeam bathymetry 

data of RV Polarstern in order to contribute to the existing ocean datasets (Boetius & Purser, 

2017). Part of this data is employed in this thesis for mapping purposes of the Study area chap-

ter. 

However, the main intention of the expedition was to study the megabenthos on the Karasik 

seamount and its outskirts. By the means of analyzing the distribution, diversity and produc-

tion of faunal along depth gradients from seamount base to peak. (Boetius & Purser, 2017) 

In order to study this phenomenon the recently developed deep tow system, by The Alfred 

Wegner Institute, was employed for data acquisition. The Ocean Floor Observation and Ba-

thymetry System (OFOBS) for deep sea research has a variety of optical and bathymetry sen-

sors along with underwater navigation system in connection with vessel navigation sensor. 

The mission of this thesis is focused on the dataset of OFOBS in the following order:  

The structure of the OFOBS and its components and all relevant sensors from sky down to the 

ocean floor will be explained in chapter three. And the operation and data acquisition of the 

OFOBS will be explained in chapter four, while chapter five will explore the history of the study 

area with some explanation about environmental and geographic setting of the Langseth Ridge 
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and Karasik seamount with the intention to explain the geomorphology and habitat character-

istics of the area. The sixth chapter will excavate into the provided material from shipborne 

bathymetry and OFOBS optical and sonar data: partly for mapping the study area and partly 

for feature detection. The seventh chapter is focused on the several methods of data mining in 

point cloud and Raster of orthophoto mosaic and side scan sonar. Later the results of the ex-

amined methods will present in the eight chapter, relatively in the same order as the methods. 

The nine chapters try to explain the outcomes and will start with a discussion about uncertain-

ty of the material and results and will provide some recommendations in order to improve the 

overall system for further expeditions. Finally this work ends by a brief conclusion which is the 

summary of what has been planned and what was achieved. 

This chapter is presenting the introduction of the thesis, with the intention to provide an over-

all view of the upcoming chapters and the structure of the work. The first chapter following 

the introduction is presenting the basic principles and logic behind this structure and will pro-

vide a general picture of the different components of the interdisciplinary work.  

The intention of this work is to develop a spatial data mining workflow in regard to habitat 

mapping which was tailored for OFOBS datasets and similar underwater systems. The thesis 

attempts to find the answer for the following questions: 

o What are the capabilities of the OFOBS datasets for habitat mapping?  

o What are the capabilities of the OFOBS datasets for feature detection? 

o Which parameters are affecting the quality of the datasets and how? 

o What are the challenges in the OFOBS dataset? 

In order to investigate the mentioned questions, the Geodia sponge was chosen as the target 

of feature detection. The other habitat members such as star fish and shrimp are not targeted 

in this study. However, it is easier to detect them as they can easily be detected by their colors 

which are not applicable for Geodia sponges in the sample area.  

It is also necessary to mention that in some part of this study the sample area is divided to 

smaller sections as mater of the hardware/ software capability and limitation. 
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2 Basic principles  

This chapter provides the basic and theoretical information required to better understand the 

study topic. The initial sub-chapter gives a general overview of habitat mapping and the role of 

the sponges in the benthic community, with the subsequent two sub-chapters dealing with the 

interdisciplinary fields of photogrammetry and computer vision. The forth sub-chapter illus-

trates the pattern recognition, a sub-area of the computer vision, and knowledge discovery. 

This chapter ends by a brief explanation about Structure from Motion (SfM) technic. 

2.1 Habitat Mapping 

 

The term ‘benthic community’ refers to those marine organisms which live at the ocean floor 

interface, within the bottom few feet of the seafloor, and directly on or within the marine sed-

iments, this community is also known as the benthos. Many fauna species within the benthos 

can be categorized into one of two distinct groups: the deposit feeders and filter feeders. Filter 

feeders filter their food by siphoning or catching particles out of the water whereas deposit 

feeders sift through the sediment and consume organic matter within it. Less numerically sig-

nificant benthos community members include the predators and scavengers, though they will 

be discussed within the context of this thesis. The main groups within the benthos are shrimps, 

clams, lobsters, crabs, sponges and worms, though these may significantly change with each 

region. Sponges are  active filter feeders, sessile and of importance to other fauna as their 

form provides structurally complex habitats for other benthos, fish and invertebrates to utilize 

and enhance local biodiversity (Keegan et al., 1977 ). 

Benthic habitat studies based on geospatial information are required to provide a premier 

understanding of the distribution and extent of diverse marine ecology. As a multidisciplinary 

term, benthic habitat mapping covers a wide territory of mapping fields including the geologi-

cal mapping of the seafloor with data acquired by bathymetric systems, morphological classifi-

cation of regions via Benthic Terrain Modeler or even mapping of distinctive biological assem-

blages into biotopes. Benthic habitat maps are essential components of any successful 

management plans designed for the planning of the sustainable use of the marine environ-

ment, and for the protection of fragile underwater ecology biomes. 

The benthos fauna and flora in shallow waters, estuaries and nearshore areas are the most 

frequently studied and mapped, because the seabed in shallow areas is more accessible than  

the deep ocean-floors beyond the continental shelf edge, and also because human activities 

and impacts are more common in these regions, thus these areas are commonly foci of effects 
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to monitor, preserve and manage the seafloor (Ecological Society of America, 1931; NOAA, 

2017). 

The recently developed technology of sonars and deep-sea systems are progressively revealing 

the connections between benthic habitats and the seabed structure, and how these may be 

affected by geomorphology as well as sedimentology. Seabed mapping and observations pub-

lished to date shows that specific geomorphic settings like seamounts and submarine canyons 

are associated with specific benthic communities (Harris & Baker, 2011).  

In addition to geomorphology and depth zone classification, there are many datasets which  

have the potential to be considered for benthic habitat mapping, such as images and videos 

collected from the seafloor, side scan sonar(SSS) and backscattered data surveys (Harris & 

Baker, 2011).  

The study of the benthos in deep ocean is more challenging than the benthos of shallow areas, 

as the limited availability of the suitable technology needed for exploration of such environ-

ments, especially where the operations need to be done in ice covered, deep regions, such as 

those found within the harsh environment of the central Arctic Ocean.   

The Karasik seamount is one of the habitat zones where an extensive region of seafloor was 

heavily populated with an assemblage of sponges, discovered during PS101 expedition in 

2016(Boetius & Purser, 2017). This thesis attempts to analyze the distribution and characteris-

tics of the sponges collected by the deep-tow system(Purser et al., 2018) within the sample 

area.  

2.2 Photogrammetry  

 

Photogrammetry is a measurement method using remote sensing and deals with the recording 

and evaluation of images. The basic concept of photogrammetry and its methods are to re-

motely determine from a number of distinct images taken of a particular area or object from 

different angles, analyzing the shape, size and position of the imaged objects in space within 

these images allowing them to be mapped into a three-dimensional space relevant to each 

other. As a result, a three-dimensional reconstruction of the imaged object field based on two-

dimensional source images is possible. The derivation of the geometric quantities in space is 

subject to the central projective image and requires a reconstruction of the radiation bundles 

in three-dimensional space using the known internal and external orientation of the camera.  

If the parameters of the inner and outer orientation are known, the three-dimensional model 

determines an object point from the intersection of at least two corresponding spatially differ-

ent image rays. The measurement of the object does not take place directly, but indirectly on 

the reconstruction of the object (Luhmann et al., 2013). 



2 - Basic principles 

5 

 Bundle block adjustment 

 

The bundle block adjustment is a method of image orientation and point determination in 

which any numbers of images arranged in space are computationally oriented simultaneously 

in a higher-level coordinate system. 

It is considered as the most powerful and accurate method for image orientation and object 

point determination in photogrammetry. 

The collinearity equation represents the mathematical model of the bundle block adjustment. 

First, the image coordinates of homologous points are used as observations. These are the 

pixels whose rays, starting from the respective projection centers, intersect at one point on the 

terrain surface. The basis for this is that each measured pixel corresponds to a spatial direction 

measurement from the projection center to the object point. These directional measurements 

are also referred to as image rays. If two image rays of homologous points intersect, the object 

point can be determined in absolute space, knowing the elements of the inner and outer ori-

entation.  

Each image beam of a digital image, together with the projection center, forms a spatial beam 

of light. The bundles of rays of any number of images are simultaneously computationally ori-

ented using the bundle triangulation method, and the object points in space are determined 

by the intersection of the corresponding image rays. For a large number of images, the combi-

nation of the beams and their intersection of the homologous points lead to a high geometric 

stability of the spatial beams and an optimal determination of the object points (Luhmann et 

al., 2007).  

If the image coordinates of the homologous points in the observation are included, the follow-

ing unknown parameters can be determined as a function of the observation, iteratively, for 

each image and each camera: 

 

-Object coordinates  3 unknowns for each point 

-External orientation  6 unknowns for each picture 

-Inner orientation  0 to 3 unknowns for each camera 
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Figure 2-1: Camera positions (519 video frames) and central rays of bundle block adjustment in the 
spherical shooting scenario, experiment of Reconstructed 3D Model, consist of 519 image extracted 
from 1:45 min video captured by Smartphone (Nexus 5), frame resolution HD (1080x1920),built in 

Agisoft PhotoScan (Own representation, Photographer:  S. Dreutter) 

Accordingly, the object coordinates in the space, the elements of the outer and inner orienta-

tion and other model parameters are calculated by adjustments in an overdetermined system 

of equations. In the same step, statistical information about the accuracy and reliability of the 

adjustment can be output. The adjustment requires a linear relationship between the un-

known and the expected value. Since the collinearity equations are not linear, Taylor's lineari-

zation is performed using approximate values of the unknowns. In a simultaneous calculation 

process, all observations and all unknown parameters of an image association are integrated 

and iteratively improved until the intersection of the image rays at the object point is optimal 

(Luhmann et al., 2007). 

2.3 Computer Vision 

 

An important associated discipline of photogrammetry is computer vision, also called machine 

vision or image understanding. Computer Vision is essentially concerned with image and ob-

ject recognition and attempts by different methods to reproduce the ability to interpret hu-
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man vision. Figure 2-2 illustrates the interplay between the computer science disciplines of 

visual computing. 

 

Figure 2-2: Computer vision scope with regards to data and image processing (Sablatnig, 2009). 

In principle, different methods for capturing, processing, analyzing and interpreting images 

play important roles in gathering data on regions of interest, and these have overlaps with 

photogrammetry in the area of automatic image analysis. The detection and description of 

objects in pictures is the essential basic target within the field of computer vision. Properties of 

objects and their classification for derived products, such as the selection and measurement of 

features in object space, can be derived (Sebe, 2005). 

Applied mathematics and information processing lay the foundations in the field of computer 

vision, as this is mainly about the design and application of large computational methods. 

Furthermore, photogrammetric measurement methods due to the above-mentioned overlap 

in the recording and evaluation of digital images are an important facet of computer vision. 

Again, photogrammetry benefits from the results of Computer Vision (Heipke, 2003). 

Computer Vision is, apart from computer graphics and image processing, a significant part of 

Visual Computing, combining all disciplines of computer science dealing with image infor-

mation and the modeling of 3D objects. While computer graphics are used to generate images 

from numerical data and process them via image processing, Computer Vision is concerned 

with extracting image information for generating models or reproducing the real, three-

dimensional world using two-dimensional images (Sebe, 2005). 

2.4 Pattern Recognition   

 

The aim of pattern recognition is to develop mathematically and technically feasible methods 

which are modeled on human abilities such as vision or hearing (Sebe, 2005). The focus is on 
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the classification of objects based on defined characteristics such as size, circumference, color, 

distances, etc. Pattern recognition is used in areas such as speech, object and text recognition. 

Pattern recognition is already at play in many areas of everyday life. Examples include the digi-

tal language assistants, such as Amazon Echo, Google Assistant or Apple's voice assistant Siri. 

In addition, today almost all mobile devices with touch-sensitive screens offer the facility for 

handwriting recognition. Furthermore, there are more and more applications for face recogni-

tion and the identification of objects. 

In a time of enormous amounts of data availability (big data), automatic pattern recognition is 

becoming more and more commonplace, for example in medicine (evaluation of x-rays), indus-

try (quality control), biology (analysis of microorganisms), robotics (autonomous driving ), and 

satellite and flight image analysis (remote sensing and photogrammetry) and progressively 

more important (Ripley, 2007). 

Using pattern recognition and image processing, information from recordings can be extracted 

and classified. The pattern recognition takes place in two phases: The work phase which is the 

main process and the learning phase (training algorithms). 

 Since there are several methods of pattern recognition, Figure 2-3 is illustrating the procedure 

in a general view. It can be seen from the scheme that the pattern recognition starts with the 

object recording by means of a sensor e.g. a camera and the associated signal processing be-

gins. This leads to the pre-processing stage, which serves to enhance the quality of the record-

ing. 

This is followed by the extraction of the features by searching for target features. The charac-

teristics are assigned according to classification rules and the different classes.  

The classification characteristics are determined by sampling the feature extraction and the 

result are separated into clusters (Duda et al., 2001; Ana Fred, 2016).  

 

Figure 2-3: Schematic workflow for pattern recognition and classification, own representation adapted 
from (R.O. Duda, 2001) 

Pattern recognition is also the main part of the Knowledge Discovery in Databases (KDD) par-

ticularly in image processing and Geospatial datamining which is partly implemented in this 
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thesis for hybrid cluster analysis (Sassi, 2012). The following graph is describing the logic of the 

KDD. 

 

Figure 2-4: Steps of KDD, own representation adapted from (Fayyad, Piatetsky-Shapiro, & Smyth, 1996) 

The following graph illustrates the knowledge discovery in geospatial datasets within the mul-

tidisciplinary study of this thesis, where the overlap of disciplines is employed as individual 

steps on specific concepts and where the discovered knowledge is determined. 
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Figure 2-5: Multidisciplinary study overlaps and expected new knowledge 
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2.5 Structure from Motion 

Structure from Motion (SfM) is a method for detecting corresponding features in images and 

restoring spatial object structures. In principle, it is equivalent to the process of multi-image 

photogrammetry. 

The SfM method is based on spatial vision. The reconstruction of the 3D objects is done using 

matches in images called features of corresponding points. The reconstruction of the position 

and form of objects from photographic images deals with perspective vision based on the 

model of the pinhole camera, which is closest to natural vision. The majority of the creature 

visual perception system is based on the SfM phenomenon, where 3D structures are recovered 

from a sequence of 2D motions. This projection is achievable if one can find the correspond-

ence between the image features such as corners or similar patterns and break lines in multi-

ple direction (Kale et al., 2010).  

One of the most conventional algorithms which implements the SfM method in computer vi-

sion is SIFT, standing for “Scale Invariant Feature Transform”. The SIFT algorithm forms the 

basis for the detection of features, it allows for the unraveling of invariant features in terms of 

rotation, translation, scaling, changes in lighting conditions, and partial affine distortion in im-

ages. The reliable identification of objects in 3D space can be done on the basis of the invariant 

characteristics. 

 For the detection of robust features, the maximum difference between two adjacent maps of 

the Gaussian pyramids (Difference of Gaussians, DOG for short) is determined. Gaussian pyra-

mids represent sequences of the same image with continuous smoothing and scaling (down 

sampling). The extracted features are smoothed for contrast and edges and then localized. In a 

further step, the main orientation of the glazed and localized feature points is determined with 

the surrounding image gradients. The final step of the SIFT algorithm is to generate the feature 

vectors based on the feature region defined by the main orientation. The feature vector con-

tains information about the environment of the main orientation. Then the robust features of 

an object can be extracted using the SIFT method in a rotated, shifted, scaled, partially affine 

distorted, and different illuminated image (Lowe, 2004). 
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3 Platforms and Instruments  

During the PS101 expedition several deep-sea systems were operated from the Icebreaker RV 

Polarstern, while the hull mounted bathymetry systems were in 24-hour operation mode 

sounding the seabed and profiling the sub-seafloor. These platforms were dispatched from 

time to time in a series of missions in order to observe and collect detailed information about 

the seabed and sea-ice.  

The ROV BEAST, from AWI and the NUI hybrid robot from the Woods Hole Oceanographic In-

stitution (WHOI, USA) are the other deep-sea systems which were use during PS101 along with 

the “Ocean Floor Observation and Bathymetry System (OFOBS)” from the AWI (Boetius & 

Purser, 2017). In this chapter the characteristic of the two platforms are described, RV Polar-

stern as the mothership and OFOBS as deep-tow system, since this thesis benefits from the 

data collected by these two platforms. 

3.1 RV Polarstern  

RV Polarstern, a German-icebreaker, is operated by the Alfred-Wegener-Institute, Helmholtz 

Centre for Polar and Marine Research (AWI, 2017). The icebreaker has served as a research 

and supply vessel for about 36 years in the Polar Regions, commissioned in 1982. She has an 

overall length of 117.91 m, and a maximum draft of 11.21 m. The minimum operational tem-

perature for the vessel is -50°C. Polarstern is armed with four powerful engines and double-

walled steel hull, allowing her to break through 1.5-metre-thick ice at a speed of 5 knots, while 

thicker ice can be overcome by ramming (El Naggar, 2006). The characteristic of the vessel is 

listed in the table3-1. 

RV Polarstern characteristic 

Port of registry Bremerhaven 

Length 117.91 meters 

Width 25 meters 

Max. draught 11.20 meters 

Max. displacement 17,277 tons 

Empty weight 12,012 tons 

Commissioning AWI 1982 

Engine 4 x KHD RBV 8M540 

Engine power 19,198 PS (four engines) 

Range 19,000 nautical miles / 80 days 

Max. speed 16 knots 

Operation area Everywhere including pack ice zone 

Days on sea per year  Ca. 310 

Max Scientists long = 53 Crew = 44 

Table 3-1: RV Polarstern caracterestic (El Naggar, 2006). 
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RV Polarstern can be considered as a massive measuring instrument which persistently collects 
multipurpose oceanographic and meteorological data aboard; meanwhile some systems are 
running 24 hours during the cruise while others are only available upon request. Part of the 
collected data is sent steadily to different databases. The official supporting webpage of the 
AWI categorizes scientific devices onboard RV Polarstern into 9 different group (Table3-2) 
(AWI et al., 2018).  

 

Category of Scientific devices onboard  
Biology Devices 2 type 

Echo Sounders 9 devises 

Marine Geophysics 3 devises 

Meteorology 10 devises 

Ocean Floor Observation and Sampling 12 devises 

Oceanography 8 devises 

Satellite Data Processing Systems 1  system 

Ship Navigation 10 system 

Underwater Positioning Systems 2 system 

Table 3-2: Scientific devices onboard RV Polarstern in categories  

 

Data management 
Local storage on computers 

(raw data) 

DShip - system 

Mass data storage and archiving 

Transfer data on land 

Uploading data to Pangaea da-
tabase (including meta data)  

Table 3-3: Data management system of RV Polarstern 

 

Among all the instruments and devices onboard Polarstern, there are some of them which 
have been involved directly or indirectly for the acquisition of data that this thesis benefits 
from and will be introduction here. 

In order to establish the relation between the various sensors and their alignments, the offsets 
of all the fixed sensors on the ship’s hull are measured (Appendix A). The “Vessel Survey” must 
be updated whenever a change or new installation happens regarding measurement sensors.  
The last  entire Vessel Survey for RV Polarstern was accomplished on 2010, and the third ver-
sion of updates had been done before the PS-101 expedition on May 2016 (Overath&Sand-
Surveyors, 2016).  
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The following picture is illustrating the relevant sensors involved for data acquisition; including 
shipborne bathymetry, OFOBS based micro bathymetry and optical sensors. 

 

 

Figure 3-1: Schematic illustration of sensors and relation of the sensor involved for data acquisition in 
the sample area. While RV Polarstern was breaking the sea-ice, the vessel hull mounted multibeam was 
sounding the surface of the seamount, and the OFOBS was recording the habitat evidence by video and 

photo cameras, and the sonar extension was collecting high resolution micro-bathymetry data. 

 

 HydroSweep DS III 

The HydroSweep DS is a wide‐angle, fan-shaped deep water multibeam echosounder, that has 

been operating since 1989 on Polarstern, with the latest upgrade happening in the autumn of 

2010.  The HydroSweep DS III is the third generation of the high resolution multibeam Echo-

sounder of its type and is suited for bathymetric bottom detection and seabed mapping from 

10 m up to 11,000 m, covering full ocean depth based on a sonar frequency from 13.6 to 16.6 

KHz, changing with defined depth sequences. (Slabon, 2014; AWI et al., 2018). 
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The HydroSweep DS III uses adaptive bottom tracking windows in order to identify sonar tar-

gets in the water column (TeledyneRESON, 2010). The HS DS III is a permanent installation on 

the hull of RV Polarstern and equipped to stand the polar circumstances with an ice protection 

layer on the transducers. The HydroSweep system consist of 3 major components; hull mount-

ed transducers arrays (located in a box keel), top side controller hardware (located in room 

E525A) and operation software (E550 room and Bridge) (AWI et al., 2018). 

 

 

Figure 3-2: Position of the HydroSweep DS III transducer array (Tx) and receiver array (Rx) in related to 
the other sensors in Polarstern box Keel (AWI et al., 2018).  

In order to compensate the possible gaps due to surveying at higher ship speeds, the Hydro-

Sweep applies a 2x multi-ping, meaning two swaths are transmitted simultaneously per ping 

slightly tilted along track. The aperture angle of the full swath amounts to 140° x 2° and the 

footprints can be arranged for “equal-angle” as well as “equal-distant” pattern mode. The 

manufacturer claims that with each measurement, 320 hard beam depth values are directly 

determined which could be interpolated up to 960 additional sounding soft beams via soft-

ware calculations (TeledyneRESON, 2010). While the AWI instrument portal and an un-

published internal paper gives slightly different numbers of 313 hard beams and 920 soft 

beams (Slabon, 2014; AWI et al., 2018). 

Multibeam calibration is performed after ship yard time in the case of transducer element(s) 

replacement. The annual calibration is performed at a well-known profile in the Atlantic Ocean 

nearby Ampere Seamount (ca. 700 km westerly of Gibraltar), where Polarstern is passing this 

profile on its way from Bremerhaven to Cape Town (El Naggar, 2006; Slabon, 2011). 

 

 

 

 

 

Figure 3-3: Typical HydroSweep System Configuration (TeledyneRESON, 2010). 
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In order to calculate the pings positions, the three auxiliary information are implemented via a 
Distributer Interface Processor unit (DIP); the navigation data (Position and Heading) from the 
GNSS sensors, Attitude information from Inertial Measurement Unit (IMU) sensors and Sound 
Velocity data provided by SV sensor on keel as well as the manual probe of SVP (Lurton, 2002). 
Atlas Hydromap Control is the controlling software of Hydrosweep DS3. For data acquisition 
the HYPACK® SURVEY(HYPACK (Ed.), 2016) software was employed. Atlas Parastore software 
used for visualizes, process and data conversion. The recorded data was stored in 30 min 
blocks and Post processing of the bathymetry data was conducted partly on board during ex-
pedition and partly done after the cruise in the CARIS HIPS and SIPS software. 
 
 

 Navigational Systems  

In order to calculate the correct position of the acquired multibeam data, three more data 
types are needed from the relevant sensors; 1) appropriate navigational system for vessel po-
sition, 2) Attitude sensor for vessel movement around three coordinate axes, 3) Sound Velocity 
Profiler for measuring the speed of sound in the water column. 

On board RV Polarstern, it consists of the GNSS and the Marine Inertial Navigational System, 
both together providing an absolute positioning accuracy of about 15 m, which also provides 
the vessel positioning data for Posidonia USBL in order to track the  OFOBS during the dives 
(Slabon, 2011; AWI et al., 2018).  

GNSS receivers 

To achieve acceptable position of the vessel, it is necessary to use an appropriate positioning 

system. The Global Navigation Satellite System (GNSS) is the standard generic term for satellite 

navigation systems (satnav) which provide autonomous geo-spatial positioning with global 

coverage. GNSS integrity can be achieved via Satellite Based Augmentation Systems (SBAS) as 

well as Advanced Receiver Autonomous Integrity Monitoring (ARAIM) (Reid, 2015). 

During the last two decades the accuracy, redundancy and availability of the GNSS have been 

increased regarding the technology and regulation improvements, since the Selective Availabil-

ity of the US Global Positioning System (GPS) was discontinued (Clinton, 2000) and alternative  

systems from other nations (e.g. GLONASS) came to operation. Therefore the navigation pos-

sibilities have increased and consequently, the positioning of the multibeam targets at the 

seafloor have increased as well as under water positioning (C.J. de Jong, 2010). 

At least two GNSS receiver sets are operating on RV Polarstern. A Leica MX400 GPS set for 
vessel navigation purposes and a Trimble SPS855 set with two receiver antennas are installed 
for scientific use. The device is a combined radio and all GNSS constellations (e.g. GPS, 
GLONASS, and Galileo), providing position data for a large number of scientific devices on the 
vessel. Most sensors do not directly receive positions from GNSS sensors but from Inertial Nav-
igation System HYDRINS. There are two independent systems installed called Trimble 1 and 
Trimble 2. Both consist of an antenna Zephyr Model 2 Rugged and were installed on the an-
tenna deck above the bridge (port side and starboard). The two receivers are installed in the 
scientific panel on the bridge. Trimble 1 is sending NMEA0183 telegrams to motion sensor 
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HYDRINS 1 and DShip. Trimble 2 is sending telegrams to motion sensor HYDRINS 2 and DShip 
(AWI et al., 2018). 

The Device manufacturer claims sub-centimeter accuracy in Real-Time Kinematic (RTK) mode 

and less than 5 m 3DRMS with SBAS positioning, while the RTK and SBAS solutions are depend-

ing on reference stations.  Since the land station signals could not reach the vessel in the open 

ocean the RTK modes are useless, and  SBAS covers only distinct areas on the northern hemi-

sphere and is not covering the high latitudes in the  Arctic Ocean by the time of PS101, there-

fore the uncorrected standalone GPS accuracy is approximated about 10 to 15 m (C.J. de Jong, 

2010).  

HYDRINS 

The ship’s motion influences the position of the transducer and Posidonia antenna and subse-
quently the survey data, which can be corrected appropriately. In order to neutralize the ves-
sel roll, pitch and heading, on the pings position, two units of the high-performance inertial 
navigation system (INS) are installed close to the pivot point of RV Polarstern (AWI et al., 
2018). The newly installed HYDRINS are optimized for hydrographic surveying using multibeam 
echosounders. HYDRINS are comprised of a single compact unit manufactured by iXBlue and 
delivers highly accurate real-time heading and attitude information as well as position and 
speed to other systems and displays. It can receive data from other sensors to improve its ac-
curacy. HYDRINS contain a navigation algorithm based on a very advanced Kalman filter. This 
structure enables HYDRINS to be connected to the  GNSS or to work in a pure inertial mode 
(iXBlue-SAS, 2016). 

 

 

Figure 3-4: Schematic drawing of the location HYDRINS Motion sensor on Polarstern deck F (AWI) 

The sensor provides motion and position data for a large number of scientific instruments on 
board Polarstern. The system is receiving position data from the Trimble GNSS unit and is de-
livering positions centered to HYDRINS 1. Several output interfaces are defined to deliver dif-
ferent formatted data strings with different frequency to users. The main device is a three 
component laser accelerometer (AWI et al., 2018).  
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Figure 3-5: Installation of the HYDRINS-1 and 2 in the Gravity Room of RV Polarstern (AWI) 

It is installed in the Gravity Meter room of the vessel. For backup there is a second system 
installed. Downstream equipment of HYDRINS 1 and HYDRINS 2 are meant to select one of 
both HYDRINS to be active as one and to deliver data to customers. Additionally the converter 
boxes are installed to split outgoing data streams and to convert them into several formats 
requested by customers.  

Time synchronizing is received from responsible Trimble GPS receiver (HYDRINS 1 is receiving 
data from Trimble 1, HYDRINS 2 from Trimble 2). Geographical ship position is received from 
responsible Trimble GPS receiver (HYDRINS 1 is receiving data from Trimble 1, HYDRINS 2 from 
Trimble 2). Positions provided by HYDRINS 1 and HYDRINS 2 are both centered to HYDRINS 1 
(AWI et al., 2018). 

 

Table 3-4: HYDRINS outputs with/without GNSS aid (iXBlue-SAS, 2016). 

Posidonia USBL system 

 Posidonia II is an ultra-short baseline (USBL) acoustic positioning system for high-accuracy and 

ultra–long range tracking of subsea vehicles. On board Polarstern there are three different 

antennas available, which can be used alternatively but not at the same time. A Flush antenna 

is permanently mounted in the ships keel at about 11m depth (Figure 3-2). The antenna is pro-

tected by a window, which can be opened during operation (Figure 3-6) (AWI et al., 2018). 

https://spaces.awi.de/confluence/display/FSPSD/POSIDONIA
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 The second antenna, named deployable antenna, is lowered through the moon pool. Lastly 

the third antenna from Thomson Marconi is fixed mounted to a device carrier for moon pool.  

The control and operation of the system is performed via web-Interface. 

There is different version of Oceano transponders available for the 

Posidonia system on board the vessel. The maximum reachable 

depth is 6000m with accuracy of 0.2% of the slant distance. The 

online data stream of Posidonia is broadcasted via a network and 

the time synchronizing for the USBL-Box is provided by the Trimble 

GNSS receiver. In addition, the geographical position and orienta-

tion of the vessel are provided by MRU iXBlue HYDRINS via DShip 

system (El Naggar, 2006; AWI et al., 2018). 

3.2 Ocean Floor Observation and Bathymetry System  

Deep-tow observation vehicles are ocean floor survey systems designed to operate in deep-

sea environments, supplied with imagery systems and can also be outfitted with sonars. These 

systems are submerged and towed behind a vessel or submarine at low speeds at the end of a 

cable measuring several thousand meters in length. 

 

Figure 3-7: The new OFOBS - PS101 deployment in icy condition (Photo: S. Dreutter, AWI) 

The first version of “Ocean Floor Observation System” (OFOS) is a deep-towed underwater 

imagery system, property of Alfred Wegener Institute, designed and built by Helmholtz pro-

gram ROBEX. The OFOS is used for a vast variety of purposes, from bathyal organism observa-

tion to topographic/geological survey of hydrothermal activities within polar region. The main 

OFOS is armed with two sets of imagery systems, a high-resolution photo-camera in water-

proof housing at the center of vehicle with an adjacent high-definition video-camera with a 5° 

tilt, in order to provide the best footage coverage together. Both of the cameras are mounted 

Figure 3-6: Antenna of 
Posidonia (AWI) 
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to a steel frame on the vehicle, escorted with two strobe lights, and three laser pointers at a 

distance of 50 cm from each other meant for dimension estimation of the seafloor structures 

and features. Moreover, four LED lights, supporting the lighting system and a USBL positioning 

system makes it possible to track the location of the OFOS during deployments. The configura-

tion of the OFOS and the sonar extension is illustrated in Appendix B (Purser et al., 2018). 

A while before PS101, the OFOS was upgraded with a tailored bathymetry extension, including 
the interferometric side scan Bathymetry Sonar of EdgeTech and a forward-looking sonar sys-
tem of the BlueView.  

The new improved OFOS system with Sonar extension mentioned in the Cruise report as OFOS-

Sonar but later in the technical published paper the system is mentioned as OFOBS which 

stand for “Ocean Floor Observation and Bathymetry System”(Purser et al., 2018). 

 

Figure 3-8: Schematic illustration of OFOBS components and instruments (Purser et al., 2018). 

The reason why the deep-sea research group at the AWI intended to equip the OFOBS with the 

sonar extension was to expand the survey range of the vehicle in order to augment the sea-

floors pictorial data with sidelong swathes of habitat data provided by the side scan sonar 

(Boetius & Purser, 2017). 
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Figure 3-9: Schematic compression of the OFOBS subsea unit imagery and sonar coverage of swath 
widths from a flight height of 4.5 m  

The forward looking sonar was aiding for the real-time avoidance of approaching obstacles, 

specifically in the steep terrain and sudden cliffs as well as bigger rock formations (Purser et 

al., 2018).  

The OFOBS consists of two main components: the topside unit installed on the support vessel, 

and the subsea unit.  The topside unit is a ship-mounted rack unit, which supplies power and 

connectivity via a combined fiber optic cable with maximum range of 6000-m depth. 

OFOBS 
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OFOBS and installed devices on subsea unit  

Dimensions 

Length 235 cm 

Breadth 92 cm 

Height 105 cm 

Weight (in air) 1000 kg 

Operation 

Maximum towing depth 6000 m 

Towing speed Less than 1 knot 

Towing altitude 
Imagery 1.5–5 m above the seabed 

Sonar 5–10 m above the seabed 
  

Imagery system 
downward looking cam-

era systems 

High-resolution photo-camera 
CANON EOS 5D Mark III  

+ 24 mm fixed lens 

High-definition video-camera Sony FCB-H11 

Strobe lights iSiTEC UW-Blitz 250, TTL driven 

Four LED lights iSiTEC 

Triple red laser points positioned 
50 cm apart from each other in 

triangle form 
OKTOPUS 

Acoustic systems 

Side scan bathymetry sonar 

EdgeTech 2205 AUV/ROV MPES 
(Multi-Phase Echosounder   ) 

with two side scan frequencies 
 (230 kHz & 540 kHz) 

for different range and resolution 
achievements 

Bathymetry bathymetric 2.5D data 
in the range of the 540 kHz 

Forward looking acoustic camera BlueView M900-130  

 Sound Velocity Probe AML Micro-X 6000 SV-Xchange 

Navigation and motion 
sensors 

Pressure sensor 

 Integrated in AML Micro-X 6000 P-
Xchange 

0.05% FS and a precision of 0.03% 
FS, up to 6000 dbar 

Ultra-short baseline (USBL) tran-
sponder 

iXBlue Posidonia II 

Inertial navigation system (INS) iXBlue PHINS 6000 INS 

Table 3-5: OFOBS subsea unit Components and characteristics 

The full OFOBS system components is described in the published paper of the AWI deep-tow 

system  group also mentioned as AWI- Launcher in full detailed (Purser et al., 2018). In order to 

avoid duplicating the information of the system the rest is provided in chapter 4.2 within 

OFOBS operation. 

  

http://www.oktopus-kiel.de/en/
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4 Data acquisition 

On the noon of the 9th September 2016 the expedition PS101 started from Tromsø port to-

wards the Gakkel Ridge with the aim of investigating the "KARASIK" seamount and hydrother-

mal vents of the Gakkel Ridge. The layout of the research program was to investigate the mor-

phology, geophysics, biogeochemistry, petrology, microbiology and the faunal composition of 

both seamount and hydrothermal vents. The forty two days expedition ended on the 23th of 

October in Bremerhaven (Boetius & Purser, 2017). The Figure 4-1 is presenting the main study 

area and RV Polarstern track line during PS101. 

 
Figure 4-1: The Main Research area (orange box) of PS101 at the Central Arctic Ocean and RV Polarstern 
track line (Purple) started from Tromsø in 9th Sep and moored at the Bremerhaven 23th Oct 2016. The 

background map is version 3.0 of IBCAO 30 arc second bathymetric grid (Jakobsson et al., 2012). 
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The Ocean Floor Observation and Bathymetry System (OFOBS) was one of the main scientific 

survey instruments used during the research cruise PS101 which contributed to the aim of the 

FRAM infrastructure program by applying innovative technologies for monitoring Arctic 

change, especially in the Eurasian Basin. (Boetius & Purser, 2017).   

4.1 Vessel based Data acquisition 

The vessel-based data was recorded 24 hours per day in 2 working shifts, with the Hydrosweep 

DS III System; Hypack 2015 was employed for visualizing the beam profile and backscatter da-

ta. Water column data was not recorded since there were no relevant water column features 

visible. The sound velocity probe was not collected individually by the bathymetry group since 

the oceanographer’s group cast and provided the vertical sound velocity profiles from the CTD 

or XCTD casts and applied to the software (Boetius & Purser, 2017). 

4.2 OFOBS operation and Data acquisition 

The main intention of deploying OFOBS to the height of several meters above the seafloor was 

to visually investigate the seafloor to determine the geological, sedimentological and biological 

community structures across the surveyed area. The benthic community structure on top of 

the Karasik Seamount was in high intention and well known prior to the PS101 expedition. 

(Boetius & Purser, 2017). 

As it was mentioned in the sub-chapter (3.2) the OFOBS has two main parts: a top side moni-

toring and controlling unit and a subsea unit, which is the multi-sensor platform. These two 

units are connected to each other via an umbilical cable for both side communications, in addi-

tion to the ship’s power supply. The fiber optic cable is connected to the ship’s network for 

data flow and distribution over the network enabling the technicians and scientists to set up 

their computers to connect to the subsea unit’s sensors during the dives while monitoring the 

seafloor via the online video and forward looking acoustic camera. 

Prior to the first dive the top unit of OFOBS needed to be set up within the ship’s infra-

structure in order to connect to the subsea units.  All the settings for controlling and monitor-

ing are located in the winch room of Deck D, where the OFOBS team can communicate with 

the winch operator in the same  work stations (Dreutter, 2017). 

As long as there are network connections and relevant controlling software for each sensor, 

any computer could carry out the operation of the relevant sensor, thus the operation could 

be deferred from time to time, but the principals are the same. The following description is a 

tailored setting for PS101 described by the OFOBS team that participated on the same cruise.  

During the OFOBS dives about seven PCs with multiple displays were connected to the subsea 

unit and the controlling and monitoring sensors dataflow. In general, for a 12-hr OFOBS dive a 
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team of four is optimal, excluding the winch driver. The Figure 4-2 and Table 4-1 provide the 

requirements of the OFOBS team for 12-hr operation and the overall PCs tasks (Purser et al., 

2018). 

 

Figure 4-2: OFOBS top unit setting PCs and Operations for 12-hr deployments. 
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1-Overall sys-
tems engineer 

A dedicated systems engineer is required to ensure the full suite of OFOBS subsea 
systems and sensors are operating and communicating with the topside unit cor-

rectly. 

2-Acoustical 
engineer  

An engineer or appropriate technician is required to operate the acoustical sys-
tems correctly. Acoustic interpretation is essential within unknown regions explo-

ration could be challenging 

3-Imaging 
scien-

tist/engineer 

This member is supervising the imaging data collected by the subsea unit is con-
trolling all video data and timed image data to assure data are collected and rec-
orded properly and looking for appropriate flight height. This member is continu-

ous communication with the winch operator, advising on height corrections 
required to maximize the usefulness of collected data and to aid in hazard avoid-

ance. 

4-Navigator 
and log assis-

tant 

This member monitors and records the position of the subsea unit within a geo-
graphic information system (GIS) framework in real time, while communicate with 
the bridge for request modifications to the course headings or changing research 

requirements. Also keep the log of the dives updates  

5-Winch oper-
ator 

The winch operator usually from the vessel crew is required to raise and lower the 
OFOBS subsea unit through the water. Ideally the winch driver should be able to 

see the live video and image stream from the subsea unit and the operational crew 
should be able to communicate directly with the winch operator to ensure a suita-

ble flight height is maintained 

Table 4-1: Operational Team of OFOBS tasks and capabilities 
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After controlling the sensors from the subunit connection and on the top workspace PCs, the 

OFOBS subunit should be prepared for launching with a winch and descent to the seafloor. 

During PS101 the OFOBS was deployed from either the side winch or the A-frame of the vessel. 

The power supply should switch on after launching the OFOBS to the water and once again all 

the instruments are checked, and parameters are adjusted. The first sensor needed to be con-

sidered is the positioning sensors, including the top side USBL and done side transponder 

alignment via the acoustic pulse exchange where the Transponder on the OFOBS sends a pulse 

and the Posidonia USBL of the vessel receive it and sends the calculated position back to the 

OFOBS INS system via the fiber optical cable. The first data circulation could take up to about 5 

minutes until the INS triggers the self-calibration and alignment. The alignment gets better 

when the OFOBS INS goes from coarse alignment to fine alignment, which could take up to 

about 30 minutes (IXSEA (Ed.), 2010). 

In the range of about 100 m the first seafloor contact is appears in the SSS data and in the dis-

tance of the 40 meter the bathymetry data emerge. The first seafloor image is seen in the 10 

to 15 meter range above the sea-floor in the video camera streams (Figure 5-10). When the 

OFOBS reaches the proper flight height then the towing should starts communicating with the 

bridge and the flight height of the subunit is kept at the proper distance (1.5 -2.5 m) via com-

munication with the winch operator (Dreutter, 2017). The tow speed of PS101 was 0.5 to 1 

knot depending on the drift speed of the ice and the flight height varied from 1.2 to 8.7 m 

above the seafloor in the sample area of dive PS101-169-1. 

 



5 - Study Area 

26 

5 Study Area 

The following chapter provides the outline of the characteristics of the Nansen basin in the 

Central Arctic as the study area and summarizes the research that has been done in the region, 

mainly on the Gakkel Ridge and Karasik seamount. There are also dedicated sub-chapters de-

scribing the environment and habitat property of the survey area where acoustic and camera 

systems of OFOBS recorded, for the first time, remarkable micro-bathymetry sonar and image-

ry footage of the habitat on the Karasik seamount, which is the main dataset of this thesis. 

5.1 Environment Characteristics 

The main expedition territory was in the region of 86°40’N and higher and 60° E. At the 

Langseth Ridge seamounts included the large Karasik Seamount as well as the adjacent hydro-

thermal mount on the Gakkel Ridge rift valley. The study area is located in the mid-Arctic 

Ocean, where the ocean is covered with year-round sea ice. The thickness and coverage of sea-

ice changes by the seasons with September being the month when the Arctic sea ice area 

reaches its minimum (Seaice.Universität.Bremen, 2017), but it is still a challenging environ-

ment for deep-sea research. 

 

Figure 5-1: The 7th September minimum sea-ice coverage of 2016 measured from AMSR2 compared to 
historic summer ice extents: the 30 years (1981-2010) September mean(Red) and the lowest minimum 
in 2012(Orange) (Seaice.Universität.Bremen, 2017). The PS101 study area is highlighted in the purple. 
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Figure 5-2; RS Polarstern at 6th of the October 2016, close to the northern slope of the Langseth Ridge 
at 9:31 AM, A short window of good weather followed by extremely difficult ice conditions and poor 

visibility. (Courtesy of Simon Dreutter / AWI) 

Operation of deep-tow systems is highly limited by mean of steering and navigation in sea ice 

condition and requires a certain level of concern. In the case of the operation of the flank 

crane, the side forces of the ice to the vessel hull might cut the cable and connections of the 

system or even loose of vehicle. Therefore, OFOBS mostly was towed from the stern side of 

the Icebreaker over the A-frame during PS101 dive operations, where the propellers wash 

keeps ice floes away from the cable, nevertheless there is still a high risk of scissoring by thick 

ice floes when the vessel suddenly stops during icebreaking.  That makes the sea ice character-

istics a preliminary factor for OFOBS dive planning as well as ice-drift speed and direction 

(Dreutter, 2017). 

5.2 History and Background 

The very early bathymetry data for the Arctic Ocean basin was acquired during the first Fram 

expedition in 1893–1896. Fridtjof Nansen and his team changed the speculation of large conti-

nental land-masses beneath the Ice. The compiled chart depicted by a few lead line sounding, 

shows a featureless single deep basin beneath the sea ice of the Arctic ocean. The portrait of a 

single deep basin in the Arctic Ocean abyssal plain consisted for about sixty years after the 

Fram drifted across the polar sea (Weber, 1983). 

Even the 1941 airborne expedition to the Pole by Soviets neither proved nor disproved the 

one-basin concept till 1948 by the discovery of Lomonosov Ridge which was an outset for the 

first modern map that shows the Arctic Ocean divided into two basins in 1954 (Weber, 1983). 
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Figure 5-3: Bathymetrical Chart of Northern Polar Seas (by Dr. Fridtjof Nansen) denotes Arctic Ocean 
with a single basin. Throughout the Fram expedition, Nansen kept the crew busy carrying out scientific 
measurements, including ocean depth soundings. This bathymetrical map of the Arctic Ocean was one 

of many scientific results published after their return (Fridtjof Nansen Institute, 1999). 

More detail and features brought to the charts came from expeditions happening between the 

1950s until the 1970s collected by U.S submarines and airborne, along with the Canadian Polar 

Continental Shelf Project (PCSP) which was Long-range planning for systematic bathymetric 

and gravity mapping (Weber, 1983). 

More complex bathymetric landscapes have formed from the tectonic evolution of the Arctic 

Basin, ocean currents and glacial history and have been subsequently collected in numerous 
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surveys for a variety of maps and projects by several nation involved ad interested in the re-

search, military and commerce expansion (Jakobsson et al., 2012). 

In 1967 the Canadian Hydrographic Service put all the major physiological features that had 

been discovered on the first official chart in preparation for the first General Bathymetric Chart 

of the Oceans (GEBCO) which was compiled and published a year later (Weber, 1983). 

Almost one century after the Fram Expedition, in 1997, one of the International Bathymetric 

Chart (IBC) Mapping Projects, sub-project of GEBCO, aimed to develop a digital database for 

the Arctic region, named IBCAO, in order to contain all available bathymetric data north of 64° 

North, for users whose work requires a detailed and accurate knowledge of the depth and the 

shape of the Arctic seabed. (Jakobsson et al., 2012)  

The third version of the International Bathymetric Chart of the Arctic Ocean (IBCAO) grid and 

chart was published by the June of 2012, which this thesis is also benefiting from along with 

data acquired during the PS101 cruise. 

Germany was involved in the Arctic research at the end of the 1860s by Carl Christian Koldew-

ey who led two expeditions to the east coast of Greenland and Sabine Island. The first expedi-

tion did not lead to much new scientific knowledge and explored only a few unknown coastal 

areas in northeast Spitsbergen. The second expedition with two schooners vessel had several 

achievements. The convoy ship (Hansa) sank in the third month of the expedition, but the 

main ship (Germania) managed to carry on and conduct a series of valuable observations and 

measurement. The Second Expedition resulted in several geographical and cartographic sur-

veys of northeast Greenland, and also geological, glaciological, glacial geomorphological, zoo-

logical, botanical and archaeological studies were conducted during the 435-day voyage. In 

addition, extensive astronomical, geophysical, and geomagnetic measurements were carried 

out which later played an important role in the development of Alfred Wegener's theory of 

continental drift (Venzke, 1990).  

The new race of the Deutschland polar expedition started around 1980s by the “Alfred We-

gener Institute, Helmholtz Centre for Polar and Marine Research” (AWI) with the three major 

divisions being the Geoscientific Department, Climate System Department and Biosciences 

Department along with several special groups. AWI has a close cooperation with numerous 

national and international partners in order to decipher the complicated processes in the "sys-

tem of earth". This topic research is a cooperation of AWI bathymetry group and Bioscience 

department and the data collected during the PS101 cruise of AWI icebreaker RV Polarstern. 

5.3 Geographic Setting of the Investigation Area 

The Karasik seamount is situated on the Langseth Ridge and was the main target of the re-

search area for the PS101 cruise, along with the vent mount in the Gakkel Ridge Rift Valley. 

Both of these under water features are located in the central Arctic Ocean. 
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Figure 5-4: Overview of the Lomonosov Ridge and Gakkel Ridge as a complex Arctic Mid-Ocean between 
the North American and Eurasian tectonic plate. The main research area of PS101 cruise (purple box) 

The main area investigated is in the region of 87° N and 60° E. Both structures were discovered 

during the Arctic Mid-Ocean Ridge Expedition (AMORE) during the 2001 expedition, a joint 

cruise with two icebreakers, the Polarstern and the Healy (Boetius & Purser, 2017). The pre-

ceding oceanographic observations by the submarine in 1999 indicated reginal volcanism and 

hydrothermal activities along large axis-perpendicular of the Gakkel Ridge.(Thiede, 

2002),(Sohn et al., 2008). 

The Gakkel Ridge (position 83°30'N - 6°00'W to 81°00'N - 123°00'E) formerly recognized as 

“Nansen Cordillera” or "Arctic Mid-Ocean Ridge" is the slowest spreading portion of the global 

mid-ocean ridge system. Total spreading rates range from 12.7 mm/yr. near Greenland to 6.0 

mm/yr. where the ridge disappears beneath the Laptev Shelf (Cochran et al., 2003). The ul-

traslow divergent boundary is an 1,800 kilometers mid-oceanic Ridge of the Eurasian and the 
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North American Plate which touches the end of the Mid-Atlantic Ridge at northeast of Green-

land. 

 

Figure 5-5: The Langseth Ridge intersected with the Gakkel Ridge perpendicularly. The purple box 
representing the main investigation area of PS101 research cruise. Data sources are (IBCAO) Ver. 
3.0(Jakobsson et al., 2012), (GSHHG) Version 2.2.2, High resolution multibeam bathymetry of RV-

Polarstern during PS101 (Dorschel & Jensen, 2017) 

The transarctic Ridge was discovered during Soviet high-latitude Arctic expeditions (1948-

1953) and mapped in 1954. The ocean floor feature is named after a reputed Russian Arctic 

explorer and oceanographer Dr. Yakov Yakovlevich Gakkel who predicted the existence of the 

Ridge in 1948 and six years later collected bathymetric, hydrological and benthic data and 

made the first contour of the Ridge on the chart (Sohn et al., 2008),(IOC-IHO GEBCO SCUFN-

XV/3, 2002).  
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Along 1,800 km length of Gakkel Ridge, there are several intersecting axes crossing from one 

side of the Gakkel Ridge to the other side. 

 

Figure 5-6 (A, B): The Hypothetical “V Shaped” extent of 
Langseth Ridge (Purple Box) is perpendicularly crossing the 
Gakkel Ridge relatively in the mid-arctic ocean is one of the 

several axes bisect the Gakkel Ridge. 

 

The Hypothetical “V Shaped” extent of Langseth Ridge 

is perpendicularly crossing the Gakkel Ridge and ex-

tended from both side while the major elevated part of 

the Langseth Ridge is located in southern side (Boetius 

& Purser, 2017).  

The Ocean Relief Feature stretches from 87°N 62°’ E to 

85°55’N 57.45’E, it has been defined as an undersea 

mountain structure during the sixteenth meeting of 

the GEBCO Sub-Committee for Undersea Feature 

Names (SCUFN). The Langseth Ridge is named after the American geophysicist Dr. Marcus 

Gerhardt Langseth who designed the Arctic Basin submarine scientific research program in the 

1990s, however, the elevated feature was discovered  by Soviet scientists in 1965 and appears 

A 
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on a geological map and nautical chart from the soviet union in the same year (IOC-IHO GEBCO 

SCUFN-XV/3, 2002) (IOC-IHO GEBCO SCUFN-XV1/3, 2003). 

According to the provided coordinates and information in the fifteenth and sixteenth SCUFN 

meeting reports the Langseth Ridge is described as a “Relief: 2000 m; least depth: 566m” (IOC-

IHO GEBCO SCUFN-XV1/3, 2003) located on the Nansen Basin side of the Gakkel Ridge , 124,4 

kilometer long, while the latest Multibeam hydroacoustic bathymetry of PS101 expedition 

raised a hypotheses of a “greater Ridge system” in a “V Shape” which could indicate that the 

Langseth Ridge extends on both sides of Gakkel Ridge and also is prolonged to the south but 

needs further geological analysis (Boetius & Purser, 2017). (Figure 5-3) 

Along the Langseth Ridge several Peaks were discovered by Soviet scientists in 1965, and later 

proofed by USS Hawkbill data in 1997-1998. Some of them are officially named and some are 

still under the appellation. The 

sixteenth meeting of the GEBCO 

Sub-Committee for Undersea 

Feature Names (SCUFN) officially 

accepted one of these summits as 

the Karasik Seamount, named 

after Arkady Moiseyevich Karasik 

(1930-1987), a Russian geophysi-

cist who led aeromagnetic studies 

and expeditions in the Arctic. The 

Karasik Summit is defined as the 

shallowest feature in the north-

ern part of the Langseth Ridge. 

The official  description  on 

SCUFN describes Karasik sea-

mount as a 2000m Relief with the 

lease depth of 556m, located at 

86°43.0'N 61°17.6’E (IOC-IHO 

GEBCO SCUFN-XV1/3, 2003) while 

the PS101 survey measured 584.8 

meters below sea level for maxi-

mum elevation of the area with 

about 1.5 km south west of the 

accepted summit location(IOC-IHO 

GEBCO SCUFN-XV1/3, 2003; Boetius 

& Purser, 2017). 

 

The first swath bathymetry of the Karasik seamount was during the AMORE cruise which add-

ed more detail to the initial survey. The previous bathymetry data represented the Karasik as 

one individual seamount while the recent PS101 swath bathymetry reveals two new individual 

Figure 5-7 : Comparison of the position and lease depth of the 
Karasik seamount measured during PS101 expedition with 

official property of the two accepted feature by SCUFN-XV1/3 
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peaks and saddle in addition to the Karasik Summit. Figure 5-8 demonstrates the location and 

the unofficial names for these new features which could be identified on the higher mountain 

range of the Langseth Ridge.  

 

 

Figure 5-8 : Seamounts of Langseth Ridge and adjacent Vent Mount peak on Gakkel Ridge Rift Valley  
over AMORE and PS101 SHIP bathymetry (Top). North-South profile of Karasik and vicinity peaks and 

saddle from 87°05' N to 86°38' N (Bottom) 

As the bathymetry profiles indicates, the Karasik seamount remains the highest peak on the 

Langseth Ridge while the existence and position of the Leninskiy Komsomol Seamount at the 

given position of SCUFN-XV1/3 is not confirmable with the  hydroacoustic survey from the 

PS101. The nearest  possible feature of the missing seamount is 14 kilometers southwest of 
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the Karasik Seamount at the location of 86°36.0’N 60°8.39’E and climbs 1,015 meters above 

the surrounding seafloor, which is 3,200 meters deep (Boetius & Purser, 2017). 

5.4 OFOBS Dives Stations and Sample Area 

A big portion of the PS101 expedition was dedicated to visually determining the geological, 

sedimentological and biological community structures across the surveyed area. The OFOBS 

was one of the instruments used along with TV Multicore and ROV on board the RV Polarstern. 

The OFOBS was deployed as imaging systems for recording the video and still images from 

several meters above the seafloor while the Sonar extension was sounding the several meter 

beneath the system (Boetius & Purser, 2017). The current sub-chapter is describing the OFOBS 

dives in the study area. 

During PS101 expedition fifteen OFOBS dives were successfully carried out. Most of the dives 

were around the unofficially named Vent Mount of Gakkel Ridge Rift Valley (eight dives) and 

Karasik Seamount and toward the North Mount (four dives). Brief information and locations of 

the OFOBS dives is given in table 5-1. The dataset used for this thesis is from the north part of 

the PS101/169-1 dive which is located in the Central Mount along Langseth Ridge, north said 

of Karasik Seamount. 

Station name  Region Duration Planimetric Length 

PS101/010-1 (Test Site)  1:07 1222 m 

PS101/068-1 (Test Site)  2:32 2052 m 

PS101/089-1 Karasik Seamount 5:23 6109 m 

PS101/100-1 Central Mount 2:54 5254 m 

PS101/120-1 Northern Mount 5:11 7308 m 

PS101/134-1  Vent Mount 1:11 3476 m 

PS101/135-1  Vent Mount 4:08 6998 m 

PS101/158-1  Vent Mount 5:20 8763 m 

PS101/169-1 Central Mount 4:16 5370 m 

PS101/179-1  Vent Mount 2:07 3226 m 

PS101/185-1  Vent Mount 1:27 3091 m 

PS101/225-1  Vent Mount 5:39 3719 m 

PS101/229-1  Vent Mount 2:00 4069 m 

PS101/232-1  Vent Mount 2:08 2831 m 

PS101/241-1 Yermak Plateau 1:23 3139 m 

Table 5-1: List of the OFOBS Dive of PS101 expedition. The Dataset of this thesis is North side of the 
PS101/169-1 OFOBS dive (Highlighted) 

The OFOBS dive of Central Mount named as PS101/169-1 started on the 30th of September at 

20:26" Coordinated Universal Time (UTC) and at the depth of -878 meter below mean sea level 

(86° 45.67' N ,061° 51.86' E). The total duration of the dive was four hours and sixteen minutes 
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and the length of the dive was 5,370 meter (Boetius & Purser, 2017). The dataset used for this 

specific study was the last 500 meter of the dive where the OFOBS towed from Karasik-central 

Mount Saddle toward the Central Mount summit. 

The following map is representing a general overview of the four OFOBS dives at the Karasik 

seamount and the specific dive number PS101-169-1. The white box is highlighting the dataset 

used for sponge detection in this paper. 

 

Figure 5-9: Overview of all the four OFOBS dives at Karasik Seamount and the boundary of the thesis 
dataset (White Box) 
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5.5 Habitat Characteristics  

The OFOBS dives PS101/089-01 surveyed Karasik Seamount, the imagery system showing a 

dense forest of sponges and sponge spines at the summit. There were several breaks in the 

sponge cover toward the northern section of the mount summit, where a thick layer of dead 

tube worm tubes was intermixed with dead mussel, clam and gastropod shells, as well as small 

pebbles and sand. Also, two individual dives of PS101/100-1 (Central Mount) and PS101/169-1 

(Karasik-Central Saddle) on the Langseth Ridge showing similar sponge communities on both 

dives compared to the Karasik summit but the accumulation and sponge cover on the central 

mount is lower in general, and the abundance of sponge spines between sponges was less. 

More detailed visual interpretation of the OFOBS footages is given in the PS101 expedition 

report, generally indicating a multifarious distribution of the sponges over the Langseth Ridge 

seamounts.  

 

Figure 5-10: While the OFOBS is descending to the central mount surface, the very first video footage 
fading in a distinct biodiversity of the central seamount at the depth of ~800 meter. From right to left 
there are unofficially named: Arctic pink snail fish, twine Geodia sponges, Glass sponges, dead tube 

worm tubes, sponge spicules mats (OFOBS dive PS101-169 September 30th, 2016).  

The saddle flanks were both populated by tubeworms however on plateaus the astrophoroida 

sponges and are colonies. The saddle is mainly covered with a thick layer of Geodia sponges’ 
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spp., with infilling mix of dead Polychaeta and needles were replaced by a lower density of 

sponges and mixture of sponge spicules and sand, infrequent small stones and rocky outcrops. 

 

Figure 5-11: Still image collected on OFOBS dive PS101-169 indicates biodiversity at Karasik seamount at 
the depth of 500 to 1500 meters, the Geodia sponges setting at the seafloor surrounded by infilling 

material of sponge spines. 

At the utmost of the central peak the majority of the seafloor is covered with the dead Poly-

chaeta worm casts, a strata of several centimeters thickness covering below and top of the 

sponges. The thickness of the black areas is denser in some regions with regards to the worm 

casts accumulation. 

 

Figure 5-12: Still image collected on OFOBS dive PS101-169. The black area in the middle of image is the 
accumulation of Polychaeta worm and their casts. 
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In addition to that, there are white-spotted sponges in the scene, and white-yellowish micro-

bial mat growing on decaying dead/dying sponges, spicules of sponges as well as sponge tracks 

on the seabed. (Boetius & Purser, 2017)  

  

  

Figure 5-13:Diversity life stage of Geodia spp. is captured in OFOBS footage, (A)group of white-spotted 
sponges, (B) layer of bacteria mat and sponges spicules matte covered a group of sponges, (C) white-

yellowish decaying giant sponge, (D)A Geodia spp. sponges and its track 

Footage of the saddle revealed that the seafloor is dominated by Geodia spp. and Stelletta spp. 

sponges but scarcely there are glass sponges of several distinct species beside them. 

  

Figure 5-14: (Left) a vase-shaped Glass sponges in the saddle area beside a Geodia sponge spp. (Right) a 
giant glass sponge spp. In the slope of the central mount as they could be found in the Northern mount. 

A B 

C D 
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In the surveyed area of the saddle and central mount, many other distinct fauna categories 

were also present in the cameras footage. The most common view are “ Crustacean gathered 

around or beneath of the sponges” or “ group of the Starfish crawling ups the sponges and 

seemingly are feeding upon them where the sponges are usually covered by a white bacterial 

mat”. (Boetius & Purser, 2017) 

 

  

Figure 5-15: The starfishes, shrimps are appearing around either on a sponge or the bacterial matt. (Left) 
“Cushion star” starfish were commonly observed feeding on the dead remains or bacterial growth upon 

the dying/dead sponges (Right) while the shrimps are mostly shelter under the steady sponges 

Irregularly there were snail pink fish and gray/purple fish encountered during the dive at 

Karasik peak.  

  

Figure 5-16: Two distinct species of the fishes dominantly appearing in the cameras footages during the 
OFOBS dive PS101-169 in the saddle and said flanks 
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In some sponge colonies there are also anemones sitting on sponge tops or suspended in the 

water column. The Ophiuroids mostly appearing where the tubeworm debris or spicule mats 

are prevailing. 

 

  

Figure 5-17: (Left) Usual picture of anemones setting on the Geodia sponges ssp. (Right) Four individual 
Ophiuroids setting at the mixture of tubeworm debris and spicules mats (Red Circles). 

Sponge spicules mats area surrounds almost all the sponges’ colonies with different thickness, 

also in some areas sponges are sinking in the accumulation of the Spicules mates. 

 

  

Figure 5-18: Sponges spicules mats with the different thickness. 
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6 Materials 

The materials used in this study come from three different sources; 1) the publicly-available 

datasets 2) the vessel-based datasets 3) the OFOBS-based datasets.  

The vessel-based and the publicly-available datasets are the secondary data sources for this 

study, they were used for overall mapping of the study area on chapter 5, while the OFOBS 

data sets (imagery and acoustic) were employed for feature detection of the habitat mapping, 

on chapter 6 to 10. In this sub-section the characteristics of the materials are described, and 

the methodology is delineated in the data processing chapter. The imagery data set of the 

OFOBS is the main data set which is described in sub-chapter 6.3.1 and 6.3.2. 

6.1 Publicly-Available Datasets  

IBCAO: 

The International Bathymetric Chart of the Arctic Ocean (IBCAO) is an international project 

associated with 24 institutions in 10 countries (up to 2017), in order to develop a modern data 

base for the Arctic north of 64° North, which provides the latest available bathymetric data for 

those who requires accurate and detailed knowledge of the depth and the shape of the Arctic 

seabed features for their projects and researches. 

 This thesis benefits from the latest updates of maps and grids realized in mid-2012. The ver-

sion 3.0 takes advantage of the new data sets. About 11% of bathymetry data is covered by 

multibeam surveys, mostly from research vessels and Navy submarines, collected by the cir-

cum-Arctic nations. The new dataset is on a 500 meter spacing enhanced by an advanced grid-

ding algorithm (Jakobsson et al., 2012). 

GSHHG: 

Global Self-consistent, Hierarchical, High-resolution Geography Database are amalgamated 

vector files, from three public domain data bases which all together provide spatial data for 

the shorelines and water bodies (from ocean to lakes and rivers), Antarctic Ice-front or 

Grounding line as well as political borders. The data sets are available in 2 formats, Esri shape-

files and native binary files. The geography data files are available in five resolutions, Shore-

lines are furthermore organized into 6 hierarchical levels, while rivers come in 10 classification 

level and borders are provided in 3 levels. The maps in chapter 5 are the latest released ver-

sion 2.3.7 in June of  2017 (GSHHG, 2017). 
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6.2 Vessel Bathymetry Dataset 

The acquired data of the multibeam echosounder (MBES) was initially processed on board 

using Caris HIPS and SIPS (Caris (Ed.), 2016). The post processing data took place at the AWI 

Geophysics / Bathymetry department (Bremerhaven) after the expedition by manual editing, 

and matrix-based median filtering. The final cleaned data was exported into xyz soundings and 

bathymetry grid at 100 m resolution. The overall MBES HS DS3 data recorded during PS101 

exceeded 4300 km2 in the Nansen Basin and Gakkel Ridge, which is available in the scientific 

data warehouse PANGAEA (PANGAEA-PS101-Datasets, 2016). The bathymetry grid of the 

Gakkel Ridge and Karasik seamount is used for mapping purposes in chapter 5. 

6.3 OFOBS Datasets 

During OFOBS dives different sensors were collecting various datasets continuously (video and 

sonar) or at certain intervals (still images). All unprocessed data is named here as “Raw data” 

including multi-sensor navigation data and imagery data sets as well as sonar data. The first set 

of processes is meant to combine “Raw datasets” together, in order to enrich the position ac‐

curacy and the overall value of the geospatial and mapping material for the further process. 

This part of the data processing was carried out during an earlier stage of the project and is 

explained in detail in Dreutter (2017). 

In order to provide a better picture of datasets involved in this study, the main process chain is 

broken down into several distinct steps, the output of each step is the input for the next one. 

Therefore, the relevant materials are sorted into individual batches, and in this chapter the 

properties of each are considered. The following graph represents the respective data of each 

step. 

 

 
 
 

Figure 6-1: Outputs and material of process steps. 

 Raw Data Structure  

The OFOBS datasets could be categorized in three classes: sonar, imagery and Navigation da-
tasets, while some data are merged in the other datasets but also stored individually.  
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Raw Navigation data 

It is worth noting that some of the sensors and relevant datasets have a dependency on the 

other instrument outputs. Specifically, the position strings of the OFOBS have several affilia-

tions on other instruments such as GPS and vessel IMU passed out to OFOBS where the failure 

or disconnection of one of the instruments has an influence on the data quality and validation 

directly or indirectly.    

 

Figure 6-2: Navigation data flow from Vessel to OFOBS and back 

The outputs of the navigation sensors vary in formats and logged places. The iXBlue HYDRINS 

unit on the ship passes the improved Kalman filtered position and attitude of the vessel to the 

subsea unit of the OFOBS via a fiber cable to the PHINS sensor. 

The output of the PHINS is a navigation solution including geographic position, depth, heading, 

heave as well as attitude and speed. The motion data comes from the internal 3D fiber optic 

gyroscopes and accelerometers, in addition to the external pressure sensor installed on the 

OFOBS frame. The embedded Kalman filter of the PHINS processed all the inputs in order to 

provide real-time positioning for the bathymetric systems which are also stored for post pro-

cessing and evaluation.  

The USBL-Box log stores a raw string of subsea transponder positions with the NMEA standard 

in ASCII format with a depth-dependent setting of a 5 to 8 second interval. The position pro-

vided by PHINS is three times more accurate than the USBL position (iXBlue (Ed.), 2011; iXBlue 

(Ed.), 2014). In addition for accurate sensor synchronization, the PHINS is time synchronized 

with the ships GNSS based timeserver and creates an OFOBS internal time and pulse per sec-

ond signal (Purser et al., 2018).  

Raw Imagery Data 

During the OFOBS dive two camera sets were in operation, a video camera (Sony FCB-H11) and 

a stills camera (Canon EOS 5D Mark III + 24 mm fixed lens). The video camera was streaming 

and recorded constantly during the whole dive via a RONIN HD-SDI system. The video camera 

is meant for online observations during the dive by the operator and scientists, and the idea of 

adding the video frames came after the expedition in order to cover the still images gaps with-

in the photogrammetric reconstruction step. The recorded videos are in Full HD resolution 

(1920 x 1080 pixels) with a rate of 25 fps and the extracted frames are 1-4 fps, depends on the 
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OFOBS flight height (FH) and speed. It was considered that the extracted frame has at least 

60% overlap with each other and the stills images. For the area where the OFOBS FH was less 

than 3m and the towing speed were more than 0.5 knots the extracted frame was 4 fps while 

in case of low towing speed with bigger than 3-meter FH the extracted frame rate of 1 fps was 

sufficient. 

The stills camera, which was meant for recording the seafloor, was operated within the iSiTEC 

OFOBS software package. The camera sensor combined with fixed lens provided a high-quality 

image of 22.3 megapixels (5760 x 3840 pixels). The controlling system supported two shooting 

methods; an automatic trigger was adjusted for 20 seconds intervals while manually shooting 

was possible by the operator. 

The distribution of the frames and still images are not balances in the numbers and quality. 

Just 5 % of the still images among the extracted frames, is decreasing the quality of the point 

cloud and subsequently the orthophoto mosaic and DEM. This complexity is already have 

made the outputs data as multi resolution. In addition, the flight height of the OFOBS is chang-

ing dramatically from 1.2 meter to bigger that 8 meter, makes the resolution of the relevant 

data more complex which could be observed in the bathymetry data and 3D Reconstructed 

Model 

In addition, the still images area timestamped by the vessel GNSS timeserver in UTC via Po-

sidonia USBL, and well fitted with the metadata file containing all available camera parame-

ters. 

The data provided by the both imagery systems are the main dataset for the 3D Reconstructed 

Model.  

Raw Sonar Data  

Among the three-sonar system installed on OFOBS, the forward-looking Sonar (BlueView 

M900-130) was employed as an acoustic camera to assist in avoiding collisions with upcoming 

rocks, thus the data is not described here however the data has its own capacity and potential. 

The sound velocity probe (AML Micro-X 6000 SV-Xchange) was measuring the return time of 

the transmitted pulse in certain intervals during the OFOBS dives, and the result was used for 

real-time phase correction on the EdgeTech 2205 multiphase echo-sounder (MPES) (Dreutter, 

2017). 

The EdgeTech 2205 MPES has its own JSF file to store all the acquired data. The EdgeTech Dis-

cover Bathymetric software stores the high frequency (HF) and low frequency (LF) side scan 

data with attitude and position in the same file in addition to the binned bathymetry solution. 

The raw data file could be replayed in the post processing step with different parameters for 

bathymetry equiangular/equidistant, binning and range filtering. The side scan sonar data of 

PS101 is limited to 100m for LF and 50m for HF. 
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 Enriched Raw Data 

As mentioned before there is a large gap between the still images, which have a very good 

quality, and the metadata in comparison to the video frames which have relatively low quality 

but flexible coverage in overlap where the user could increase or decrees the amount of the 

overlap by changing the frame extraction rate. (Figure 6-3) 

The process of the 3D reconstruction was carried out in the Agisoft PhotoScan (Agisoft (Ed.), 

2016) (version 1.2). The Software is supports several image formats, but it is not able to import 

the video files directly, therefore the video frames are extracted in the rate of 1-4 fps. Then 

with the aid of provided Python scripts, the timestamp of the still images and INS navigation/ 

attitude data synchronises and are interpolated with respect to the lever arms. At the end the 

calculated values are assigned to the extracted video frames with a new name. By this se-

quence of the scripts the raw video frames have been enriched by virtual Interpolated metada-

ta and then the enriched data sets are ready for the 3D reconstruction step. More detail of the 

preparation process are explained in Dreutter (2017). 

 

Figure 6-3: The Comparison coverage and gaps of the Still Image and Extracted video frames. (A, B) The 
image alignment step in Agisoft PhotoScan, (A) The Red areas are the extracted video frame and in (B) 

the three red areas are the Still images. (C) orthophoto mosaic of the same area (D) the individual 
orthophoto of Still images with corrected coordinated and the relevant gap in-between.  
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 The 3D Reconstructed Model 

 In the third step the “Enriched raw data” is used to construct a digital georeferenced 3D mod-

el. Accordingly, in the immediate stage of the process, the “Constructed 3D Model” using 

Structure from Motion (SfM) technique is the main material and the basis for “Feature Detec‐

tion” and secondary outputs and side products. 

The main outputs used for this thesis are dense point clouds, orthophoto mosaics and DEMs 

and camera positions. In the early stage of the project the camera positions was applied to 

sonar data as a corrected track line of OFOBS in order to adjust the sonar position which nor-

mally gets position from USBL but had several disconnections due to technical problems 

(Dreutter, 2017). However, in this paper the camera positions considered the flight height in 

order to analysis the quality of point cloud (dense and noise) as well as the DEM and orthopho-

to mosaic characteristic.  

 

 Outputs of the SfM   

Several other outputs are based on the reconstructed 3D Model, which inherits the quality of 

the 3D model. These secondary datasets are listed as follow: 

1) Dense cloud, 2) DEM, 3) Mesh, 4) Individual orthophotos, 5) Orthophoto mosaic,  

6) Camera positions as a corrected track line of OFOBS, 7) Point cloud 

The process and the property of these outputs are described in the relevant chapter. 

 Classified Point Cloud of SfM 

The raw dense cloud is one of the products of SfM and has some embedded noise. The levels 

of the noise have several dependencies which are described in the process and result chapters.  

The prepared dense cloud for feature detection is mentioned as point cloud (Figure 7-2 B), and 

it is categorized in 4 main classes as outputs of the point cloud classification: 

1) Detected general noise, 2) Digital Terrain Model (DTM points), 3) Sponges crowns, 4) Ultra-

Noisy area  

 Detected Sponges and Wet Biomass 

Detected sponges and wet biomasses are the two products of the point cloud classification, 

and analysis which could be employed for further processing and geospatial data mining and 

knowledge discovery.  For example, the detected sponges are used for feature analysis of 

morphotypes recognition and classification.  

The wet biomass calculation is also the primary material for total biomass and dry biomass 

calculation which are not in the scope of this thesis. 
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6.4 Sponges Morphotypes Diversity in the Study Area 

The OFOBS footage shows a variety of shapes of the similar morphotypes with different geom-

etry and also some of the complexity with regards to sponges collision of the same type or 

other members of habitat community. Therefore, a local catalog is provided from the videos 

and still images in order to prepare an unofficial catalog of the sponge’s geometry-

morphotypes in the region, which are the essential key for data interpretation, feature detec-

tion and algorithm training. These two catalogs are “sponges regional catalog for geometry-

morphotypes” shortened as “geom-morphotypes” illustrated in Appendix F, and some of the 

“complex situation for sponge detention” represented in Appendix G. 

6.5 Navigation Corrected Sonar Data 

The corrected camera positions aligned in the first step of the SfM process (Figure 7-2 A), are 

used as corrected track line of OFOBS. This new track line was applied to the SSS dataset and 

bathymetry grids then the corrected data used for feature detection. The corrected bathome-

try employed for Roughness estimation method in sub-chapter 7.2.3 and the classification of 

the SSS data is described in 7.5.     
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7 Data Processing  

The following chapter describes the implemented methods for the sample area in five sub-

chapters. The first sub-chapter introduces the 3D model reconstruction and then it follows a 

description of point cloud classification. The third sub-chapter focuses on sponge detection 

with a program called Spongdia. The fourth sub-chapter describes the volume calculation for 

biomass estimation. The fifth sub-chapters provide a brief note about the feature detection on 

the side scan Sonar by raster classification.  

The following graph gives an overview of the processing workflow. The sub-processes high-

lighted by an orange color box are the main focus of this section and will be explained in detail. 

However, the sections in the blue box show the fundamental processes section for the main 

part therefore briefly described. 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 7-1: Overview of the data processing workflow 

Agisoft PhotoScan was utilized to align video frames and still images in order to get a continu-

ous 3D model of partial dive tracks of the OFOBS. The SfM process was used to improve the 

existing navigation data and to achieve higher accuracy camera poses. Those workflows are 

part of the process done in this project, however the workflows were developed in an earlier 

stage of the project and are explained in detail in Dreutter (2017). 
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7.1 The 3D Model Reconstruction  

The output of the enriched data described in 6.3.2 is imported to the Agisoft. The work flow of 

the 3D model reconstruction is based on the Agisoft program with some concern about cam-

era positions and orientations. The figure 7-2 represents the workflow and the corresponding 

outputs and applications. 

 

 

Figure 7-2: The 3D model reconstruction workflow and relevant outputs and applications 

    

The 3D Model reconstruction is the fundamental step for producing the other intermediate 

material of the feature detection and segmentation such as point cloud, DEM and orthophoto 

mosaic. The imagery enriched materials along with the camera position and orientation are 

imported to Airsoft. Then the images are aligned with each other by using the SfM method 

described in Sub-chapter 2.5. The first output of the process is the corrected camera position 

which is applied for bathymetry navigation correction (Figure 7-2 A). Also, the Sparse-Cloud 

produced within photo alignments is used for dense cloud generation, which is called a raw 

dense cloud: the main material for feature detection (Figure 7-2 B). The other product of the 

dense cloud is DEM that is applied as a raster layer for geom-morphotypes classification (Fig-

ure 7-2 C) along with orthophoto mosaic (Figure 7-2 F) explained in sub-chapter 7.6. The mesh 

is the result of the dense cloud triangulation which is also a substance for contour line interpo-

lation, orthorectification and 3D model generation. The other matter that takes part in the 

orthorectification process is the delighted texture fused by an ambient occlusion process and 

cleaned from the triple laser spots by a masking method. 

 The orthophoto mosaics and the colored 3D models are used for manual digitization and visu-

al analysis (Figure 7-2 F and E). The generated contour lines are used in crown detection for 
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evaluation purposes (Figure 7-2 D).  The characteristics of these outputs are described in sub-

chapter 8.2. 

7.2 Point Cloud Classification  

The objective in using this process unit is to separate any points shaping non-bio material from 

the points shaping bio material, including sponges and sponge spicules accumulation. These 

two classes will be used for sponge detection and biomass estimation. 

Visual evidence from camera footage shows a complex environment, where it is hard to define 

specific boundaries between bio and non-bio materials. Within the sample area, the sponges 

have a very similar color to the background seafloor. This is because the seabed is mostly cov-

ered with the sponge spicules mats that partly intermixed with sediments from the seafloor. 

Thus, it is almost impossible to detect and separate the sponges from the background using 

the color variable parameter. Therefore, an alternative separator factor should be defined in 

order to separate sponges from the seabed, though an uncertainty in identification success is 

to be expected. 

 

Figure 7-3: Stills image of the OFOBS camera, showing the intermixed layer of spicules mats and 
sediments. At the top of the picture there is a Geodia sponge partly covered by a spicules blanket. 

The data used for this part of the process is from the raw dense cloud (Figure 7-2 B) which is a 

colored point cloud.  As the color property is not involved in this process, henceforth it will be 

mention as point cloud. 

50cm 
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There are a few geospatial characteristics which could be defined as the separations rule with-

in the point cloud of the sample area, such as regional slope detected by angle or roughness.  

In order to define the reginal angle as the first separator rules, a recently developed method 

was employed, namely the Cloth Simulation Filter (CSF) algorithm applied for DTM point cloud 

classification. The algorithm is designed to extract ground points in discrete return LiDAR point 

clouds, but later developed and implemented for photogrammetry and remote sensing appli-

cations as well (Zhang et al., 2016).  

The CSF algorithm is applied via Agisoft for ground point classification in as the first separation 

method, except for the ultra-noisy part of the sample area, where the result was not satisfac-

tory and thus the backup method was applied. The Roughness classification algorithm was also 

applied via CloudCompare (GPL-software (Ed.), 2017) over the extracted unclassified section. 

 

  

Figure 7-4: (A) top view of the unclassified point cloud (B) The side view of classified point cloud in the 
slope area (C) The 25 m of the ultra-noisy area after CSF classification. The gray areas are the 

unclassified points and the brown areas are the Classified DTM points. 

  

 

 Cloth Simulation Filter (CSF) Classification  

In order to start the point cloud classification in Agisoft, first the whole project should com-

mence with image alignments followed by dense cloud generation, since it is not possible to 

import the individual point cloud from other sources to the current employed version (Agisoft 

PhotoScan Professional, version 1.2.6). The dedicated Agisoft project contains about 2000 pho-
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tos of different sources and qualities. The aligned project was too big to handle in one solid 

session thus the project was divided into three chunks.   

Since the aim of this section is to separate non-ground points from ground points, a deeper 

look into point cloud classification algorithms is worth mentioning. 

Agisoft PhotoScan provides two methods of point cloud classification.  The first method is the 

manual selection of points to be placed in a certain class from the standard list known for 

LIDAR data. There are also some selection tools and filters provided such as “Select points by 

color and masks”, however it does not help greatly with the given sample area dataset, which 

has a low color contrast, regardless, manual classification is not the intention of this thesis, 

even though the tools are of considerable use for slight manipulation over outlier noise. 

The first and main method is automatic separation of points into ground points and non-

ground points. Agisoft benefits from the CSF algorithm for automatic classification in two 

steps. The initial step is dividing the dense cloud into cells of a certain size where within each 

cell, the lowest point is detected. Triangulation of these points provides the first approxima-

tion of the terrain model.  Then in the second step, a new point is added to the ground class. 

This new point has to pass two conditions: it lies within a certain distance from the terrain 

model and that the angle between the terrain model and the line to connect this new point 

with a point from a ground class is less than a certain angle. The second step is repeated while 

there are still points to be checked. 

There are three parameters controlling the automatic ground point classification procedure as 

follows:  

1) Max angle (deg): 

 The angle is one of the conditions to be checked while testing whether a point represents the 

seafloor. This parameter determines the assumption for the maximum slope of the ground 

within the scene. It sets a limitation for an angle between terrain model and the line that con-

nects the point in question with a point from the ground class. 

2) Max distance (m): 

 This parameter determines the assumption for the maximum variation of the ground eleva-

tion over a given time or distance. It is one of the conditions to be checked while testing a 

point as a ground point. It sets a limitation on the distance between the point in question and 

the terrain model.  

3) Cell size (m): 

 The cell size is determined by the size of the cells that the point cloud will be divided into as a 

preparatory step in the ground point’s classification procedure. Cell size should be indicated 

with respect to the size of the largest area within the scene that does not contain any ground 

points. 

The Agisoft forum also suggested some variables for these parameters for urban, forest and 

topography landscapes which did not provide a satisfactory result for the given micro-
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bathymetry dataset, thus a new set of the parameters was tested on the sample area in order 

to find out the most suitable variables for the given dataset. 

The segmentation of the point clouds is a time consuming process. 19 different variables are 

applied to determine the best fit parameter sets for the DTM segmentation in the given sam-

ple area. The tested variables are listed in (Table: 7-1.) 

Parameters of the dense cloud classification  

Parameter sets Max angle (deg) Max distance(M) Cell size (m) 

1st 15 0.1 25 

2nd 15 0.1 5 

3rd 15 0.2 5 

4th 25 0.1 5 

5th 15 0.1 50 

6th 10 0.1 50 

7th 5 0.1 50 

8th 5 0.1 25 

9th 5 0.1 10 

10th 7 0.1 10 

11th 10 0.07 10 

12th 10 0.07 25 

13th 5 0.07 10 

14th 5 0.06 5 

15th 5 0.05 10 

16th 5 0.05 5 

17th 5 0.05 2 

18th 7 0.05 2 

19th 7 0.05 1 

Table 7-1: Parameter sets tested for dense cloud classification in Agisoft. The highlighted row is showing 
the convenient parameters for the sample area. 

 Roughness Estimation for Imagery Dataset 

 In the mid slope of the sample area there is a 25-meter boundary, where the Agisoft CSF algo-

rithm result was not satisfactory, as a matter of the noise and therefore the low quality of the 

point cloud.  

 

Figure 7-5: Ultra-noisy area in the slope area. 

An alternative algorithm for classification is the Roughness estimation. This method was ap-

plied to the ultra-noisy area for DTM classification via CloudCompare tools. 
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The surface roughness prediction model is based on a support vector machine and the logic of 

this method is to computes individual 'roughness' values per point with regard to its neighbor 

points. For each point, the 'roughness' value is equal to the distance between this point and 

the best fitting plane computed from its nearest neighbors. In cases where there are not suffi-

cient numbers of neighbors to compute, for example at the edges of the point cloud 

boundary, the roughness cannot be found. In that situation a Least squares plane (LS 

plane) with invalid scalar values is used, where the adjacent neighbors are less than 

three (GPL-software (Ed.), 2017).  

The algorithm steps are described as follows: (1) First the tool extracts neighbors around each 

point inside a sphere (kernel = sphere radius). (2) Then the tool fits a plane to the neighbors. At 

least 3 neighbors are needed, but more points are recommended. (3) Afterwards, the tool 

computes the distance between the central point and the LS plane. The 'roughness' is then 

simply the deviation from the average local surface.  

To run the algorithm there is one variable which needs to be defined. CloudCompare asks for 

the 'kernel size' which is the radius of a sphere centered on each point. The software support-

ing technician describes the right kernel value based only on the size of the features needs to 

be identified. Thus, for the given data set three different values were applied in order to get 

the best possible output values by the experiment: The kernel size of 0.029 m, which is the 

default value of the exported dense cloud, the kernel size of 1 m, which is the approximate size 

of biggest sponges in the sample area, and the 0.35 m, which are assumed to be the approxi-

mate size of the most sponges in the sample area. The result of this comparison is illustrated in 

the relevant sub-chapter 8.3.2. 

 Roughness estimation on Bathymetry Grid 

The same method of Roughness estimation applies for bathymetry data.  First the bathymetry 

grid, which unfortunately had a navigation problem, was corrected by fixing the camera posi-

tion (Figure 7-3 A) as it is described in Dreutter (2017). Then the point cloud of the corrected 

bathymetry grid was exported as the new point cloud and the similar process of Roughness 

estimation was applied to the data via CloudCompare tools. The results are illustrated in sub-

chapter 8.4. 

7.3 Sponge Detection by Spongdia  

"Spongdia" is the name of a python based program, which was developed for "Tree-Detection" 

in forest inventory from point clouds in cooperation with the author by a Geomatics Student of 

the HafenCity University Hamburg (HCU) (Hosseinie Abrischimie, 2017). During the main pro-

gram developing phase sponge detection was considered along with Tree-Detection, but later 

the new version derived from the main script was further adapted for sponge detection, spe-

cifically Geodia sponges from any source of point cloud, (including Laser scanner and photo-

grammetry). 
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In this sub-chapter, the methods and workflow of the program Spongdia are described in de-

tail including point cloud filtering, DTM generation, sponge Crowns segmentation, sponges’ 

peaks detection and sponges’ height calculation. These functions are standalone processes by 

Spongdia benefits from python including python packages and libraries.  

Spongdia is mainly a filtering and calculation tool equipped with geostatistical algorithms and 

also some information windows for presenting statistical and minor graphic display (Figure 7-6, 

E and F). For the point cloud demonstration the program is not providing a graphical environ-

ment, but the outputs are platform independent, therefore the results could be shown in any 

point cloud supporting program. 

 

Figure 7-6: Spongdia environment and functions. The Spongdia GUI is designed in six main parts (A-F) as 
it shown in the picture. (A)Data Preparation and Information, (B) Grid and Intersection Manager, (C) 

DTM extraction, (D) sponge Detection, (E) Progress-Bar, (F) Info-Bar. 

The recommended demonstration environment for results and outputs is “CloudCompare” a 

GNU General Public License Software. The whole output structures are kept simple and follow 

the well-known standard formats such as “Esri SHP" files and also "xyz" as well as "las" formats 

which are text files in ASCII format. 

Although the program is developed with the open source python platform, it also benefits 

from other fundamental packages which should mention in regard to copyright law. The fol-

lowing table (Table 7-2) is listing the packages and libraries which Spongdia benefits from. 

The aim of the software is to detect the sponges in the study area from the point cloud by sep-

arating the Crown and calculating the sponges’ height. 
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Python Package and 
Library 

Main functions 

NumPy Scientific computing, N-dimensional array object, Linear 
algebra, Fourier transform, and random number 

Pandas structures and data analysis 

Geopandas spatial operations on geometric types 

Scipy Python-based ecosystem of open-source software for math-
ematics, science, and engineering. For “Spongdia” the fol‐
lowing tools have been used:  
1-scipy.spatial : nearest neighbors, distance functions library 
2-scipy.interpolate: Interpolation tools 

Shapely  A group of libraries for manipulation and analysis of geo-
metric objects in the Cartesian plane. For “Spongdia” the 
“geometry” library is used 

Math It provides access to the mathematical functions defined by 
the C standard  

Matplotlib Python 2D plotting library in order to produces figures in a 
variety formats and interactive environments. For “Spong-
dia” the library “matplotlib.pyplot” is employed  

time Time library is providing processing time calculation function 

Shapefile The Python Shapefile Library (pyshp) is a purely python 
package for reading and writing ESRI Shapefiles 

Sklearn.neighbors Main package for Machine Learning in python by Data min-
ing and Data analysis provides functionality for classification, 
regression, clustering, unsupervised and supervised neigh-
bors-based learning methods 

Table 7-2: List of fundamental packages and libraries that Spongdia benefits from. 

 Spongdia Workflow 

There are six main steps in the sponge detection workflow which are shown in the following 

diagram (Figure 7-7) and each step output could be described as an individual product. More 

details for each step will be described in the upcoming relevant sub-chapters. During each step 

of the program, a fuzzy logic approach is attempted. 

 

Figure 7-7: Spongdia workflow 

The very first step is to prepare the given point cloud for the main processing steps by reducing 

the size of the data by deleting the unnecessary information. The next step is deleting major 

noise in the point cloud and then several classes of point will be assigned to different groups 

within the points. The first group of points represent the seabed allocated by the Digital Ter-

rain Model (DTM) class. Then the group of points which are shaping the sponges dome, are 

assigned as the crown class and the peaks within the extracted pieces out of each sponge 

crown are used for the height calculation of sponges. 

Data 
prepration

Genaral noise 
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DTM detection

Crown 
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Sponge height 
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The entire process has been applied to the sample area extracted from OFOBS dive 

PS101/169-1 to the Karasik seamount and the results will be discussed in the relevant chapter. 

For more detailed demonstration and description of the methodology steps, a sub-section of 

the sample area was chosen and illustrated in Figure 7-8. 

 
Figure 7-8: Top and Isometric view of the sub-section of the sample area. 

 

 Grid Generation 

The grids are a necessary aid, as they are applied in several steps such as DTM and crown de-

tection as well as the sponge peaks calculation. The grid generation is based on information 

about the spatial extent of the area by specifying cell length and width.  

To do so, a Minimum-Area-Rectangle (MAR) (Freeman & Shapira, 1975) for given points is cal-

culated to find out the best fit for the known coordinates of the rectangular frame points, and 

then the following formula (Figure 7-9)  is used for grid generation based on the given varia-

bles as grid width and length.  
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Figure 7-9: Workflow of the grid calculation 

The required grid cell size should be considered individually in each step of sponge detection 

as it varies in dimension for each purpose.  

 

Figure 7-10: Gridding by Minimum-Area Rectangle over Chunk 1 of the sample area. 

 

To generate the DTM, the whole point cloud should overlay with the grid, with respect to the 

geometry and the size of the features which are needed to be identified. Hence the size of the 

grid should be chosen so that each cell contains at least one bottom point of the DTM. For 

Sponge detection in the sample area, it seems that the diameters of the sponges do not ex-

ceed 90 cm. Therefore, for DTM detection, the grid size of 1 and 3 meters was applied.  While 

the grid size for peak detection was set as big as 5 to 10 cm for crown detection.  

•Xcs / Ycs1. Set the cell length and width 

•Xmin, Ymin

• Xmax, Ymax

2. Determine the smallest and the 
largest X and Y coordinates of the 

rectangle 

•Xlen = Xmax - Xmin

•Ylen = Ymax – Ymin
3. Calculation of the sides of the 

rectangle

•Xsec = Xlen / Xcs

•Ysec = Ylen / Ycs

4. Determination of the number of 
sections bwz. number of loop 

passes

5. Generating of grid -cells within loops and exporting of grid-cells 
as shapefile

Minimum-Area Rectangle 

(MAR) 
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 Data Preparation  

The very first step in processing the point cloud in Spongdia is to define the data format with 

the data size and processing time. Input and output are then defined, as the script should be 

able to be read and processed in the common formats of point clouds. For memory allocation, 

the size of the data must be reduced so that the file contains only substantial information for 

performing the given tasks without loss of required accuracy.  

The following table (Table 7-3) showing the uncleaned data which is a sample dense cloud 

output of SfM process, exported from Photo scan Agisoft: 

        X                                    Y                                Z                        Nx                Ny             Nz           R      G       B 

2313685.54479980   1831673.71720123   -771.18572998   0.246330   -0.129030   0.960558   57   57   57 

2313685.53829956   1831673.67549896   -771.18359375   -0.112319   -0.034474   0.993074   55   55   55 

       2313685.567802430  1831673.695396420 -771.18310547   0.166954     0.062756   0.983965   53   53   53 
…. 

Table 7-3: Sample area-1 dense cloud information before cleaning. 

The exported dense cloud from SfM phase include XYZ coordinates and “per-point normal 

vectors associated to the vertex” (Nx/Ny/Nz) likewise “per-point colors” (RGB) values. It is pos-

sible to ignore this data while processing script but this information still makes the processing 

time longer therefore it is better to back up the main data and delete unnecessary information 

in a new copy. The following table (Table 7-3) shows the cleaned data which is simple standard 

xyz coordinate, output of the Spongdia. 

     X                                Y                              Z                         

2313685.5448  1831673.7172   -771.1857   

2313685.5383   1831673.6755   -771.1836    

2313685.5678   1831673.6954   -771.1832  
  …. 

Table 7-4: Sample area-1 dense cloud after cleaning by Spongdia. 

Although the original dense cloud and cleaned point cloud contain the same amount of points, 

they differ considerably in size and data contained. As is shown in the Table 7-5, usually there 

are three data types available in the raw dense cloud and there are three column data for each 

of them with different string length. 

Data type 
Column Per  

value 
Number of Characters for  

Uncleaned Data 
Number of  Characters for  

Cleaned Data 

Coordinate (XYZ) 3 column ≥ 47 Character ≥ 38 Character 

Per-point color (RGB) 3 column 6 to 12 Character 0 

Per-point normal (Nx,Ny,Nz)  3 column ~ 30 Character 0 

Over all 9 column ~ 90 Character ~ 40Character 

Comparison _ 100% 44% 

Table 7-5: Comparisons of the content and character length in the cleaned and uncleaned data tables 
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The cleaning process has two parts, first deleting unnecessary data columns and second short-

ening down the digit decimals to the sufficient value by rounding up the value. 

In the Sample area-1 the cleaned data file requires 283 MB in order to keep 3D coordinate of 

about 8 million points, while the uncleaned file is up to twice the size. 

The Table 7-6 outlines the information and data size before and after cleaning it up in sample 

area-1. The XY coordinates are rounded to four decimal places and the Z value is rounded to 

five decimal places in advance, since accuracy in the range of submillimetre is not required and 

hundred micrometre resolutions cannot be achieved in our survey anyway. 

 

Sample area-1 Uncleaned dense cloud Cleaned up dense cloud 

File capacity 573,766 KB (100%) 283,448 KB (49.4%) 

X,Y precision 8 Digit Decimals each 4 Digit Decimals 

Z precision 8 Digit Decimals 5 Digit Decimals 

Per-point color - - 

Per-point normal 6 Digit Decimals each - 

Table 7-6: Comparison of the cleaned and uncleaned data by file capacity and character length 

 

  General Noise Detection and Filtering 

Image-based point clouds generated by 3D reconstruction techniques are often much noisier 

than those obtained using active techniques like laser scanning (Wolff et al., 2016). This noise 

can be exponentially higher for underwater images, where aquatics and suspended material 

traveling in the water column are captured more frequently in the cameras Field Of View 

(FOV). 

 Since this noise poses significant challenge at the feature detection stage, noise should be 

reduced significantly at the beginning and during the process. 

The first step is to detect the noises and improve points in the given data so called “Raw dense 

cloud “which is the non-segmented point cloud of the SfM stage. 

This noise is detected and filtered out in three steps, first by segmenting the Z value point clus-

ter in each grid-cell and then assigning a weight scale to each point. Thus, the points which 

have a dramatically low weight compared to each scale value will be considered as noise po-

tential. 
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Figure 7-11: Side view of the raw dense cloud with noise in water column (top), and after the noise 
filtered (bottom). 

This procedure will omit most of the noise via consideration of the Gaussian distribution of the 

Z value in each individual cell of the grid. In the current version of Spongdia non-normal distri-

bution filtering is not included, so these kinds of noises cannot be addressed by the current 

methodology. 

A more complete description of noise filtering will be discussed in the DTM generation sub-

section as the principles of the filtering are similar. 

 

 DTM Detection  

It is essential to mention that the term Digital Terrain Model (DTM) in micro-bathymetry 

should be considered slightly differently compare to the shipborne bathymetry. 

 In usual bathymetry, sub-meter organisms, such as sponges and starfish, settled in or on the 

seafloor are treated as part of the terrain, thus they are part of the DTM, while in micro-

bathymetry these benthic megafaunas should be drawn out from the other points so they can 

be identified and their densities across an area and in relation to terrain variables are consid-

ered alongside scientific questions.  

In the next step of the sponge detection workflow, the main goal is to find and filter those 

points which have the most probability to be potentially useful in generating the seafloor ter-

rain model. Therefore, in this section a fuzzy logic approach is implemented in order to define 

a class of the points with different credit. Therefore, the DTM detections process has several 

sub-steps and iteration.    

The following picture (Figure 7-12) is representing the steps for DTM detection, by Spongdia. 
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Figure 7-12: DTM detection workflows of the Spongdia. 

As mentioned earlier, the point cloud should be free of radical noise. In the first sub-step the 

point cloud should be split up by the gridding method. There is a gridding tool within Spongdia 

for this purpose (Figure 7-6, B) and the grid cell size should be considered as their cells should 

be big enough to contain at least one low ground point and small enough to not be affected by 

the slope of the area. 

The second sub-step is to find representative ground points within each grid cell. For this pur-

pose, the algorithm selects the lowest point per Grid and all the points in the range of a given 

height (Filter 1). Then the mean value of all points in the range of 5% to 30% Quantile from the 

first filtering will be selected. This mean value is 

the first reference-point within each grid (Filter2 

A and B). Based on the first reference-point all 

points with a given slope line to this point will be 

selected per grid (Filter 3).   

A second reference-point is the result of standard 

deviation of these selected points applied (Filter 

4). Then the filter 3 will run as the second itera-

tion and grade the resulting points as ground 

points per grid-cell. In some situations, there are 

gaps between filtered points from grid-cells of 

the same neighbourhood. 

 This mostly occurs when a general inconsistent 

micro slope appears in the overall area. Regard-

ing the geomorphological aspect, these anoma-

lies are not matter of ground slope but mostly are dead sponge mats laying over the seafloor.  

Griding  for DTM:

Spliting pointCloud by Grid

(50x50 cm) 

Filter 1:

Selecting the lowest point 
per Grid and all the points 

in the range of given height 
value

Fillter 2-A: 
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the selected points in the 

range of 5 to 30  
percentage

Fillter 2-B: 

calculating the mean value 
(1st DTM reference point 

per grid)

Filter 3: (1st iteration)

Selecting the other DTM 
point in the range of given 

slope  value  per grid 

Filter  4:  

Standard deviation 

(2nd DTM reference point 
per grid)

Filter 5:

(2nd iteration of Filter 3)

Selecting the other DTM 
point in the range of given 

slope  value  per grid 

Expanding the DTM points  
per grid to overall 

point cloud  by 
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Figure 7-13: Schematic side view of DTM 
segmentation. The Yellow area is where Filter 2 

searches and the Green area is the scope of Filter 3 
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The last sub-step is to expand these filtered per-grid DTM points to overall DTM points, In or-

der to generate seamless DTM points in overall point cloud, which is a matter of 2D interpola-

tion. 

 This will be achieved when all the ground points determined in each of the grid-cells are inter-

polated and all points in the range of the given height above the interpolation area are graded 

as the DTM points for the area. The selected points are exported as a DTM class for non-

sponge area. Those areas which are covered by sponges will remain as holes in the DTM point 

class. 

 

Figure 7-14: Overlay of three layers of the DTM points filtering; The top layer is the output of first 
iteration of the Filter-3 (Blue points), The middle layer is output of the Filter-5 (Red points) and the 

bottom layer is the output of the inter grid interpolation 
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 Crown Detection 

The most probable points which have the potential of being part of the sponge crown (top 

regions of sponges) are filtered as the sponge crown class, in five sub-steps.  

First, the point which was in the previous processes filtered as DTM point will be enriched by 

interpolation and evaluate between the gaps of the sponge area. 

 

Figure 7-15: The crown detection workflow 

 This process will provide a virtual DTM point value for the bottom of sponges where there is a 

gap, in order to get a seamless DTM point cloud. This interpolation will be assigned as interpo-

lated Z value to those points which are not part of the DTM. This interpolation will fill the gap 

area.  

 

Figure 7-16: Segmentation over sponge’s crown on Spongdia. 
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It is essential to mention that the detected crowns are not only the sponges but also area of 

sponges’ spicules accumulation. 

In order to get most probable sponges out of these first detected crowns, the segmentation 

process is designed in Spongdia GUI. The result of the non-segment of the crown is presented 

in the Figure 7-16 by a different color value; the highest layer is the most probable sponge 

crowns while the lowest layer is the less probable segment.  

 Peaks Detection 

Like the previous steps there should be a grid network intersected to the relevant point cloud. 

The analysed point cloud in this sub-step is the crown points, intersecting with a 5x5 cm grid. 

Then the highest point per grid will filter out crown sparse points, which will provide the high-

est point within each grid-cell. 

Then, regardless of the actual position of each of these sparse points, the height of the point is 

assigned to the relevant grid centroid. Next, the Nearest Neighbours (NN) algorithm (Altman, 

1992) is used to search and compare the height of the assigned centroids in order to find the 

highest value. The algorithm will iterate until there is no highest centroid in the neighbour-

hood for each start point within the whole crown point cloud. 

The next sub-step is to assign back, the original position (XY) value of the detected top centroid 

by the original point ID.  

 

Figure 7-17: workflow of the peak detection in Spongdia. 

The Nearest Neighbour algorithm is the searching method in pattern recognition which exam-

ines the distances between each point and the nearest point to it and compares the values for 

an arbitrary sample of points to a “Complete Spatial Randomness” (CSR) pattern (Altman, 

1992).  
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The following schematic picture is illustrating the functionality of the Nearest Neighbour algo-
rithm within 25 NN variables within the given point cloud. 
 

 

Figure 7-18: Schematic search of Nearest Neighbors algorithm in sponge peak detection for 25 
neighborhood and 5 cm grid size (Hosseinie Abrischimie, 2017). 

During the peak detection in the sample area the NN algorithm is applied with several varia-

bles as 9, 13, 25 and 45. The outputs are illustrated in the sub-chapter (8.4) 

 

Figure 7-19: Spongdia peak detection for NN 13. 
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 Sponge Height Calculation 

In order to calculate the vertical height of each sponge, the two other products of the previous 

processes are needed: the seamless DTM and the sponges Peak. The calculation of the 

sponge’s height will be derived from individual Z values of each Peak, subtracted from the in-

terpolated Z value of the projected point on the interpolated DTM. 

 

 

Figure 7-20: Sponges height calculation by Spongdia. 

 

7.4 Volume Estimation of Biomass  

Biomass estimation and calculation are subjects of biological and renewable energy, generally 

described in terms of net loss or net gain for an appointed period.  

Biomass is the total mass of living material measured within a specific area. Since all living 

things contain water, the first concern is the weight of mass including the water called “fresh 

mass”. However, the percentage of water can vary widely from species to species, therefore 
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biomass is calculated as a dry mass. Dry mass is the mass of biomaterial that is left after all the 

water is removed. Usually scientists use an oven to remove all the water from the plant  or 

animal material before weighing it to determine its biomass. (Ravindranath & Hall, 1995) 

There are several methods for biomass calculation, most of which use volume information as 

an essential prerequisite within the determining formula (Fang & Wang, 2001). 

 In this sub-chapter the volume estimation that is provided can be considered as total fresh 

mass or wet mass, and by providing the result of the weights of the dried sample (per m3) from 

the laboratory  the total Biomass from the image data can then be determined. 

The volume calculation method applied in this thesis is based on earthwork volume calculation 

methods using two surfaces with the same base and resolution. 

The output of the SfM process provides one surface as the Digital Surface Model (DSM).It is a 

surface which contains both the seabed terrain and the unseparated crown of the sponges. 

These are the two surface models available after point cloud classification; one is the Digital 

Terrain Model (DTM) and the other is separated crowns model.  

For volume calculation two methods were applied, the first method is based on two individual 

meshes and the second method is using point cloud. For this procedure CloudCompare pro-

vides adequate facility which can be used for volume computation. One method is calculating 

the volume between an arbitrary plane with a constant height and a 2.5D cloud. And the other 

method calculates the volume between two individual 2.5D clouds. 

In order to calculate the sponges’ volume by mesh, three steps are needed via CloudCompare. 

Firstly, the two set of the individual surfaces are converted to the closed mesh, one for DSM 

and the other one for interpolated DTM point cloud. Then the volume of these two closed 

mesh are calculated with regard to their own base. Since these two mesh have the same 

source and same base they fit quite well to the same bottom plate. The last step is to subtract 

the numerical values of the volume of DTM-based Mash from the DSM-based Mesh. The result 

is the total fresh mass within the surveyed area.  

 

Figure 7-21: Grid calculated for DTM-based Mesh (Top) and DSM-based Mesh (Bottom) 
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The proper parameters for the volume calculation are applied to both DSM and DTM equally. 

The grid steps are set to 0.03 m and cell height to “average height” which have to be projected 

on the Z direction. 

For the second procedure the two-point clouds are compared to each other directly, The DTM 

cloud is used as “Ground/Before” source and DSM is used as “Ceil/After”. There are several 

factors which must be considered. For the “Ground/Before” source, the DTM cloud has multi-

ple holes which are the gaps of the extracted crowns. Thus, the gaps should be interpolated 

where there is a need for “Empty cell values”. Also, the value of each cell of the grid has to be 

considered equal to the average cell height. The size of the grid plays a major role in the result 

accuracy, which should be chosen to fit the requirements with regards to the clouds resolu-

tion. 

 The gridding step tested for three different values, as 5 cm, 25 cm and 50 cm. The calculated 

volume is illustrated in the relevant sub-chapter (8.5). 

7.5 Classification of Side Scan Sonar Dataset 

Among the sonar dataset of the OFOBS dives there are two side scan sonar (SSS) datasets as 

high frequency (HF) and low frequency (LF). The raw SSS data have a navigation problem, due 

to USBL disconnection during the dives and have been corrected afterwards by adjustment to 

camera position (Figure 7-6 A). This data has been exported to raster format with false color 

based on Backscattering Strength in three visible bands (RGB).  

 

Figure 7-22: Side scan sonar of LF and HF overlaid by orthophoto mosaic of imagery data. 

SSS LF (200 

m) 

SSS LF 
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In order to extract the information classes from this data, a set of supervised and unsupervised 

raster classifications were carried out in ArcMap (Esri (Ed.), 2017). 

For the supervised classification a multi-variation signature was assigned with more than 400 

samples and is based on the three classes of the Acoustic Backscattering Strength (ABS) 

(Samsudin & Hasan, 2017) 

 

Figure 7-23: Image classification workflow (self-representation based on Esri workflow) 

For the classification analysis it is assumed that the data and training samples have normal 

distribution, and the classification is sensitive for the range of each band equally. The outputs 

of the classification are illustrated in sub-chapter 8.6. 
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8 Results 

This chapter presents the results of the applied methods described in the previous chapter in 

the same order of the processing steps. First, the result and outputs of the 3D reconstructed 

model, then the point cloud Segmentation will come, followed by the result of the sponge 

Detection by Spongdia. The result of the biomass calculation is illustrated in brief and this 

chapter ends with the result of the side scan sonar classification. 

8.1 Primary and Fundamentals 

The sample area has many diverse environmental factors at play and may be considered as a 

challenging sample area. The flat length of the sample area is about 705 meters and with a 

height difference of 122 meters with a ground slope of 0 to ~50°. Therefore, the distributions 

of the sponges could be studied over the different ground slopes and different depths.  

Also, during the dives, the depth of the OFOBS was manually controlled by the vessel cranes, in 

order to adjust the flight height of OFOBS to maintain a suitable imaging distance above the 

seafloor surface. Due to the manually control of the OFOBS during the operation the FH 

changed very frequently, especially over the slope area (Figure 8-1) which caused a lot of 

jumps and bounces during the acoustic and imaging survey. The variation of the FH in the 

sample area is minimum 1.2 m and maximum 8.7m. 

The FH of the OFOBS has direct impact on the coverage of sounding and camera footage 

straightly and exponentially. On the contrary FH has inverse impact on the sounding and im-

agery quality of the seabed, and Ground Sampling Distance (GSD), as well as negative influence 

on the 3D reconstructed model. Thus, the point cloud classification accuracy and feature de-

tection quality are indirectly depended on FH. 

 

 

 

 

 

 

 

 
Figure 8-1: (A) a Side view of OFOBS track line (Red line) over seabed terrain along the sample area. 

(B) The top view of OFOBS FH segmented in 5 categories. 
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8.2 Outputs of the 3D Reconstructed Model  

 The Agisoft project of the sample area contained 1895 pictures which is just 5 % of the high 

resolution quality pictures and poor quality extracted video frames, blurred and smudged by 

the movement and shaking of the OFOBS, and one of the factor which impacts the quality in 

the point cloud. The following table is representing the property of the constructed 3D model. 

Still Images 95 

Extracted video frames 1800 

Aligned pictures 1895 

Tie points 756,365 

dense cloud points 103,256,691 

Table 8-1: property of the constructed 3D model. 

The raw dense cloud is an uncleaned, unclassified multi-resolution point cloud. The density 

and the resolution of the dense cloud is a derivative of the GSD which is depended to FH. The 

dense cloud resolution within the sample area varies from 3 to 9 mm. The other raster out-

puts, such as orthophoto mosaic and DEM inherit the property from the 3D model and are 

exported with the maximum possible accuracy of 3mm. 

The outputs of the SfM are big raster and vector datasets, representing a linear shape (~705 m 

x 9 m), and cannot be fitted in the A4 paper size dimension. Therefore, a partial demonstration 

of the same area of each of the outputs is represented in this sub-chapter. 

 The following figures are representing the main product and side products of the SfM. 

 

 

  

 

 

 

 

 

 

 

 

 

 
Figure 8-2: (A) Sparse cloud (B) dense cloud 

150cm 
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Figure 8-3: (A) Colored dense cloud (B) wireframe model 3D model (C) Solid model 3D model 

150cm 
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Figure 8-4: (A) DEM from point cloud (B) orthophoto mosaic (C) Contour lines over mousaic 

100cm 

100cm 

100cm 
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8.3 Point Cloud Classification Results 

In this sub-chapter the results of the point cloud classifications are illustrated in three sections. 

As a matter of the size and dimension of the datasets, a partial chunk of the sample area is 

demonstrated. 

 Result of Cloth Simulation Filter  

For the Cloth Simulation Filter (CSF) algorithm of Agisoft, 19 different combination parameter 

sets (Max angle / Max distance / cell size) are applied, in order to classify the ground points.  

The following table and figures are the given combinations and results.  (Part of the sample 

area). 

  

Figure 8-5: Outputs point cloud Classification in Agisoft PhotoScan (Parameter sets 1st-6th) 
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Figure 8-6: Outputs point cloud Classification in Agisoft PhotoScan (Parameter sets 8th-13th) 
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The CSF algorithm cannot deliver good results in the ultra-noisy area. Therefore, several pa-

rameter sets were applied specifically in this area in order to get the best possible classifica-

tion. However, while a parameter set improves classification in this area, it deteriorates the 

classification in the normal area. 

 

 

Figure 8-7: Outputs point cloud Classification via Agisoft PhotoScan (result in the Ultra-Noisy area) 
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 Result of Roughness Estimation  

The remaining unclassified areas have terrain slopes of about 35° in addition to the cross-

section slope of 25°, the OFOBS flight height during the survey jumped to 7.8 meter as a mat-

ter of crane height changes required by shipborne operations, and all these factors caused low 

quality imagery with poor light condition on the seafloor and the production of an ultra-noisy 

point cloud as well. For the ultra-noisy area of the slope three different variables were applied 

and the flowing figures are illustrating the results. 

 

 

 

Figure 8-8: Outputs of Roughness estimation over Ultra-noisy area. 
The kernel sizes are (A) 3 cm (B) 35 cm (C) 100 cm. 
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 Result of the Roughness Estimation on Bathymetry Grid 

Here are the outputs of the Roughness estimation on the bathymetry grid data set, the kernel 

size 24 cm applied for sponge detection. In the outer boundary the density of the points is not 

enough for object detection. 

 

 

 

Figure 8-9: Outputs of Roughness estimation for bathymetry point clouds. The kernel size is 24 cm 
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8.4 Outputs of the Spongdia  

The sample area for sponge detection is divided into six Sub-Sample-Area (SSA) based on three 

factors of terrain slope, depth and OFOBS height, since each of these factors have a major im-

pact on the data quality or sponge distribution. Therefore, each of the SSA has its own charac-

teristics regards the three mentioned factors for further comparison and discussion in the sub-

sequent chapter. The following figure and table (figure 8-10) are representing the 

characteristics of each SSA. 

 

Figure 8-10: The SSA and the characteristic of each area 

 Detected Peaks 

The detected peaks in the sample area for each SSA detected by 

Spongdia are provided in the following table.  

During peaks detection with Spongdia, 4 different values of the Near-

est Neighbor (NN) were attempted for Sub-Sample-Area “A” (SSA-A), 

in order to compare and find the best value for NN. 

Table 8-2: Outputs of peak 
detection of Spongdia for all SSA. 
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 A visual evaluation is attempted in order to find the best fitted values of the NN. The visual 

detecting and compression of the sponges shows that value NN 13 and 25 are providing a rea-

sonable number for automatic peak detection, thus the NN 25 was applied to the rest of the 

areas. The Peaks numbers (Peak #) for NN 9 is extra sensitive to the surface change and the NN 

49 is missing the small sponges in the dataset.  

 Ground truth Reference 

Within each SSA two procedures were applied, the automatic peak detection as the main 

method and visual was sponge detection as evaluation evidence. For visual detection part the 

orthophoto mosaic employed, therefore the visual detection should be judged by the quality 

of the orthophoto. 

 The first iteration comparing the two methods reveled that neither of the outputs is perfect to 

be considered as a reference for the other one. Therefore, an improvement step was applied 

for the Visually-Detected sponges, in order to enrich the visual detection certainty, by adding 

the missing sponges with the aid of automatically detected peaks, DEM. The task of visual de-

tection was a little challenging due to the low color contrast of sponges and the background 

seabed, therefore in some areas it was hard to make the decision if the object is sponge or not. 

To overcome this uncertainty, a fuzzy logic approach was implemented. The visual detection 

task was divided in three classes, 1) Easily detectable sponges with about 80% to 100% certain-

ty, 2) Visually Detected with the aid of NN peaks with about 50% to 80% certainty, 3) sponge 

Spicules accumulation detection with the aid of NN peaks, about 30% to 50% certainty. The 

following picture is provided an example of the visual detection in the sample area.  

 

       

Figure 8-4: The example of the sponges which are not easily detectable on visual detection due to low 
color contrast. 

 Sub- Sample area “A” 

In order to provide a better image on the outputs, the results of SSA-A will be explained in 

details and the rest of the areas will be compared in the discussion chapter. The SSA-A has 

about 117-meter length at the depth of 770 to 775 meters. The area is relevantly flat with 
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some variation with a maximum ground slope of 10%. The OFOBS flight height is at its lowest 

range to the seabed within the dive between 1.35 to 4 meter. This caused the change in the 

width of the survey dive from 1.2 to 4.1 meter. 

 

 

 

 

 

Figure 8-5: (a) SSA-A dimensions, (b) FH values over the track line, (c) Automatically detected peak by 
Spongdia, (d) visually detected sponges. 

For the visually detected sponges in the first iteration, 714 sponges are counted with a certain-

ty of 80 to 100% within SSA-A, the second iteration of visual detection attempted with the aid 

of the detected peaks, which added 62 more sponges and circa-sponges to the previous count, 

by the certainty of 50% to 80%. 

 In the third iteration 98% of the area of sponge Spicules accumulation is visually added with 

aid of NN peaks by the certainty of 30% to 50%. The total numbers of the visually detected 

objects (with or without aid) are 874 sponges or circa-sponges. The number of the automati-

cally detected peaks varies from 399 to 1636, which depend on the NN values. In general, the 

larger of the neighborhood values is chosen, it is more likely that the detected peak is a 

sponge, but it is possible that some of smaller sponges may not be detected. 

 In the case of a small neighborhood value applies, even smaller sponges will be detected; 

however, it is possible that even low bumps in the surface are detected as sponges. 

For the detection of large sponges, a high value is recommended. This ensures that small 

bumps are not detected as a sponge. This value can be changed depending on the density and 

size of the sponges.  

The big value (NN 49) is useful for big sponge detection, and the small value (NN9) is useful for 

geom-morphotypes detection. Then it is mostly evaluated that the NN 45 are big sponges  with 

Length ≈ 117 m 

1.2 m    4.1 m   

(a) 

b 

c 

d 

(b) 

(c) 

(d) 
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high probability and NN 9 are more likely to include the multi peak of the sponges and some 

caps including sponges and artifacts, a visual evaluation shows that the NN 9 is including any 

big and small changes in the slope area. 

 

Sponges 1) Easy Detected (80% -100%) 

Visually-Detection  714 

Peaks  
Detected  

Peaks 
Peak in sponges 

 Circle 
Percentage  
of Detected  

Detected  
Automatically 

NN 9 1636 514 72 

NN 13 1204 480 67 

NN 25 680 411 58 

NN 49 399 325 46 

Sponges 
2) Visually Detected with aid of NN peaks  

(50% - 80%) 

Detected Manually 62 

Peaks  Improvement 
Percentage of im-

provement  % 

Detected  
Automatically 

NN 9 56 8 

NN 13 61 9 

NN 25 62 9 

NN 49 9 1 

Sponges 
(3) Sponge spicules accumulation with aid of NN peaks  

30% - 50% 

Detected Manually 98 

Peaks  Within sponges Circle 
Percentage of Detect-

ed % 

Detected Automat-
ically 

NN 9 94 96 

NN 13 88 90 

NN 25 61 62 

NN 49 22 22 

Sponges Total 

Detected Manually 874 

Peaks  Within sponges Circle 
Percentage of Detect-

ed % 

Detected 
Automatically 

NN 9 664 76 

NN 13 629 72 

NN 25 534 61 

NN 49 356 41 

Table 8-3: Result of automatically and visually detection of the SSA-A. 

In order to provide a better explanation for the table 8-3 the following set of pictures is ex-

plained by the differences-  
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Figure 8-6: Comparison of the automatic and visual detection on detailed view of SSA-A 

The upper table image (2) shows the sponges that were visually detected at first sight named 

as “Easy Detected”, which are marked in brown color. 

 The middle left picture (3) shows the detected peaks with an NN value of 49, which are 

marked with yellow dots. Due to the high NN value, the large sponges are easily detected, but 

small sponges are rarely detected. 

The right image (4) shows the detected peaks within a neighborhood of 25. In addition to the 

large sponges, which were recognized with a neighborhood of 49, medium-sized sponges are 

also detected here. Some big sponges are determined with two peaks. 

The results with an NN value of 13 can be seen in the lower left image (5). Here are some 

peaks that were detected that are no or not visually recognized as sponges. These are either 

small elevations in the area, visually unrecognized sponges (orange circle) or Sponge spicules 

(black circle). 

The last image (6) shows the results of a neighborhood with a value of 9. With this value even 

the smallest sponges are found in some areas and larger sponges are recognized with several 

peaks. The advantage of NN 9 value is to be able to detect any small elevation and bump in the 

dataset, but in the same time it will be affected by the low quality of the point cloud very easi-

ly. 
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8.5 Result of the Volume Estimation 

In this sub-chapter the result of the two methods for volume calculation (chapter 7.4) is pro-

vided. 

 Result of the Volume Estimation from Mesh  

The result of the DSM and DTM volume calculation from the mesh are as follow: 

 

Layer Grid Steps (m) Size  Calculated volume(m3) 

DSM based Mesh 0.03 3599x1552 202,294.707 

DTM based Mesh 0.03 3597x1552 164,880.177 

Total fresh Biomass - - 37,414.53 

 

Figure 8-7: Volume calculation on DSM-based Mesh (Left), and DTM-based Mesh (Right), the Grid steps 
are 0.03 m, the z value calculated for average cell height within each grid.  

The resolution and the accuracy of the volume calculation is dependent on the prospective 

chain of process, including 3D reconstruction model, point cloud resolution and classification 

in addition to the mesh generation step and volume calculation for Individual Meshes. 

 Result of the Volume Estimation from Point Cloud  

The results of the volume calculation for SSA-A with three tested grids steps (5cm, 25cm, 

50cm) are provided in this sub-chapter.  
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Ground source: DTM Cloud  
Empty cell value: Interpolate 
Ceil Source: DSM Cloud 
Grid step: 0.05 
Grid Size: 2160 x 931 
Projected dir. : Z 
Cell height: Average 

Volume: 23.982 / Surface: 769.940 
Added volume: (+)24.394 
Removed volume: (-)0.412 
Matching cells: 99.6% 
Non-matching cells: 
    ground = 0.0% 
    ceil = 0.4% 
Average neighbors per cell: 8.0 / 8.0 

 

Figure 8-8: Volume estimation for point cloud with 05 cm grid step   

Ground source: DTM Cloud  
Empty cell value: Interpolate 
Ceil Source: DSM Cloud 
Grid step: 0.25 
Grid Size: 433 x 187 
Projected dir. : Z 
Cell height: Average 

Volume: 14.560 / Surface: 778.938 
Added volume: (+)14.562 
Removed volume: (-)0.003 
Matching cells: 99.6% 
Non-matching cells: 
    ground = 0.0% 
    ceil = 0.4% 
Average neighbors per cell: 7.8 / 8.0 

 

Figure 8-9: Volume estimation for point cloud with 25 cm grid step 
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Ground source: DTM Cloud  
Empty cell value: Interpolate 
Ceil Source: DSM Cloud 
Grid step: 0.5 
Grid Size: 217 x 94 
Projected dir. : Z 
Cell height: Average 

Volume: 18.748 / Surface: 801.750 
Added volume: (+)18.759 
Removed volume: (-)0.011 
Matching cells: 98.7% 
Non-matching cells: 
    ground = 0.0% 
    ceil = 1.3% 
Average neighbors per cell: 7.5 / 8.0 

 

Figure 8-10: Volume estimation for point cloud with 50 cm grid step 

8.6 Result of the Side Scan Sonar Classification 

The supervised classification assigned with covariance matrix of the signatures values to clus-

ter the SSS raster file, the signatures based on three classes of ABS level. In total 401 sample 

assigned as signatures   

Class ID Number of Cells Class Name 

1 215 (54%) 1- High Intensity (75-100) 

2 161 (40%) 2- Low intensity (25 to50)  

3 25 (6%) 3- In between (50-75) 

0 0 4-No or very low intensity (0- 25) 

Table 8-4: Signature assigned to the intensity classes 

The forth class is automatically generated for the remaining unclassified cluster which is the 

area with no intensity or less than 25% .The following figures are illustrating the signature of 

sample areas for resampling Nearest Neighbor(NN) of 25 and 10.  
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Figure 8-11: Signatures of three classes over the classified area by the 25 Nearest Neighbors 

 

Figure 8-19 Signatures of three classes over the classified area by the 10 Nearest Neighbors 

 

Figure 8-20: No intensity or less than 25 % is classified as blanked 

 

Figure 8-21: Classified SSS LF with 25 NN 
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Figure 8-12: Classified SSS LF with 10 NN 

 

Figure 8-13: Distribution of the three classes of the signatures over the classified SSS LF with 10NN 
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9 Discussion 

The analyses of the results are provided in the following sub-chapters, starting with a brief 

explanation about the uncertainty estimation. The capability and reliability of the 3D recon-

structed model and the mapping products are explained in the second place. The third sub-

chapter delves into the sponge and Peak detection by Spongdia in comparison with visual 

sponge detection. Then the two methods of the Volume calculation will be compared, fol-

lowed by the interpretation of the side scans sonar classification. This chapter ends with fur-

ther possible datamining and recommendations to improve the OFOBS installation and survey 

planning.  

9.1 Uncertainties Estimation  

To compute with the uncertainty of a multi-sensor, multi-platform dataset is a complex task 

which could be considers especially difficult where the data acquisition is accomplished in the 

harsh environment of the Arctic Ocean. The dataset which this thesis benefits from is also has 

such complexity, with several dependency and undefinable uncertainties. This section at-

tempts to provide a brief discussion about this matter in two parts: 1) bathymetry uncertainty 

2) under water photogrammetry uncertainty.  

 Uncertainty Budget of Bathymetry 

The International Hydrographic Organization (IHO) defined the minimum requirement for error 

budget in the certain bathymetry orders in the 5th edition of (S-44_5E) as the standards for 

hydrographic surveys (International Hydrographic Organization (IHO) (Ed.), 2008). Theoretically 

the closest category in S-44_5E which fit to the shipborne dataset is the “Order 2”, described 

as “Areas generally deeper than 100 meters where a general description of the seafloor is con-

sidered adequate”. Beside the OFOBS data is far better than the “Special order”, considering 

the resolution and local position but not the global position. 

 The maximum allowable total propagated uncertainty (TPU) is a depth dependent value re-

sulting from the overall combination of all uncertainty sources which contributes in measure-

ments, also known as error budget. It should be computed for each depth point when all the 

relevant uncertainty sources are known and taken in to account. The s_44_5E notice that the 

result of the bathymetry is acceptable when 95% of the accuracy values are within 95% confi-

dence level values.  

The TPU of the bathymetry and underwater positioning are consisting of the TPU of the posi-

tion of transducers, in addition to all the factors which are contributed for depth sounding. In 
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order to comply with the criteria specification of S-44, there are several factors which needed 

to take into accounts (International Hydrographic Organization (IHO) (Ed.), 2008).  

The following table 9-1 is listing the require factors, for TPU calculation and the status of them 

in Arctic high latitude. 

The result of the TPU is due to the combination of all contribution factors of uncertainty, 

therefore the lack of values affecting the overall result. As the brief information provided in 

the table 9-1 (Jensen & Sicard, 2010) indicates, it is almost impossible to quantify the error 

budget of PS101 in high latitude 87° N, while there is more missing and unreliable value for 

TPU computation. 

 

Contributing factors of TPU Status of PS101 

Geoid model / Projection WGS 84 / UPS North (N,E) 

GNSS position 
No coverage of the GNSS correction systems and 

less GPS coverage 

gyro heading 
Become ineffectual at high latitudes as the earth’s 

spin rate is less at higher latitude 

pitch 
Effected by Ice braking 

roll and heave 

mounting √ 

beam range 

Effected by Ice flow beneath the transducer 
beam angle 

beam width 

beam steering 

sound velocity at transduc-
er head 

Dives is in touch with the melting ice and ice  

sound velocity profile Not in the specific interval 

Tide value 
Not available and the tide models are not covering 

the ice  

Node offsets / lever Arms √ 

Bathy depth √ 

Timing offsets / latency √ 

draft Changing due to the Ice braking condition 

Table 9-1: Elements of TPU computation and their status in high latitude. Own representation adapted 
from Jensen & Sicard (2010). 

To provide a better image for uncertainty factors, the following picture (figure 9-1) is illustrat-

ing a simplified TPU of MBES with unreal-

istic assumptions that, regardless to the 

vessel attitude, the IMU has no uncertain-

ty and vessel sounding is in stationary 

position.  

The RV Polarstern has its own coordinate 

frame defined and calculated within vessel 

survey (Appendix A), where all the sensors 

on bored are referred to. The MBES indi-

Figure 9-1: Schematic illustration of TPU for MBES 
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vidual beams and USBL positioning system measurements also refer each individual ping to a 

transducer with regards to the vessel frame. The only connection from the vessel frame to the 

global frame is via Trimble SPS855 GNSS solution (3.1.2). As it is mentioned in chapter 3 the 

system provides sub-centimeter accuracy in Real-Time Kinematic (RTK) mode and less than 5 

m 3DRMS with Satellite Based Augmentation Systems (SBAS) for positioning, while the RTK and 

SBAS solutions are dependent on reference stations. Since the land station signals could not 

reach the vessel in the open ocean the RTK modes are useless, and SBAS covers only distinct 

areas on the northern hemisphere and are not able to cover the high latitude Arctic Ocean, 

therefore the uncorrected standalone GPS accuracy is estimated about 10 to 15 m (C.J. de 

Jong, 2010). 

The next sensor is the iXBlue HYDRINS INS, where the position is combining with the vessel 

attitude. The manufacture provides two different values for aided and unaided with GNSS 

which has some time latency for real time positioning. The non-aided values for the attitude 

accuracy are 0.2 (RMS) and 0.1 (RMS) for heading while the aided outputs are two times better 

than no aided (iXBlue-SAS, 2016). However, the accuracies are much worst in high latitude 

conditions especially during Ice-breaking. 

 

Figure 9-2: Schematic illustration of TPU for OFOBS camera and sonar system. Own representation 
adapted from (WATI et al., 2016) 

 

For the USBL uncertainty, the manufacturer claims the 0.2% of the slant range, which in the 

sea-ice coverage of the Langseth Ridge, is impossible to achieve since the acoustic underwater 

positioning system is highly effected by the environmental characteristics. 
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Thus, the TPU of the OFOBS is also affected with the same factors presented in table 9-1 in 

addition to the USBL uncertainty and some transformation of the OFOBS sensors uncertainty, 

such as PHINS and pressure sensor. 

Furthermore, there were frequently disconnections between the vessel USBL antenna and 

OFOBS transponder, which produces a series of random jumps in the OFOBS position data 

(Purser et al., 2018). Moreover, the structure of the positioning measurement chain causes the 

uncertainty accumulation at the end of the multi-sensor measurements system of OFOBS, 

partly due to the data flow passing from GNSS antenna to the cameras and transducers. There-

fore, the computation of the position for OFOBS is also unquantifiable.  

 Uncertainty Budget of Imagery Data 

For photogrammetry there are several well-known geospatial standards which cover different 

areas of the photogrammetry and remote sensing, such as the series of technical ISO stand-

ards by the International Society for Photogrammetry and Remote Sensing (ISPRS), but none of 

them cover the specification requirement for underwater photogrammetry.  

 The principals of the Industrial, terrestrial and aerial photogrammetry are similar, since all of 

them needs a sequence of images with sufficient overlap in order to construct a virtual 3D 

model for the measurements, while they are different in platforms, planning, target model and 

accuracy (Mikhail et al., 2001). Underwater photogrammetry also has some areas in common 

with the other type of photogrammetry, while the distinctive aspect is the media which the 

images are captured within. The refraction and absorption of the light is bigger in the water 

and also the depth of water has big influence in light ray behavior due to the stratification 

caused by temperature, pursuer and salinity (Steele et al., 2009). 

In the conventional photogrammetry it is essential to establish a network of ground control 

points (GCPs) in order to transfer the relative location and dimension of the 3D model to the 

global frame with an acceptable scale and level by absolute orientation step.  With the devel-

opment of the technology, a new method is developed for geo-referencing without using 

GCPs. In this method the Camera Exposure Positions (CEPs) of the center of the photo is rec-

orded by GNSS on board the platform. The more accurate positioning causes more accurate 

CEPs thus more accurate 3D models and mapping products such as DEM and orthophoto mo-

saic. It is possible to increase the accuracy of the 3D model by integrating the camera orienta-

tion at the time of the exposure by implementing an accurate IMU in the imagery system or 

platform (Carbonneau & Dietrich, 2017).  

Since it is almost impossible or at least not cost-efficient to establish GCPs networks beneath 

of the Arctic Ocean, the CEPs are the best alternative for the SfM method. Fortunately, the 

provided dataset of OFOBS had enough information to build up virtual CEPs for the sample 

area.  

It is essential to mention that the provided SfM technique (chapter 7-1) developed by Dreutter 

(2017), solved the navigation problem for OFOBS tracking in the local frame which has a shift 

and rotation with global frame as big as TPU.  
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As the TPU of the cameras positions are affected by the USBL position, the TPU of the 3D mod-

el is in the same range and incomputable. However, the dimensions of the features on the 

seafloor could be evaluated by the position of the projected laser dots. 

For feature detection, the dimensions of the objects are in concern rather than position, there-

fore, the uncertainty of the position and the dimensions should be considered separately.  

 

Figure 9-3: (A) The triple laser dots on the stills images. (B) The laser spots at the orthophoto mosaic 

The dimensions of the triple laser dots on the nadir of the OFOBS are 50cm where the pitch 

and roll values are zero. Thus, the distance of these laser spots are measured on the unmasked 

orthophoto mosaic in order to evaluate the 3D model outputs. The mean value of several 

measurements over the sample area is 52 cm; therefore, it can be concluded that the 2D accu-

racy of the 3D model is about 0.04 in the nadir area which gets bigger in the outer boundary. 

9.2 Capability and Reliability of 3D Model Products 

The orthophoto mosaic, DEM and point cloud are the main products of the SfM which are em-

ployed for classification and feature detection.  They all inherit the properties of the 3D model 

such as accuracy and resolution in all respects. However, it is possible to improve the virtual 

resolution of this data, but it does not improve the accuracy and reliability rather the density 

of the information that is enhanced by the interpolation.  

It should be considered that for reconstructed 3D models, two sources of imagery data are 

employed: 1) extracted frame of video 2) still images. These distinct sources of the data are 

varying in properties as they come from different cameras with unlike focal length and resolu-

tions and they have a slightly different distance to the seafloor regarding the two individual 

waterproof housing and installations. Thus, the property of these sources will be discussed as 

the main source of the 3D model. The capability of imagery information depends on several 

factors such as: cameras properties, camera installation and object distance (Fekete, 2008). 

The camera properties are defined by the manufacturer which partly could be modified via the 

camera settings. The following table (9-2) is comparing the main properties and settings of the 

video and stills camera in brief.  
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properties Video Camera 
(Sony FCB-H11) 

Stills Camera (Canon EOS 5D 
Mark III + 24 mm fixed lens) 

Resolution name 2K (Full HD ) 6K  3:2 

Aspect ratio 1.75 : 1 1.50 : 1 

Resolution number 2.1 megapixels 22.3 megapixels 

Dimensions in pixels 1920 x 1080 pixels 5760 x 3840 pixels 

Total number of pixels 2’073’600 22’118’400 

Imaging rate 25 fps (extracted frame 1to 4 
fps depends on speed and FH) 

1 each 20 sec+ some random 
manual shooting 

Overlap Minimum 60% Big gaps 

Table 9-2: A brief compression of video and stills camera properties 

Regarding the pixels number of each cameras image, the quality of the stills images are about 

11 times richer than the extracted video frames.  

 

Figure 9-4: Compression of full HD resolution video frames (Red) with 6K resolution still images (Blue) 

The datasets provided by both of the cameras vary in many aspects. For example: the extract-

ed video frames are covering the entire OFOBS dive with more than 60% overlap, but the 

frames are partly blurred and smudged, they consist low resolution and hue in comparison to 

the still images which provide a 6k high resolution image with notable color balance but there 

is no overlap in between. 

In addition, the illumination during the 

stills camera shooting was much better 

due to the extra strobe lighting. Fur-

thermore, the exposure time of the still 

camera was suitable for dynamic re-

cording, as the shutter time was fast 

enough to escape the motion effect 

during the dive. On the contrary the 

low saturation of the video frames is 

obvious in the extracted frames and the 

slow exposure time (25fps) of video 

captured the moving effect of the 

Figure 9-5: Compression of the quality of the still image 
(Left) and extracted video frame (Right). 
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OFOBS which caused parallax and smudges in the frames. 

The resolution and sharpness of the still images are ideal for visual interpretation and recon-

structing a detailed 3D model, but it should be considered that these good images are just ~5% 

of the images used for SfM and the rest are extracted video frames. Thus, the quality of the 3D 

model and the mapping products are highly affected by the poor quality of the full HD video 

camera. There for the ground sampling distance (GSD) is also reduced by the low-quality video 

frames except in areas that were covered by the still images. 

The distance to objects has a big impact on imagery information in different ways. For exam-

ple, the FH of OFOBS affects the video frames brightness and hue more than the still images 

synced with extra strobe lights, which is a matter of light absorption in the water. In addition, 

the ground sampling distance (GSD) is increasing by the higher FH, thus the higher GSD the 

lower spatial resolution and lower point cloud resolution (Leachtenauer & Driggers, 2001). 

 

Figure 9-6: A sequence of Individual orthophotos including 42 video frames (Red) and3 stills images 
(Blue) are illustrating. The overlaps and gaps influenced by the FH. As a matter of inappropriate time 

interval for automatic shooting, there is no overlap in the track of the still images  

The video camera and stills imagery camera are mounted adjacent to each other in the centre 

of OFOBS. The video camera is tilted to the starboard side of OFOBS in order to cover relatively 

the same area as the still imagery camera. This orientation is ideal at the FH of 1.5 to 3 meter.  

 

Figure 9-7: Comparison of the coverage and resolution of the still image (blue) and the video frame (red) 
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The low color contrast of the sponges and background see-floor is a challenge for pattern 

recognition algorithms which get worst due to the low saturation of video frames 

The distribution of the noise is not steady through the dataset. Specifically, the noisy area is 

mostly in the outer edges of the OFOBS track line 

Non-Normal noise distribution constantly appears on the starboard side of the OFOBS track 

line as a matter of video camera installation which is installed on the port side and tilted to 

starboard side (Appendix B). The tilted video camera installation makes light ray length longer 

on the starboard side in comparison to the port side. 

 

Figure 9-8: Uneven noise at the starboard side compare to the port side due to camera installation. 

The noise is increasing exponentially by the slope ratio, likewise within OFOBS flight height 

where the distance plays a major role in the image quality due to the light propagation within 

water columns. 

The masking of the triple laser points also reduces the quality of the mapping products. The 

following picture is illustrating the image boundaries and masking boundaries. 

 

Figure 9-9: Manual and automatically l masked of the triple laser points. 

The discussion of the reconstructed 3D model is a little controversy. In one hand the OFOBS 

dataset is not meant for underwater photogrammetry, thus whatever comes out should be 
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consider as a gift, while in the other hand the stills image camera is riche enough to provide 

better dataset by 10 times richer over a proper configuration and setting. Therefor there are 

two judgments for the imagery datasets: compare to the capability of the still imagery system, 

the provided dataset is not demanding but as unmanaged side products it is highly valuable. 

9.3 Point Cloud Classification 

The two tested software and algorithms for point cloud classification have advantages and 

disadvantages. The first result of the CSF algorithm in Agisoft needs more preparation and 

should start from the photo alignments until reaching segmentation via same environment. It 

is also not possible to apply different values in the same chunk and the environment of the 

software does not provide any tools or flexibility for user and the process of segmentation is 

extremely time consuming, but it is also possible to apply several iterations over the batch 

processing. On the contrary, the roughness estimation algorithm provided by CloudCompare, 

processes information faster and the software provides some flexible side tools to apply multi-

ple variations in different area of the point cloud. This is considered a remarkable advantage as 

the resolution of the point cloud is subject to change by the FH and it is a needed multi-

variation on the same dive.  

Also, the result of the roughness estimation algorithm over the bathometry is not satisfactory 

as the bathymetry point cloud have some cuts and gaps in the outer side (figure 8-9) and the 

center line of the data shows some gap and noise in the nadir. 

9.4 Sponge Detection  

This sub-chapter tries to interpret the result and outputs of the Spongdia and find applicable 

reasons for their formation. 

It is already a challenging task for the human eyes to interpret and define different classes for 

such diverse and complex information (appendix F and G) into several decent categories.  

Therefore, the sponge detection methods of this study are mainly focuses on the several main 

aspects such as peaks, crown, and height of the sponges and a little experiment on geom-

morphotypes segmentation derived from point cloud. 

And at the end a little interpretation and analysis for the distribution and accumulation of the 

sponges will represent in regard to geomorphology aspect over the slope and depth.  

Spongdia 

The result of the visual-detection approach has a lot of ambiguity for the area covered with 

spicules accumulation in 2D orthophoto, therefore a supplementary step applied to enrich the 
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visually detected sponges by getting help from the detected peaks and DEM file. Then visually 

detected sponges and automatically detected peaks compared to gather in order to evaluate 

the peck detection. 

 

Table 9-3: Outputs of peak detection of Spongdia for all SSA in compare with visually detected with 
different certainty  

Due to the high-resolution point cloud with minimum nose in SSA-A, different neighborhood 

values are applied within this area. The number of peck detected with NN value of 9 are higher 

compare to the other NN values and that’s because the NN value 9 is detecting any small 

change on the surface as a sponges. This sensitivity is an advantage in the case of detecting 

small sponges in the flat areas or searching for geom-morphotypes, but also could be consider 

a disadvantage for complex situation or complex geom-morphotypes.  

The detected peaks with neighborhood of 25, represents the most reasonable result in com-

parison with visually detected values. Therefore, for all other SSA the NN value of 25 is applied 

as the main value for peak detection. 

 The comparison of the most sponges which visually detected in SSA-A and Spongdia shows 

76% overlap for NN9 and 72% for NN13. 

In SSA-D and SSA-E few sponges are detected, therefore a precise evaluation is not easy to 

perform. In these areas the seabed is fairly flat and individual sponges are to calculate with the 

program. This also shows the height detection rate of 83 and 84%. 

In general, finding a sponge in flat areas is easier for the algorithm hence the gridding is con-

sidered for overall slope of the area which the program is able to classify over the grids that 

are larger than the sponges. For a better detection single homogeneous areas can be selected 

and used for the calculation in the program Spongdia. Depending on the size of the sponges, 

individual NN values can be used for this purpose. 



9 - Discussion 

101 

9.5 Analyses of Sponge distribution and discovered knowledge 

The detected sponge crowns and peaks indicate that the distribution of the sponges in the 

sample area are not even and follows a pattern based on geomorphology of the seabed.  It is 

obvious that the depth and slope play a major role in the distribution of the sponges.  

The six distinct sub-sample areas are categorized by depth and slope. Two of these areas are 

relatively flat (Figure 9-12 A and D), but in different depths. One of them is at the top side of 

the central mount and the other one is 120m deeper at the saddle of the Central mount and 

Karasik peak. The given values in here are including sponge crowns and accumulation of the 

sponge spicules, but for simplicity is named “cap”. 

 

Figure 9-10: The Six sub-sample are and the characteristic of them 

 

The number of the detected caps in A is 874  which is more than two times the detected caps 

in D (418), while the length of the D (209m) is about two time bigger than the A (117m).  Also, 

the area D is about 120m deeper than the area A, but both of the areas have relatively similar 

slope.  The following picture is illustrating the distribution of the sponges in SSA-A and SSA-D.  

 

Figure 9-11: Comparison of the detected sponges crown in SSA-A and SSA-D 

SSA-A 

SSA-D 
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The comparison of the sponge distribution over SSA-A and SSA-D reveal this fact that the Geo-

dia sponge population is about 4 times denser at the top of the central peak of the Karasik 

seamount compare to the 120 meters deeper area of the saddle, thus the depth could be men-

tioned as one of the plying rules of the sponges’ distribution. However, for this conclusion the 

sedimentology and ocean current information are missing and are not put to account.  

The SSA-B is the ultra-noisy area therefore Spongdia detected 260 peaks in this small 23 m 

area which definitely is not correct and should be consider as noise. The correct number of the 

sponges in this area is detectable in roughness method about 85 caps. It is worth mentioning 

the ultra-noise of this area is due to 3  major factors interfered here: 1) maximum FH of OFOBS 

during the dive within sample area reached here about 8.7 m 2) the along track slope of 25° 

and 3) side slope of 20°. The FH is the main reason of such a noise in the survey area. The fol-

lowing figures are showing the failed algorithm of SCF and the outputs of roughness estimation 

algorithm.  

 

Figure 9-12: SSA_B the ultra-noisy area (A)Top view showing the failed attempt of classification by SCF 
algorithm over (B) top view of the same area, where 85 cap detected by roughness algorithm by kernel 
size of 35 cm (C) isometric view of the same area illustrating the along track slope and side slope 

Another piece of knowledge which was achieved during this data mining is about the relation-

ship of sponge distribution and seabed slopes. As the following graph shows the Geodia 

sponges are mostly settled at the seabed where the ground slope is smaller than 45° but hard-

ly could be detected in the slope bigger than 45°. This pattern accrues in the slope area be-

tween the central peck and the saddle in SSA-C several times. The following picture is showing 

the side and top view of the same area where the sponges are settled at the slope smaller than 

45°. 

SSA-B 
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Figure 9-13: The influence of the slope over the Sponges distribution 

One of the most noticeable phenomenon detected during the OFOBS dives, is the sponges 

tracks which could be observe once in q while in videos and still images. The initial hypothesis 

to describe this linear feature is the effect of slope and gravity to the sponges. But the analyses 

of the regional slope over the reconstructed 3D model reveal that in some areas the track of 

the sponge’s path is perpendicular to the seabed slope. The following graph is showing the 

mention analysis. 

 

 

 

 

 

Figure 9-14: Sponge track in related to terrain slope. 
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9.6 Volume Estimation:  

For the volume estimation, it must be considered that the size of the grid plays a major rule in 

the volume estimation accuracy therefore should be chosen as it fits the requirements in re-

gard to the clouds resolution. The grid step sets for this calculation 

The geometry area measured for this boundary A is as big as 287.626705 m2 and this value 

calculated for the manually detected sponges has two following value  

9.7 Analyst of the SSS Classification  

The assumption of the intensity classification is that the sponges and rocks backscatter in 

higher intensity as the matter of higher exposure to the sonars waves compare to the flat sea-

bed. Therefore 54% of the sample signatures are pointed to the high intensity areas to im-

prove the detected sponges. The main problem of SSS data is in the outer boundary, as the 

image is not scaled, and the resolution gets worst in the outer side exponentially by the de-

creasing the incident angel of sonar ray. 

The detected features in the corners are bigger than in the middle and in the nadir,  there is no 

reliable information. The result of the segmentation with 20 and 25 nearest neighbors are 

quite similar. 

 

Figure 9-15: Result of the supervised classification by the 10 nearest neighbors. 
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Figure 9-16: Result of the supervised classification by the 25 nearest neighbors. 

9.8 Challenges and Choices 

In some cases, a layer of spicules material covers the sponges completely or partly, which re-

gardless to the material and consistency all these variations temporary named as sponge’s 

crown, including yellowish bacteria accumulation or dead or dying sponges. This is one of the 

unsolved challenges for feature detection in point cloud as the designated method is designed 

for non-colored point cloud, which needs more complex workflow and programing. 

The other challenge of current dataset is low color contrast of the sponges with the seabed 

background color. As the pattern recognition algorithms benefit from high color contrast with-

in SfM and feature detection. In addition, the image quality of the frames is blurred in the cor-

ners and slightly smudged by the OFOBS motion, which could be solved by provided improve-

ment recommendations in sub-chapter 9.7.2. 

9.9 Further Possible Data Mining 

The OFOBS footage shows a great variety of shapes of the same morphotypes with different 

geometries (Appendix E) and also some of the complexity regarding sponges’ collision with 

other sponges of the same type or other members of the habitat community (Appendix F). 

Therefore, a local catalog is provided from the video and stills camera in order to prepare an 

unofficial catalog of the sponges’ geom-morphotypes in the region which are the essential key 

for data interpretation, feature detection and algorithm training. Due to the computer feature 

detection processing, there should be a combination of raster and geometry classification ap-

proach for sponges’ classification with some positive and negative samples. 
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Therefore, during the data processing a little experiment conducted in order to classify the 

geom-morphotypes of the sponges. The object-based image analysis (OBIA) and object-based 

point cloud analysis (OBPA) employed. OBIA and OBPA are advanced segmentation methods 

based on neural network. For this classification three individual datasets employed: orthopho-

to mosaic, DEM. and cleaned dense cloud. For these process the trial version of eCognition 

Developer employed (eCognition (Ed.), 2017).  

Although the work flow was not very straightforward initially and some obstacles appeared 

regarding the data capability limitation for free version and memory overflow, but the multi-

segmentation algorithms succeed to detect sponges crown in low color contrast situation. 

  

Figure 9-17: Output of multi-segmentation for sponge detection by different setting. 

 Although the resolution of the SfM products are not good enough for more detailed data min-

ing but the experiment shows that with a better point cloud and orthomosaic the haar-like 

cascade algorithm could distinguish the geom-morphotypes. The following pictures are illus-

trating the low resolution orthophoto of a concave crown sponges (Appendix F) recognized 

and classified by two different variation setting 

   

Figure 9-18: Outputs of geom-morphotypes segmentation by eCognition. (Left) a concave crown sponge 
on orthophoto, (middle and right) result of the segmentation by different variable sets. 

The other possible improvement for geom-morphotypes segmentation could be applied over 

the Spongdia, by clustering the neighborhood peaks which have similar height as concave 

crown or more geometry analysis. 
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Figure 9-19: Results of Spongdia peak NN: (Upper left) NN9, (upper right) NN13, (lower left) NN25, 
(lower right) NN45. 

9.10  Possible Improvements 

The exploited OFOBS was not originally designed for underwater Photogrammetry purposes 

but mainly as observation and the bathymetry. The idea of using OFOBS dataset developed 

during post processing phase of PS101 with the master theses of Dreutter (2017). Therefore, in 

this section some recommendation will present with intention to improvement the data capa-

bility and quality of optical datasets of the OFOBS. These adaptations and modifications will 

convert the OFOBS to an underwater photogrammetry platform with bathymetry extension.  
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Some of these modifications have extra cost and a little impact while some improve the out-

come exponentially with no cost. 

 Data Acquisition Improvement  

It is possible to improve the capability and quality of the 3D model by ~10 times better via the 

camera configuration time setting. The automatically shooting interval of still camera has to be 

shortening to a tailored value which provides appropriate overlaps on a sequence of the 6k 

images. These images are ~11 times richer in pixel number and are premier in hue and color 

balance, which are not only improve the GSD but also provide more reliability and accuracy for 

pattern recognition result. It also will escape the errors and uncertainty of the video frame 

timestamping interpolation, as these images already have the time and position information 

embedded in their metadata. Therefor by improving the initial and fundamental dataset the 

noise and ambiguity will reduce exponentially.  

 Further Hardware Improvements  

There are many possibilities to improve the optical dataset of OFOBS by utilizing extra hard-

ware and extension, which some of them will improve the bathometry dataset as well. Also, 

there are some hardware modifications for the cameras mounting which needs detailed analy-

sis. 

In addition to the camera resolution which play the major role in the image and derivatives 

quality there are still many technical and strategically details which could boost the outcomes 

noteworthy directly and indirectly.  

In order to extract sharper still images and video there are several compensation methods and 

techniques available from which already employed in film industry and smartphones, in which 

they meant to reduce blurring effected by the motion of an imaging device within exposure. 

The concept of Image stabilization has Hardware or Software or mixed approach. A usual com-

pensating hardware which mostly employed in drones and UAVs is Gimbal. 

The gimbals could be utilized either as camera stabilization systems or for whole OFOBS 

mounting system. 

The current camera installation of OFOBS could be categorized as a passive photogrammetry, 

while in the case of installing the second parallel stills camera, the system will turn to a stereo 

photogrammetry system or active photogrammetry system (Bianco et al., 2011).  The benefit 

of the active system is vary: 1) the active system provides a wider range of the data sets spe-

cially if there is more than 2 camera installed in the parallel arms, also the stereo shooting 

could extend the OFOBS for the simultaneous localization and mapping (SLAM) system.  

With a wider imagery system, the result of SfM will expand to the area where the SfM dataset 

and bathymetry point will have overlap. Thus, the feature matching and resampling methods 

will provide a seamless high resolution wide range dataset. 
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10 Conclusion  

This work has address the novel developed workflow of spatial data mining for habitat map-

ping on several datasets collected in the harsh condition of the Arctic Ocean by the Ocean 

Floor Observation and Bathymetry System (OFOBS).  The rationale of this work was based on 

multi-sensor dataset with different type, quality, capability and uncertainty which were em-

ployed for feature detection. The previous chapters have present the capability of various 

computer vison and pattern recognition algorithms excavating to the different geospatial da-

tasets, searching defined target object (Geodia sponges)  in order to categorizing them in sev-

eral classes.  

Although the main focus of spatial data mining was on the optical sensor dataset, some fea-

ture detection algorithms were applied over sonar datasets in order to show the capability of 

the data in comparison to the optical datasets.  

 The structure from the motion (SfM) algorithm recruited for reconstructing the 3D model, and 

then the mapping product of the 3D model were exported for further data mining. The 3D 

model inherits its quality mostly from the low-resolution video frames, as 95% of the images 

involved in the reconstructed model come from the low-quality video camera. 

In this study area two type of measurements are considered: 3D dimensions of the detected 

objects and 3D position of the survey area. Regarding the environment property and frequent 

disconnection of the USBL, the underwater positioning in the global coordinate frame still re-

mains a mystery in the range of several meters in the mean of incomputable total propagation 

uncertainty (TPU).  However, the local frame and the measurement of the 3D dimension of the 

object is evaluated locally bay triple projected laser dots in the local frame were achieved by 

4% (2 centimeter in 50-centimeter reference distance ) centimeters (chapter 9.1). 

The enormous capability of the OFOBS dataset for habitat mapping was demonstrated in chap-

ter 7 and 8 by implementing several feature detection algorithms for imagery datasets and 

sonar datasets.  The imagery datasets provide higher resolution feature detection but in a lim-

ited narrow corridor of the field of view (FOV) of the camera, while the bathymetry is covering 

a wider area but there are lots of ambiguity in the type and size of the detected objects, espe-

cially in the outer range of the side scan sonar data and bathometry. Also, it is not possible to 

detect any object in nadir point of sonar by several meters due to the property and installation 

of the sonar system, thus it is impossible to extend and resample the results of the imagery 

dataset to the sonar dataset with acceptable assumptions. The solution for this issue is provid-

ed in the recommendations chapter. 
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There are several challenges within the datasets which were discussed in chapter 9.7. Mainly 

there are the two physical factors recognized which affect the OFOBs data quality: one of them 

is a sudden change in the slope which caused imbalanced light absorption in a single picture 

and the other one is the flight height (FH) of the OFOBS as is described in ultra the Ultra-noisy 

area. As it discussed in the previous chapter the FH has more influents on the resolution and 

quality of the point cloud than the slope. Also, there low color contrast of the seabed captured 

in video camera is an unsolvable problem. In addition, the complexity and geom-morphotypes 

diversity of the sponges (Appendix F and G) are the two serious challenges for the peak detec-

tion algorithms which partly remained unsolved. 

The interpretation of the distribution of the sponges attempted in chapter 9.4 by comparing 

the two relatively flat areas shows the capability and advantage of the provided methods in 3D 

datasets. This kind of interpretation could not be achieved in 2D feature detection over ortho-

photo images.   
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Appendix A (RV Polarstern) 

RV Polarstern Sketch with vessel survey reference points and fixed sensors position 
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Appendix B  (OFOBS Instruments Sketch) 
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Appendix C (Maps) 
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Appendix D (Volume estimation tables) 

Ground source: DTM Cloud  
Empty cell value: Interpolate 
Ceil Source: DSM Cloud 
Grid step: 0.05 
Grid Size: 2160 x 931 
Projected dir. : Z 
Cell height: Average 

Ground source: DTM Cloud  
Empty cell value: Interpolate 
Ceil Source: DSM Cloud 
Grid step: 0.1 
Grid Size: 1080 x 466 
Projected dir. : Z 
Cell height: Average 

Volume: 23.982 
Surface: 769.940 
---------------------- 
Added volume: (+)24.394 
Removed volume: (-)0.412 
---------------------- 
Matching cells: 99.6% 
Non-matching cells: 
    ground = 0.0% 
    ceil = 0.4% 
Average neighbors per cell: 8.0 / 8.0 

 Volume: 35.087 
Surface: 769.560 
---------------------- 
Added volume: (+)35.096 
Removed volume: (-)0.008 
---------------------- 
Matching cells: 99.6% 
Non-matching cells: 
    ground = 0.0% 
    ceil = 0.4% 
Average neighbors per cell: 7.9 / 8.0 

Ground source: DTM Cloud  
Empty cell value: Interpolate 
Ceil Source: DSM Cloud 
Grid step: 0.25 
Grid Size: 433 x 187 
Projected dir. : Z 
Cell height: Average 

Ground source: DTM Cloud  
Empty cell value: Interpolate 
Ceil Source: DSM Cloud 
Grid step: 0.5 
Grid Size: 217 x 94 
Projected dir. : Z 
Cell height: Average 

Volume: 14.560 
Surface: 778.938 
---------------------- 
Added volume: (+)14.562 
Removed volume: (-)0.003 
---------------------- 
Matching cells: 99.6% 
Non-matching cells: 
    ground = 0.0% 
    ceil = 0.4% 
Average neighbors per cell: 7.8 / 8.0 

Volume: 18.748 
Surface: 801.750 
---------------------- 
Added volume: (+)18.759 
Removed volume: (-)0.011 
---------------------- 
Matching cells: 98.7% 
Non-matching cells: 
    ground = 0.0% 
    ceil = 1.3% 
Average neighbors per cell: 7.5 / 8.0 
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Appendix E (Supervised Clustered by Signatures) 

# Signatures Produced by Class Sig from  
#    Class-Grid __1000002 
#    and Stack __1000001 
#    Number of selected grids            4 
#    Layer-Number    Band-name 
/*           1       PS101_169_A_SSL_3cm_RENAV_RGB.tif\Band_1 
/*           2       PS101_169_A_SSL_3cm_RENAV_RGB.tif\Band_2 
/*           3       PS101_169_A_SSL_3cm_RENAV_RGB.tif\Band_3 
/*           4       PS101_169_A_SSL_3cm_RENAV_RGB.tif\Band_4 
#  Type   Number of Classes   Number of Layers    Number of Parametric Layers 
    1             3                  4                         4 
# =================================================================== 
#  Class ID     Number of Cells    Class Name 
        1               215         1 
# Layers             1             2             3             4 
# Means                2.543070e+002 2.474465e+002 2.348233e+002 2.550000e+002 
# Covariance 
    1       3.994271e+001 8.325949e+001 1.634984e+002 0.000000e+000 
    2       8.325949e+001 3.908464e+002 9.588830e+002 0.000000e+000 
    3       1.634984e+002 9.588830e+002 2.427455e+003 0.000000e+000 
    4       0.000000e+000 0.000000e+000 0.000000e+000 0.000000e+000 
# ------------------------------------------------------------------- 
#  Class ID     Number of Cells    Class Name 
        2               161         2 
# Layers             1             2             3             4 
# Means                2.218634e+001 1.396894e+001 0.000000e+000 2.550000e+002 
# Covariance 
    1       2.122901e+002 1.386058e+002 0.000000e+000 0.000000e+000 
    2       1.386058e+002 9.056778e+001 0.000000e+000 0.000000e+000 
    3       0.000000e+000 0.000000e+000 0.000000e+000 0.000000e+000 
    4       0.000000e+000 0.000000e+000 0.000000e+000 0.000000e+000 
# ------------------------------------------------------------------- 
#  Class ID     Number of Cells    Class Name 
        3                25         3 
# Layers             1             2             3             4 
# Means                2.173600e+002 1.466800e+002 1.512000e+001 2.550000e+002 
# Covariance 
    1       1.838490e+003 1.397203e+003 5.928300e+002 0.000000e+000 
    2       1.397203e+003 1.127310e+003 6.418733e+002 0.000000e+000 
    3       5.928300e+002 6.418733e+002 7.510267e+002 0.000000e+000 
    4       0.000000e+000 0.000000e+000 0.000000e+000 0.000000e+000 
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Appendix F  (Sponges morphotypes catalog ) 

 
Convex crown 

 
Concave crown 

 
Flat crown 

 
Half Flat/Convex crown 

 
Concave crown with multi hole 

 
Ring shape  

 

This catalog is based on the observation of videos and images of OFOBS dive PS101-169-1 of 

the sample area. The naming is temporary as there is no such catalog available. The catalog is 

biased on the geometry of the morphotypes which is shortened to geom-morphotypes  
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Tween Convex Crown 

 

 

Tween Concave Crown 

 
 

 

Convex nested crown 

 

 
Concave nested crown 

 

 

Multi deck crown 
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Appendix G (Complex situation for sponge 
detention) 

 

 
Concave Crown (with a shrimp in the middle) 

 
Single hole Concave Crown with anomaly in the top 

 

 
Complex situation(sponges and Starfishes) 

 

 

 
Complex Object (Bacterial mat covering dead/dying sponge and 

star fish) 
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Sinked in and partly covered by sponge spicules 

 

 

 
yellowish decaying dead/dying sponges mixed with bacterial 

mate 

 

 
Mixed Group (collision scenario) 

 

 
Complicated situation of sponges and sponge spicules 
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