Underway spectrophotometry in the Fram Strait (European Arctic Ocean): a highly resolved chlorophyll a data source for complementing satellite ocean color
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Abstract: Satellite remote sensing of chlorophyll a concentration (Chl-a) in the Arctic Ocean is spatially and temporally limited and needs to be supplemented and validated with substantial volumes of in situ observations. Here, we evaluated the capability of obtaining highly resolved in situ surface Chl-a using underway spectrophotometry operated during two summer cruises in 2015 and 2016 in the Fram Strait. Results showed that Chl-a measured using high pressure liquid chromatography (HPLC) was well related ($R^2 = 0.90$) to the collocated particulate absorption line height at 676 nm obtained from the underway spectrophotometry system. This enabled continuous surface Chl-a estimation along the cruise tracks. When used to validate Chl-a operational products as well as to assess the Chl-a algorithms of the aqua moderate resolution imaging spectroradiometer (MODIS-A) and Sentinel-3 Ocean Land Color Imager (OLCI) Level 2 Chl-a operational products, and from OLCI Level 2 products processed with Polymer atmospheric correction algorithm (version 4.1), the underway spectrophotometry based Chl-a data sets proved to be a much more sufficient data source by generating over one order of magnitude more match-ups than those obtained from discrete water samples. Overall, the band ratio (OCI, OC4) Chl-a operational products from MODIS-A and OLCI as well as OLCI C2RCC products showed acceptable results. The OLCI Polymer standard output provided the most reliable Chl-a estimates, and nearly as good results were obtained from the OCI algorithm with Polymer atmospheric correction method. This work confirms the great advantage of the underway spectrophotometry in enlarging in situ Chl-a data sets for the Fram Strait and improving satellite Chl-a validation and Chl-a algorithm assessment over discrete water sample analysis in the laboratory.
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1. Introduction

Phytoplankton, the main primary producers at the base of marine food web, have distinctive impacts on the changes of Arctic climate system. The Arctic region is warming at rates double than the global average, coinciding with persistent sea ice decline [1]. Seasonal sea ice retreat favors phytoplankton bloom development and the extension of phytoplankton growing season, increasing annual mean phytoplankton biomass and production [2,3]. This increase, in turn, is expected to further warm the ocean surface layer by absorbing more solar radiation and triggering additional positive feedbacks, which could amplify Arctic warming by 20% [2]. Meanwhile, together with ice algae, the increasing phytoplankton stocks generate more dimethylsulphide, a trace gas that provides 80% of global biogenic atmospheric sulphur [4]. When released to the atmosphere, dimethylsulphide, via formation of sulphate aerosol, cool the Arctic atmospheric temperature by dispersing solar radiation [5–7].

Despite the climatic role of Arctic phytoplankton, ship-based in situ measurements of total chlorophyll a concentration (Chl-a), a universal proxy of phytoplankton biomass, are sparse in the harsh Arctic Ocean. In situ Chl-a can be measured either through in situ fluorometers or High-Performance Liquid Chromatography (HPLC). The former method is relatively simple and inexpensive, but can cause inaccuracies due to natural variations in the fluorescence to Chl-a ratio [8], the fluorescence of colored dissolved organic matter (CDOM) [9], and the non-photochemical quenching [10]. HPLC is more accurate, but requires more intensive labor, time, money and complex analysis [11–13]. In addition, HPLC Chl-a measurements are based on discrete water samples collected on board, therefore, greatly limited by low repeat frequency and spatial coverage.

Satellite remotely sensed Chl-a is one of the most appropriate data sets to study long-term phytoplanktonic variability. However, ocean color data of the Arctic Ocean suffer from poor spatio-temporal coverage and resolution because of the heavy clouds and fog, the prevailing low solar elevations in high latitudes and the presence of sea ice etc [14]. Furthermore, standard ocean color Chl-a algorithms may not be sufficient to account for the bio-optical heterogeneity within the Arctic Ocean [15]. In the areas subjected to freshwater inputs, terrigenous CDOM can cause an overestimation of Chl-a when using standard algorithms [16–18]. In addition, phytoplankton tend to increase Chl-a per cell to absorb more light under low light conditions. Thus, pigment packaging is enhanced and Chl-a specific absorption coefficient is lowered, causing underestimation of satellite retrieved Chl-a [16–20]. Therefore, Arctic satellite ocean color Chl-a data require to be validated, improved and supplemented with substantial volumes of in situ observations.

In 2016, the Sentinel-3 Ocean and Land Color Instrument (OLCI) was launched as the successor of the Medium Resolution Imaging Spectrometer (MERIS) (mission between 2002 and 2012). It has a full spatial resolution of approximately 300 m and a swath width of 1270 km. OLCI Level 2 ocean color products were first released in July 2017. A second OLCI
sensor is launched in April 2018, followed by six more OLCI sensors operated until the late 2030s. To date, OLCI Chl-a retrievals have not yet been evaluated in the Arctic region. There is an urgent need for validation data for the new Sentinel-3 OLCI Chl-a product as well as other products.

The Fram Strait, the deepest gateway connecting the Arctic Ocean to the North Atlantic Ocean, is one of the most climate-relevant ocean passages. Water masses exchange here along with salt and heat, including southward transportation of Arctic cold fresher water and sea ice to the Atlantic by the East Greenland Current, which accounts for nearly all of the Arctic sea ice export to the Atlantic Ocean [21], and northward inflow of Atlantic warm saltier water to the Arctic Ocean carried by the West Spitsbergen Current [22,23]. Within the context of climate change, these processes have been enhanced over the past decades. Observations in the Fram Strait revealed increased warming [24] and a larger amount of Arctic freshwater and sea ice export [25–27], which further accelerated North Atlantic freshening and promoted Arctic ice melt. The consequent effects on planktonic community patterns might be inferred from the shift of dominated phytoplankton assemblages from diatoms to other smaller nano- or picoplankton species [28,29], together with an increase of warm-adapted zooplankton in the eastern Fram Strait [30]. Model simulations revealed that primary productivity differs in zones influenced by different water masses in the Fram Strait [31–34]. Recently, a time series study of summertime Chl-a in eastern Fram Strait showed increasing Chl-a trend over 20 years using combined analysis of satellite ocean color and discrete in situ measurements [29,35]. However, further long-term in situ investigations are needed as ground truth for the validation of new satellite sensors (e.g. OLCI) and evaluation of Chl-a algorithms in order to obtain consistent time series data by integrating different satellite sensor measurements.

The shipboard underway spectrophotometry represents a promising in situ Chl-a observation technique. It utilizes a WET Labs AC-S hyperspectral spectrophotometer (or its former alternative, the 9-wavelength resolved AC-9) that is operated in flow-through mode to derive particulate absorption coefficients \( a_p \) (for simplicity, the wavelength dependency of \( a_p \) is omitted in the context) [36–47]. Those \( a_p \) data are calculated by differencing measurements from temporally adjacent 0.2-µm filtered and whole water samples. Instrument drift is removed during the subtraction, which is difficult to be accounted for when routine calibrations are not possible [39]. Via empirical relationships between \( a_p \) and Chl-a, continuous surface Chl-a data along cruise tracks can be obtained. This technique considerably facilitates the collection of in situ Chl-a measurements with unprecedented temporal and spatial resolution due to high sampling frequency, low power consumption, and the cost-effectiveness of the AC-S or AC-9 instrument and other components of the flow-through system. While the applicability of this technique to derive highly resolved Chl-a has been evaluated on an equatorial transect [39], in Equatorial Pacific, North Atlantic, Mediterranean Sea and Subarctic Northeast Pacific [38], and during the cruises of Tara Oceans [40,46] and the Atlantic Meridional Transect [42], it has never been used in the Fram Strait.

Here, we evaluate the capability of obtaining highly resolved surface Chl-a using the shipboard underway AC-S flow-through system in the Fram Strait. To achieve a detailed understanding on the quality of the Chl-a data sets of several satellite sensors and various algorithms, the retrieved Chl-a data from AC-S \( a_p \) measurements are used to validate (1) OLCI Level 2 Chl-a operational products, (2) OLCI Level 2 Chl-a products processed with Polymer atmospheric correction algorithm (version 4.1) [48,49], and (3) Level 2 Chl-a operational products from NASA Aqua Moderate Resolution Imaging Spectroradiometer (MODIS-A).
2. Data and methods

Data were collected during two cruises onboard *R.V. Polarstern* to the Fram Strait: the PS93.2 cruise from 20 July to 14 August in 2015 and the PS99.2 cruise from 23 June to 16 July in 2016. Both cruises followed similar tracks, ranging from approximately latitudes 72° to 80°N and longitudes 10°W to 15°E (Fig. 1).

2.1 Underway AC-S measurements

A 25 cm-pathlength AC-S was integrated into the shipboard flow-through system to measure the hyperspectral absorption and beam attenuation coefficients over a spectral range of 400 – 740 nm. The effective spectral resolution (FWHM) is 10 nm and the sampling rate equals ~4 Hz with ~3.5 nm wavelength resolution.

The AC-S flow-through system was set up following Slade et al. [39]. The AC-S instrument was mounted to the seawater supply from the ship’s membrane pump, with keel intake at roughly 11 m below the sea surface. The pumped seawater with a flow rate of 1 to 2 L min\(^{-1}\) first passed a de-bubbler (4H Jena, Germany) to reduce air bubbles. Via an electronically actuated valve controller (Isitec, Germany), the de-bubbled seawater was diverted either directly to the AC-S to measure the total non-water absorption and beam attenuation for 50 minutes per hour, or through a 0.2-um cartridge filter (Sartobran P, Germany) and then to the AC-S for the remaining 10 minutes each hour to provide a baseline for particulate absorption measurements. The AC-S instrument was cleaned every 1-2 days for blank measurements. The filter cartridges were replaced approximately once per week. The system was operated constantly except when anchoring the ship in ports, during daily cleaning of the AC-S tubes or while replacing the cartridge filter.

AC-S data were processed following the procedures adapted from Slade et al. [39]. Briefly, AC-S data were successively de-spiked, visually checked and 1-min median binned. Temperature and salinity dependency of pure water absorption were accounted for following Sullivan et al. [50]. The absorption coefficients measured over the filtering period was interpolated to the time of the total absorption measurements and finally subtracted to obtain \(a_p\) and particulate attenuation coefficient \(c_p\). Scatter and residual temperature correction for
were performed following Slade et al. [39] to correct the overestimation of $a_p$ due to the incomplete collection of the scattered light in the AC-S a-tube, and concurrently to account for the temperature differences between the filtered and unfiltered seawater and between the samples in the AC-S tubes and the thermostalinometer. The proportional scatter correction approach from Zaneveld et al. [51] was adopted.

2.2 Discrete water sampling

To validate the AC-S measurements, approximate 5 L of water samples were collected from the unfiltered AC-S outflow for later laboratory analysis of phytoplankton pigment composition and concentration and $a_p$. These samples were filtered on 25 mm (or 47 mm only for $a_p$ measurements during PS93.2) diameter Whatman GF/F glass fiber filters (nominal pore size of 0.7 µm).

2.2.1 Phytoplankton pigment analysis

Filters for phytoplankton pigment composition and concentration analysis were immediately shock-frozen in liquid nitrogen and then stored at −80°C until further analysis at the laboratories of the Alfred-Wegener-Institute Helmholtz Centre for Polar and Marine Research (AWI).

Pigment composition was analyzed by an HPLC system comprising a Waters 600 controller combined with a Waters 2998 photodiode array detector, a Waters 717plus autosampler and a LC Microsorb C8 HPLC column. A list of 23 pigments shown in Table 2 of Taylor et al. [52] were separated and quantified following an adjustment of the method described in Barlow et al. [53], as detailed in Taylor et al. [52]. The pigment data were quality assured according to Aiken et al. [54]. Chl-a was calculated as the summed contribution of monovinyl chlorophyll a, chlorophyllide a and divinyl chlorophyll a concentrations. Four phytoplankton groups, namely diatoms, green algae, prymnesiophytes (haptophytes) and prokaryotes, were identified and determined from their biomarker pigments using Diagnostic Pigment Analysis (DPA) [55–58] that is applied to a large global pigment data set by Losa et al. [59] to obtain the specific weights to convert the diagnostic pigment concentrations to Chl-a contributed by the aforementioned phytoplankton groups.

2.2.2 Particulate absorption measurements

The Quantitative Filter Technique (QFT) measurements of spectral light absorption were performed differently over the two cruises. Filters collected during PS93.2 were stored at −80°C after being immediately shocked-frozen in liquid nitrogen until analysis at AWI. Measurements were carried out on a dual-beam UV/VIS spectrophotometer (Cary 4000, Varian Inc.) equipped with a 150 mm integrating sphere (external DRA-900, Varian, Inc. and Labsphere Inc., made from Spectralon™) following the method described in Simis et al. [60]. The filters were placed in the center of the integrating sphere and scanned in the range from 300 to 850 nm with the wavelength resolution of 1 nm. The baseline was recorded using a dry blank filter and a blank filter that was soaked in freshly produced Milli-Q water for more than 30 minutes. Optical density ($OD(\lambda)$) was measured and transformed to transmittance ($T(\lambda)$) following Eq. (1), which was finally used to calculate $a_p$ following Eq. (2) using a path length amplification factor of 4.5 ($\beta = 1/4.5$) [61].

$$T(\lambda) = e^{-OD(\lambda)}$$

$$a_p(\lambda) = -\ln(T(\lambda) \times A \times \beta \times V^{-1})$$

where $V$ is the filtrated sample volume in m$^3$, $A$ the filter clearance area in m$^2$ and $\lambda$ wavelength in nm. The calculated $a_p$ is in m$^{-1}$.

Filters collected during PS99.2 were immediately measured on board with QFT using a small portable integrating cavity absorption meter (QFT-ICAM) to avoid the artifacts and
uncertainties from sample preservation and transport. Instrument setup and measurement procedure were detailed in Röttgers et al. [62]. Briefly, QFT-ICAM is made up of an 80 mm-diameter integrating spherical cavity with the highly reflective white PTFE walls, a CF-1000-HC lamp (Illumination Technology, USA) with an integrated filter wheel and a photodiode array detector (AVASPEC-ULS2048-RS-USB2, Avantes, the Netherlands). These three components are connected by two quartz-glass optical fibers. There are two thin Nylon strings in the middle plane across the whole cavity to hold the filters. Sample and reference filters were measured inside the integrating cavity by being moved in and outside of the light beam. A scan from 300 nm to 850 nm with the wavelength resolution of 0.3 nm was performed for each measurement. Dark currents were determined before filter measurements. \( a_p \) was calculated following Eqs. (1) and (2) using a path length amplification of 4.06 (\( \beta = 1/4.06 \)) [62].

2.3 Satellite Chl-a validation

*In situ* Chl-a data derived from both AC-S and HPLC were used to validate satellite-derived Chl-a products. MODIS-A Level 2 operational products (R2014.0) retrieved from OCI algorithm were downloaded from the Ocean Color Website (http://oceancolor.gsfc.nasa.gov/) and analyzed for both *in situ* data sets of PS93.2 and PS99.2.

OLCI Level 2 Chl-a products were also validated with the PS99.2 data set, since OLCI started measuring in 2016. In this case, Chl-a products retrieved from Case 2 Regional CoastColour (C2RCC, version 0.15) and OC4 standard processor algorithms were used. OLCI Level 2 products (reprocessed data set REP NT_002 IPF-OL-2, version 06.08) were provided by EUMETSAT (https://www.eumetsat.int) in the context of Sentinel-3 Validation Team (S3VT) project.

In addition, three Chl-a data products produced from OLCI remote sensing reflectance data using Polymer atmospheric correction algorithm (version 4.1) were also evaluated because of their increased coverage as compared to the standard products. The Polymer algorithm provides a powerful atmospheric correction for ocean color data in the presence of contamination from sun glint, thin clouds heavy aerosol plumes or adjacency effect; these contaminated conditions are often not correctly treated by standard atmospheric correction schemes with extrapolation from the near infrared (e.g., used for MODIS-A OCI and OLCI OC4) [48,49]. We processed OLCI Level 1 products (reprocessed data set REP NT_002 IPF-OL-1-EO, version 06.06) from EUMETSAT with the Polymer algorithm (version 4.1) (provided at www.hygeos.com/Polymer). We used the Chl-a product retrieved from the Polymer atmospheric correction processing, which is an iterative spectral matching method using OLCI bands from 412 to 865 nm. This method relies on two simple models: a three-parameter model for the atmosphere and a two-parameter model for the ocean. The latter is based on a backscattering and an absorption term that is represented by Chl-a. Therefore, Polymer produces not only normalized spectral water reflectance but also Chl-a estimates. In this configuration, no adjustment of the radiometric calibration has been applied: the gain is set to 1 at all bands. Additionally, we applied the OCI and OC4 algorithms to the OLCI Polymer remote sensing reflectance to derive Chl-a products, which helps to evaluate specifically the effect of atmospheric correction methods on the different OLCI and MODIS-A products. Here we denote the OC4 algorithm with standard atmospheric correction as OC4-Operational, OCI and OC4 algorithm with Polymer atmospheric correction as OCI- and OC4-Polymer, respectively, and Polymer standard algorithm as Polymer-Standard.

When processing OLCI data, different bitmask settings were applied to approve only pixels measured under optimal conditions. S3VT recommends bitmask settings for the OC4 standard product as follows: [invalid, land, cloud, cloud_ambiguous, cloud_margin, snow_ice, suspect, hisolzen, saturated, highglint, whitecaps, ac_fail, oc4me_fail, annot_taul06, rwneg_o2, rwneg_o3, rwneg_o4, rwneg_o5, rwneg_o6, rwneg_o7, rwneg_o8] and for the C2RCC product as follows: [invalid, land, cloud, cloud_ambiguous, cloud_margin, snow_ice,
suspect, hisolzen, saturated, highglint, whitecaps, ocnn_fail]. For the Polymer output, a [thick_aerosol, cloud_base] bitmask was applied.

In situ Chl-a data sets were then matched to satellite derived Chl-a values at the same day for MODIS-A 1x1 and OLCI 3x3 pixel windows following the procedure of MERMAID (MERIS Matchup In situ Database) [63]. Different pixel window sizes were chosen because of the relatively comparable spatial resolutions of 1 km for MODIS-A 1x1 and 900 m (3x300 m) for OLCI 3x3 pixel windows. Both MODIS-A and Sentinel-3 orbits are near-polar orbits. In polar regions, it is more possible to acquire multiple satellite retrievals for a given in situ record due to the increasing overlap in adjacent swaths. In this case, the multiple satellite data are considered as parallel measurements and included in the same pixel window. Satellite Chl-a data for which the median coefficients of variation with respect to log10 based Chl-a within one pixel window were greater than 0.15 were excluded to minimize the effect of mismatch in spatial scales of in situ and satellite data [64]. When more than one in situ measurements were matched to satellite data within the same pixel window, the in situ Chl-a values were averaged. Table 1 shows an overview over all the algorithms that are used to derive Chl-a products.

<table>
<thead>
<tr>
<th>Crui ses</th>
<th>Satellite Sensor</th>
<th>Atmospheric Correction</th>
<th>Chl-a algorithm</th>
<th>Denotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS93.2</td>
<td>MODIS-A</td>
<td>Standard</td>
<td>OCI</td>
<td>OCI</td>
</tr>
<tr>
<td>PS99.2</td>
<td>MODIS-A</td>
<td>Standard</td>
<td>OCI</td>
<td>OCI</td>
</tr>
<tr>
<td></td>
<td>OLCI</td>
<td>Standard</td>
<td>OC4</td>
<td>OC4-Operational</td>
</tr>
<tr>
<td></td>
<td>C2RCC</td>
<td>C2RCC</td>
<td>C2RCC</td>
<td>C2RCC</td>
</tr>
<tr>
<td></td>
<td>Polymer</td>
<td>Polymer</td>
<td>Polymer-Standard</td>
<td>Polymer-Standard</td>
</tr>
<tr>
<td></td>
<td>Polymer</td>
<td>OC4</td>
<td>OC4-Polymer</td>
<td>OC4-Polymer</td>
</tr>
<tr>
<td></td>
<td>Polymer</td>
<td>OCI</td>
<td>OCI-Polymer</td>
<td>OCI-Polymer</td>
</tr>
</tbody>
</table>

2.4 Statistics

We used a set of statistical tests following Brewin et al. [65] and Sá et al. [66] to evaluate the performance of (1) the AC-S data correction scheme, (2) AC-S based Chl-a retrieval models and (3) satellite Chl-a algorithms. These tests include the determination coefficient ($R^2$), the Pearson correlation coefficient ($r$), the root mean square error ($RMSE$), the mean absolute error ($MAE$), the bias error ($\delta$), and the unbiased root mean square error ($\Delta$), the mean Relative Percentage Difference ($RPD$) and the slope ($S$) and the intercept ($I$) of Type-2 regression. For all linear regressions, Type-2 regression analysis was used (MATLAB function lsqfitma.m) [67]. The equations for these statistical metrics are given below:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (C_i^E - C_i^M)^2}
\]

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |C_i^E - C_i^M|
\]

\[
\delta = \frac{1}{N} \sum_{i=1}^{N} (C_i^E - C_i^M)
\]

\[
\Delta = \sqrt{\frac{1}{N} \sum_{i=1}^{N} ((C_i^E - \mu^E) - (C_i^M - \mu^M))^2}
\]
100 \sum_{i=1}^{N} C_{E}^i - C_{M}^i \times 100 \quad (7)

where \( N \) is the total number of samples, \( i \) is the sample index, \( C \) is Chl-a (log-transformed except in (7)) and \( \mu \) is the averaged \( C \). The superscript \( E \) denotes the estimated value (e.g. from satellite data) and the superscript \( M \) the measured value (e.g. from in situ data).

3. Results and discussion

3.1 Chl-a estimation from AC-S

In this study, particulate absorption line height at 676 nm (\( a_{LH}(676) \)) is used to retrieve Chl-a. \( a_{LH}(676) \) is chosen because it provides good estimates of Chl-a with lower contribution of accessory pigments and weaker packaging effect [68, 69]. \( a_{LH}(676) \) was calculated from the particulate absorption coefficient at 676 nm above the baseline from 650 nm to 715 nm following Eq. (8) [68]. For both cruises, \( a_{LH}(676) \) derived from the AC-S and filter-pad data are linearly related (for PS93.2, \( r = 0.94, \text{RMSE} = 0.008 \); for PS99.2, \( r = 0.90, \text{RMSE} = 0.009 \)).

\[
a_{LH}(676) = a_p(676) - \frac{a_p(715) - a_p(650)}{715 - 650}(676 - 650) - a_p(650). \quad (8)
\]

AC-S derived \( a_{LH}(676) \) calculated from Eq. (8) was related to HPLC Chl-a data for the two cruises in order to derive Chl-a from all the AC-S data. \( a_{LH}(676) \) was log10 transformed and averaged within the period of 10 minutes before and after HPLC sampling time [42]. It was then back-transformed and related to HPLC Chl-a data by the robust fitting of the power function of Eq. (9) [70,71] using bisquare weighting scheme:

\[
\text{Chl-a} = Aa_{LH}(676)^B. \quad (9)
\]

Table 2 portrays the regression coefficients and statistics for Chl-a to \( a_{LH}(676) \) relationships. \( a_{LH}(676) \) and HPLC Chl-a data were both log10-transformed for the calculation of the statistical metrics. For PS93.2, the coefficients \( A \) and \( B \) are 86.1 ± 11.1 and 1.00 ± 0.03, respectively; for PS99.2, they are 36.2 ± 6.78 and 0.93 ± 0.05, respectively. The fits are shown in Fig. 2(a)-2(b). \( B \) value from PS93.2 is close to 1, indicating a linear relationship between Chl-a and \( a_{LH}(676) \). \( A \) value from PS93.2 is over twice greater than that from PS99.2. For comparison, the relationships between Chl-a and filter-pad \( a_{LH} \) (676) were also derived (Table 2). The different fits obtained from AC-S and filter-pad data could be attributed to (1) varying degrees of sample-to-sample \( \beta \) variations for filter-pad data, (2) sensitivity of the calculated absorption coefficient to filter clearance area (1 mm measurement error for diameter causes 0.008 m\(^{-1}\) error in absorption coefficient), and (3) a wider spectral bandwidth of AC-S (10 nm) compared to Cary and QFT-ICAM (approximately 2 nm) resulting in flattening absorption peaks with AC-S data. Filter-pad data measured by Cary and QFT-ICAM can also differ from each other because samples for QFT-ICAM were immediately measured after filtration, whereas samples for Cary were stored at −80°C before finally measured. Nevertheless, the good \( R^2 \), \text{RMSE} and \text{MAE} values support the use of AC-S flow-through system to obtain Chl-a with high quality.

Given the good HPLC Chl-a to AC-S \( a_{LH}(676) \) relationships found for both cruises, coefficients \( A \) and \( B \) were then applied to all the AC-S derived \( a_{LH}(676) \) data to retrieve continuous surface Chl-a data sets along the cruise tracks. Figure 3 shows the comparison between Chl-a derived from the underway AC-S flow-through system and HPLC measurements for both cruises. The two Chl-a data sets showed good consistency, with \( S \) and \( I \) being 0.97 ± 0.02 and 0.03 ± 0.02, and the log10 based \( r \), \text{RMSE} and \text{MAE} being 0.95, 0.097 and 0.064, respectively. In total, 24424 and 16110 Chl-a data were generated for PS93.2 and PS99.2, ranging from 0.179 to 3.550 mg m\(^{-3}\) (mean value: 1.042 mg m\(^{-3}\)) and from 0.003 to...
2.701 mg m\(^{-3}\) (mean value: 0.677 mg m\(^{-3}\)), respectively. These values are representative for the summertime Chl-a variability observed in the Fram Strait [34]. The histograms of both \textit{in situ} Chl-a distribution (Fig. 2(c) and 2(d)) and time series of Chl-a (Fig. 4(a) and 4(b)) show that Chl-a data derived from AC-S exhibit a general agreement with those from HPLC, however, yet much more highly resolved during both cruise periods.

Table 2. Regression coefficients and statistics for HPLC Chl-a and \textit{in situ} a\(_{\text{LH}}\) (676) power function relationships for the cruises PS93.2 and PS99.2. The uncertainties of the regression coefficients \(A\) and \(B\) were calculated with 95% confidence bounds.

<table>
<thead>
<tr>
<th>Cruise</th>
<th>Measuring method</th>
<th>(A) ± (\text{SE})</th>
<th>(B) ± (\text{SE})</th>
<th>(R^2)</th>
<th>RMSE</th>
<th>MAE</th>
<th>(N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS93.2</td>
<td>AC-S</td>
<td>86.1 ± 11.1</td>
<td>1.00 ± 0.03</td>
<td>0.90</td>
<td>0.079</td>
<td>0.051</td>
<td>134</td>
</tr>
<tr>
<td></td>
<td>Cary</td>
<td>62.8 ± 9.85</td>
<td>1.05 ± 0.04</td>
<td>0.82</td>
<td>0.114</td>
<td>0.070</td>
<td>134</td>
</tr>
<tr>
<td>PS99.2</td>
<td>AC-S</td>
<td>36.2 ± 6.78</td>
<td>0.93 ± 0.05</td>
<td>0.90</td>
<td>0.120</td>
<td>0.083</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>QFT-ICAM</td>
<td>57.5 ± 10.2</td>
<td>0.91 ± 0.04</td>
<td>0.90</td>
<td>0.133</td>
<td>0.089</td>
<td>104</td>
</tr>
</tbody>
</table>

Fig. 2. (a) and (b) show the relationships between the collocated \(a_{\text{LH}}\) (676) derived from the underway spectrophotometry and HPLC Chl-a data for PS93.2 and PS99.2, respectively. The solid lines are power fits according to Table 2. The dash lines are ± 20% error lines. Different colors filled in the circles represent the dominating phytoplankton groups by diatom, prymnesiohyte, both diatom and prymnesiohyte or green algae, while the term “mixed” denotes a mixture of phytoplankton groups with no dominating group; (c) and (d) show frequency distribution of AC-S derived and HPLC Chl-a.
The differences in the HPLC Chl-a to AC-S $a_{JH}(676)$ relationships as well as the scatter around the regression lines between the two cruises suggested an inter- and intra-cruise variability of chlorophyll-specific absorption line height. The relationship for PS99.2 exhibited larger variations than that for PS93.2 as inferred from greater RMSE and MAE values. This may originate from the different times of the years being sampled that favor different phytoplankton growth conditions: PS93.2 was conducted from late July to mid-August and had a larger range and higher mean value of Chl-a data (see above); PS99.2 was conducted from late June to mid-July and also contained more very low Chl-a values (Fig. 2(c) and 2(d)). In addition, there were clear shifts of dominating phytoplankton groups (defined here as the fraction of a certain group calculated using DPA greater than 45%): Prymnesiophytes were dominant in 82.8% of the surface waters of PS93.2, while only 1.5% are diatom-dominated and 14.9% of the water samples were mixed without apparent dominating phytoplankton groups. In contrast, the fractions changed to 6.0%, 16.7% and 76.2% for PS99.2, respectively. Figure 2(b) shows that the data points outside of the ±20% error lines can be diatom-, prymnesiophytes-dominated or phytoplankton-mixed samples. Further calculation showed that 73.1% of the “mixed” samples have a proportion of diatoms over 30%. According to Nöthig et al. [29], in the Fram Strait in summertime, prevailing diatoms are *Thalassiosira* spp and *Chaetoceros* spp, mainly *C. socialis*, *Fragilariopsis oceanica* and other pennate diatoms, whereas the main species of prymnesiophytes is in most cases *Phaeocystis pouchetii*. Therefore, we suspected that the more diverse phytoplankton composition observed in PS99.2 samples involved greater variations in cell size and pigment composition and hence, pigment packaging, contributing to the relatively larger discrepancy in the relationship of HPLC Chl-a data and AC-S derived $a_{JH}(676)$. Additional variability of these relationships is expected due to the absorption in the line height region by non-algal particles and CDOM [68], and to the assumption that CDOM absorption during non-filtering period of the underway AC-S flow-through system linearly varied in the AC-S data correction scheme. The amount of non-algal particles and CDOM may vary strongly between the period of phytoplankton bloom development and degradation.

### 3.2 Satellite Chl-a validation

The reconstructed *in situ* Chl-a data sets from the AC-S flow-through system along the cruise tracks were directly compared with the spatial and temporal coincident satellite Chl-a products. *In situ* Chl-a data were used to validate Chl-a operational products retrieved from MODIS-A OCI operational algorithm for PS93.2 and from MODIS-A OCI, OLCI OC4 and C2RCC operational algorithms for PS99.2. Furthermore, Polymer-Standard, OCI- and OC4-Polymer algorithms were compared and assessed. In addition, validation of the same Chl-a products and assessment of the above algorithms using HPLC Chl-a were also performed for
comparison. Summary statistics are presented in Table 3. The \( r \), \( RMSE \), \( \delta \) and \( \Delta \) were calculated in log10 space, while \( RPD \) was calculated in linear space. Figure 5 shows the density plots of the validation results.

![Fig. 4. Time series of AC-S derived and HPLC Chl-a data during the cruise period of (a) PS93.2, and (b) PS99.2.](image)

As is shown in Table 3, the number of match-ups generated by AC-S derived to satellite Chl-a (hereinafter denoted as “AC-S matchups”) is over one order of magnitude greater than those from HPLC to satellite Chl-a (hereinafter denoted as “HPLC matchups”). For PS93.2, the number of AC-S matchups for MODIS-A is 80, in contrast with only 8 HPLC match-ups. For PS99.2, the numbers of AC-S matchups from the three Polymer atmospheric correction method based algorithms (i.e. OLCI Polymer-Standard, OCI- and OC4- Polymer algorithms) and OLCI C2RCC algorithm are two to three times greater than those by the operational MODIS-A OCI and OLCI OC4 algorithms. This is because OLCI C2RCC and Polymer are the atmospheric correction processors that incorporate the contributions of sun glint and thin clouds in their reflectance models to derive atmospheric corrected remote sensing reflectance, allowing for much larger coverage of data [72,73]. MERIS Polymer products have shown to improve the spatial coverage by almost a factor of two [74] and have proven successful for retrieving (MERIS) ocean color products: Polymer was selected as the MERIS processor for atmospheric correction for the Ocean Color Climate Change Initiative (OC-CCI) after an extensive validation and intercomparison with other atmospheric correction algorithms in which each algorithm’s uncertainty was assessed [73].

When considering the correlation between \textit{in situ} and satellite data sets, for PS99.2, both AC-S derived and HPLC Chl-a data were reasonably correlated with the corresponding satellite Chl-a retrieved from the operational band ratio algorithms (i.e. OLCI OC4- Operational and MODIS-A OCI) (\( r > 0.87 \) and 0.79, respectively) and the three Polymer based algorithms (\( r > 0.94 \) and 0.96, respectively). However, the correlation coefficient significantly decreased when comparing Chl-a data from MODIS-A OCI algorithm to AC-S Chl-a for PS93.2 (\( r = 0.25 \)). The decrease is even more significant for OLCI C2RCC algorithm (\( r = 0.13 \)). Furthermore, the regression slopes for C2RCC algorithm (\( S = 0.07 \) and
With respect to AC-S and HPLC measurements, respectively) are far from the unity. A reason could be that those satellite Chl-a have less dynamic range than other satellite Chl-a products (Fig. 5(g) and 5(h)). Nevertheless, the density plots of OLCI C2RCC match-up analysis showed that a considerable proportion of match-up points were around the one-to-one line (Fig. 5(g) and 5(h)). For PS93.2, the regression slopes for MODIS-A OCI Chl-a to both AC-S and HPLC based data sets are 1.04 and 1.14, respectively. For PS99.2, except for OLCI C2RCC and OC4-Operational products, the slopes for all the other satellite algorithms for both AC-S and HPLC match-ups are close to or greater than the unity. For example, the slope for OLCI Polymer-Standard to HPLC Chl-a is 0.90 and to AC-S derived Chl-a 1.61, whereas for OC4-Operational they are 0.60 and 0.75, respectively.

Table 3. Summary statistics of linear regression analysis between in situ and coincident satellite Chl-a data.

<table>
<thead>
<tr>
<th>Cruise</th>
<th>Sensor</th>
<th>Algorithm</th>
<th>In situ</th>
<th>N</th>
<th>S</th>
<th>I</th>
<th>r</th>
<th>RMSE</th>
<th>δ</th>
<th>Δ</th>
<th>RPD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS93.2</td>
<td>MODIS-A</td>
<td>OCI</td>
<td>AC-S</td>
<td>80</td>
<td>1.04</td>
<td>−0.08</td>
<td>0.25</td>
<td>0.302</td>
<td>−0.056</td>
<td>0.297</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OLCI</td>
<td>HPLC</td>
<td>8</td>
<td>1.14</td>
<td>−0.41</td>
<td>0.92</td>
<td>0.380</td>
<td>−0.258</td>
<td>0.280</td>
<td>−34</td>
</tr>
<tr>
<td></td>
<td>MODIS-A</td>
<td>OCI</td>
<td>AC-S</td>
<td>512</td>
<td>3.33</td>
<td>−0.23</td>
<td>0.95</td>
<td>0.473</td>
<td>0.445</td>
<td>0.160</td>
<td>199</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OLCI</td>
<td>Polymer-Standard</td>
<td>91</td>
<td>2.60</td>
<td>−0.09</td>
<td>0.79</td>
<td>0.449</td>
<td>0.402</td>
<td>0.200</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OLCI</td>
<td>AC-S</td>
<td>2706</td>
<td>1.61</td>
<td>0.11</td>
<td>0.94</td>
<td>0.392</td>
<td>0.332</td>
<td>0.207</td>
<td>137</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OLCI</td>
<td>HPLC</td>
<td>257</td>
<td>0.90</td>
<td>0.16</td>
<td>0.96</td>
<td>0.229</td>
<td>0.118</td>
<td>0.196</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>POLY</td>
<td>Polymer-Standard</td>
<td>AC-S</td>
<td>2077</td>
<td>1.98</td>
<td>−0.02</td>
<td>0.95</td>
<td>0.395</td>
<td>0.345</td>
<td>0.192</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OC-OPERATION</td>
<td>HPLC</td>
<td>213</td>
<td>1.12</td>
<td>−0.03</td>
<td>0.98</td>
<td>0.143</td>
<td>−0.061</td>
<td>0.129</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OC-OPERATION</td>
<td>AC-S</td>
<td>3396</td>
<td>3.38</td>
<td>−0.65</td>
<td>0.95</td>
<td>0.461</td>
<td>0.430</td>
<td>0.166</td>
<td>185</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OC-OPERATION</td>
<td>HPLC</td>
<td>212</td>
<td>1.71</td>
<td>−0.25</td>
<td>0.98</td>
<td>0.196</td>
<td>0.123</td>
<td>0.152</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OC-OPERATION</td>
<td>AC-S</td>
<td>789</td>
<td>0.60</td>
<td>0.29</td>
<td>0.87</td>
<td>0.395</td>
<td>0.274</td>
<td>0.284</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OC-OPERATION</td>
<td>HPLC</td>
<td>97</td>
<td>0.75</td>
<td>0.27</td>
<td>0.97</td>
<td>0.474</td>
<td>0.381</td>
<td>0.282</td>
<td>186</td>
</tr>
<tr>
<td>C2RCC</td>
<td></td>
<td>OLCI</td>
<td>AC-S</td>
<td>2144</td>
<td>0.07</td>
<td>0.16</td>
<td>0.13</td>
<td>0.282</td>
<td>0.048</td>
<td>0.278</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OLCI</td>
<td>HPLC</td>
<td>271</td>
<td>0.11</td>
<td>0.13</td>
<td>0.47</td>
<td>0.230</td>
<td>−0.092</td>
<td>0.211</td>
<td>−10</td>
</tr>
</tbody>
</table>

Considering all four uncertainty measures of RMSE, δ, Δ and RPD with respect to the in situ AC-S measurements, OLCI Polymer-Standard algorithm yielded the most reliable estimation of Chl-a, closely followed by OCI-Polymer algorithm. Both OLCI Polymer-Standard and OCI-Polymer algorithms showed small values of Δ (0.207 and 0.192, respectively), which indicates a good estimating precision. Moreover, the bias quantified in terms of δ (0.332 and 0.345, respectively) and RPD (137% and 140%, respectively) are relatively small, ensuring the reasonable accuracy for these two algorithms. OLCI OC4-Polymer and MODIS-A OCI (PS99.2) algorithms performed similarly, providing the smallest values of δ (0.166 and 0.160, respectively), and yet, higher uncertainty in terms of δ, RPD and RMSE. OC4-Operational algorithm performed better than OLCI OC4-Polymer and MODIS-A OCI (PS99.2) algorithms in terms of the smaller RMSE, δ, Δ and RPD, and yet, a large Δ. OLCI C2RCC and MODIS-A OCI (PS93.2) showed much smaller δ (0.048 and −0.056, respectively) and RPD (34% and 13%, respectively) than other algorithms. However, the data dispersion indicated by Δ is much higher for these two algorithms, inferring a less precise estimation of Chl-a. The lower bias measures are probably because that the positive and negative errors cancelled each other, as shown in Fig. 5(b), and 5(h), whereas all the other algorithms mostly provided positive errors.
Overall, the Polymer-Standard and OCI-Polymer products gave the most reliable results among the six considered satellite products. The good performances of OCI-Polymer and Polymer-Standard algorithms may be attributed to the successful atmospheric correction of adjacent effects due to snow/ice and clouds in the study area [48,49]. However, when compared to AC-S data, their overestimation indicated by $\text{RPD}$ was one order of magnitude higher than MODIS-A OCI for PS93.2. For PS99.2, MODIS-A OCI showed similar high values of uncertainty as OLCI OC4-Polymer products. The OCI and OC4 algorithms are both empirical algorithms that use a three-band and a four-band blue-green reflectance ratio, respectively, to directly retrieve Chl-a. These data products performed well when evaluated using a global data set, probably due to their immunity to scale errors or instrument noise in remote sensing reflectance data [65]. The OLCI C2RCC products showed relatively low uncertainty and low bias (small negative/positive bias for HPLC/AC-S match-ups), but had yet the least correlation to the in situ data sets among all operational products. Though C2RCC is used to generate the Case 2 water products of Sentinel-3 OLCI standard ESA products, it is based on an artificial neural network trained for a wide range of atmospheric and ocean optical conditions [75,76]. Moreover, its Chl-a products are estimated using particulate absorption at 440 nm derived from remote sensing reflectance [75,76], making the C2RCC algorithm work reasonably well in our study area.

MODIS-A OCI Chl-a products had relatively low uncertainty for PS93.2 and tended to underestimate Chl-a data at relatively low Chl-a values indicated by the negative value of $\delta$. It may be attributed to the dominance of prymnesiophytes in the surface waters of PS93.2 (Fig. 2(a)). *Phaeocystis pouchetii*, the most likely main species of prymnesiophytes in our study area (mentioned in 3.1,) [29], is able to form large colonies that have strong self-shading, lowering the specific absorption coefficient and causing the underestimation of satellite Chl-a retrievals. However, overall, MODIS-A OCI (PS93.2) overestimated Chl-a, especially at relatively high Chl-a values (Fig. 5(b)). As pointed out above for PS99.2, MODIS-A OCI and OLCI OC4-Operational and three Polymer based products were characterized by an overestimation, as positive $\delta$ and $\text{RPD}$ displayed. However, there is a proportion of underestimated Chl-a from OLCI C2RCC products when compared to HPLC data ($\text{RPD} = -10\%$) and overestimation ($\text{RPD} = 34\%$) when compared to AC-S data. For PS99.2, the Chl-a overestimation was significant for OLCI OC4-Polymer and MODIS-A OCI ($\text{RPD} \geq 185\%$) and slightly less significant for OLCI Polymer-Standard, OCI-Polymer and OC4-Operational ($100\% \leq \text{RPD} \leq 140\%$). The overestimation of Chl-a by band ratio algorithms is consistent with previous match-up analysis that Chl-a is overestimated by OC4 algorithm in the Arctic Ocean [14,77]. This is because CDOM concentrations in the Arctic Ocean are much higher than the global average, challenging the global empirical relationships underlying OCI and OC4 algorithms. It also explains the overestimation by the Polymer standard Chl-a product which is retrieved assuming a variability of the ocean model depending only on two parameters, the Chl-a and a backscattering coefficient, not accounting for additional CDOM variability [48,49], which implies a (global) constant relationship between phytoplankton and other absorbing water constituents, i.e. CDOM and non-algal particles. As a consequence, an excess of CDOM can be interpreted as an additional concentration of Chl-a.

For a given satellite algorithm, AC-S and HPLC match-ups have different uncertainty measures and regression parameters for both cruises. This is especially true for MODIS-A OCI Chl-a products for PS93.2 and OLCI C2RCC Chl-a products for PS99.2, where different trends (i.e. overestimation or underestimation) of satellite Chl-a estimates were observed. This might be because of the insufficient coverage of HPLC data points. The density plots (Fig. 5) show that spatial and temporal variability of satellite data is accounted for to a greater extent when doing match-up analysis against AC-S data set.
Fig. 5. Density plots of satellite to *in situ* match-up analysis.
In summary, validation results revealed acceptable performances of the operational band ratio algorithms (OCI, OC4) that are applied to the MODIS-A and OLCI sensors. Better results were achieved with the Polymer atmospheric correction algorithm applied to OLCI data. Overall, all the algorithms tended to overestimate Chl-a in the Fram Strait to various extent. The OLCI Polymer standard output provided the most reliable Chl-a estimates, and nearly as good results were obtained from the OCI-Polymer algorithm. The OC4-Operational algorithm performed slightly better than OC4-Polymer algorithm. The OLCI C2RCC Chl-a products showed relatively low uncertainty, but had yet the least correlation to the in situ data sets. MODIS-A OCI Chl-a products during the cruise period of PS93.2 did not correlate well to AC-S derived in situ AC-S derived Chl-a, but had yet relatively low uncertainty. For PS99.2, they showed similar high values of uncertainty as OLCI OC4-Polymer products. Further assessment of other types of Chl-a algorithms, e.g. semi-analytical methods (e.g., Quasi-analytical-algorithm (QAA) from Lee et al. [78] or Garver-Siegel-Maritorena (GSM) from Maritorena et al. [79]) or selection of neural network approaches based on water types [80] are necessary to be exploited to obtain optimized Chl-a data sets for the Fram Strait. Especially when Polymer atmospheric correction method is applied, high data coverage with low uncertainty can be expected.

4. Conclusion

We have shown the applicability of using the underway AC-S flow-through technique to continuously measure particulate absorption at high frequency in the Fram Strait. For the first time in this region, the relationships between AC-S derived particulate absorption and HPLC Chl-a were assessed during two summer cruises (PS93.2 in 2015 and PS99.2 in 2016). The good power law correlation enabled the estimation of continuous surface Chl-a along the entire cruise tracks. The continuous in situ data sets obtained from the underway AC-S flow-through system were used to validate satellite operational Chl-a products from MODIS-A OCI and OLCI OC4-Operational, C2RCC and Polymer-Standard algorithms, and to assess the performances of Polymer-Standard, OCI- and OC4-Polymer algorithms. For comparison, the validation of satellite operational products and assessment of different algorithms were also performed using HPLC measurements.

Statistics of linear regression analysis between in situ measurements and co-located satellite data for both cruises in the Fram Strait indicated reasonable performances of all algorithms. When considering AC-S match-ups, all algorithms were characterized by an overestimation of satellite Chl-a. However, there is underestimation of Chl-a for MODIS-A OCI (PS93.2) and OLCI C2RCC. This underestimation is also determined for HPLC match-ups. The OLCI Polymer-Standard and OCI-Polymer products had relatively high estimation precision and small bias with respect to both in situ AC-S and HPLC data sets, suggesting a successful atmospheric correction and the most reliable approximations of Chl-a data by OLCI Polymer-Standard and OCI-Polymer algorithm in the Fram Strait. When using HPLC data, the numbers of collocations are much lower, highlighting the capability of underway spectrophotometry to generate more sufficient surface Chl-a data sets for satellite Chl-a products validation and algorithms assessment in the Fram Strait. With the help of further automatic acquisition of AC-S data, the establishment of a long-term data record of satellite Chl-a data with determined uncertainties for this under-sampled remote area to be used in climate change research will be expected.
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