Effects of High Resolution and Spinup Time on Modeled North Atlantic Circulation
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ABSTRACT

The influence of a high horizontal resolution (5–15 km) on the general circulation and hydrography in the North Atlantic is investigated using the Finite Element Sea Ice–Ocean Model (FESOM). We find a stronger shift of the upper-ocean circulation and water mass properties during the model spinup in the high-resolution model version compared to the low-resolution (1/8) control run. In quasi equilibrium, the high-resolution model is able to reduce typical low-resolution model biases. Especially, it exhibits a weaker salinification of the North Atlantic subpolar gyre and a reduced mixed layer depth in the Labrador Sea. However, during the spinup adjustment, we see that initially improved high-resolution features partially reduce over time: the strength of the Atlantic overturning and the path of the North Atlantic Current are not maintained, and hence hydrographic biases known from low-resolution ocean models return in the high-resolution quasi-equilibrium state. We identify long baroclinic Rossby waves as a potential cause for the strong upper-ocean adjustment of the high-resolution model and conclude that a high horizontal resolution improves the state of the modeled ocean but the model integration length should be chosen carefully.

1. Introduction

Numerical climate models operate on increasingly finer grid sizes as the performance of parallelized super computers increases. Whether a model can represent a geophysical process depends on the model formulation and discretization. Since the spatial scale of oceanic eddies is $O(1–100)$ km (first baroclinic Rossby radius of deformation; Chelton et al. 1998), the ocean model grid resolution needs to be on the same order to represent these ubiquitous small-scale features (Chelton et al. 2011). Alternatively, their effects must be parameterized. This is necessary as in state-of-the-art general circulation models (GCMs) the oceanic components run on horizontal resolutions of $-1^\circ$ (e.g., Han et al. 2016).

Furthermore, a spinup is necessary to let the model adjust from initial conditions toward its own dynamics. While the geostrophic adjustment as well as boundary and Kelvin wave adjustments occur from after a few model days to years, long baroclinic Rossby wave basin-crossing travel times reach several decades at high latitudes (Cherniawsky and Mysak 1989; Chelton and Schlax 1996). Moreover, the deep ocean adjustment needs several thousand model years to reach a...
quasi-equilibrium state because of the slow diffusion of active tracers (Danabasoglu et al. 1996; McWilliams 1998). Due to the high computational costs, many high-resolution ocean modeling studies have much shorter simulation lengths of $O(1–20)$ years (Treguier et al. 2005; Bryan et al. 2007; Rattan et al. 2010; Talandier et al. 2014; Marzocchi et al. 2015; Dupont et al. 2015; Hewitt et al. 2016; Iovino et al. 2016).

However, low-resolution model deficiencies such as a too weak overturning, incorrect current pathways, or hydrographic biases are partially corrected using a high horizontal model resolution (e.g., Hurlburt and Hogan 2000; Treguier et al. 2005; Bryan et al. 2007; Talandier et al. 2014; Marzocchi et al. 2015). On the other hand, incorrect circulation pathways, missing small-scale processes, or an insufficient vertical model resolution lead to model biases such as a too saline subpolar gyre (Treguier et al. 2005; Brandt et al. 2007; Chanut et al. 2008; Rattan et al. 2010; Xu et al. 2013; Marzocchi et al. 2015) as well as too deep mixed layer depths (MLDs) in the Labrador Sea (Oschlies 2002; Fox-Kemper et al. 2008; Danabasoglu et al. 2014, 2016; Heuzé 2017).

In this study, we evaluate the impact of a 5–15-km horizontal resolution on the modeled North Atlantic Ocean large-scale circulation and water mass structure. We use the global Finite Element Sea Ice–Ocean Model (FESOM; Danilov et al. 2004; Q. Wang et al. 2014) with the capability of a local mesh refinement. To achieve a quasi-equilibrium model state, we integrated the model for $\sim 300$ model years. The combination of a high spatial resolution and a long model integration time enables us to study systematically the effects of explicitly resolved features and the effect of spinup cycles on the large-scale circulation.

2. Model description

We used the global FESOM (Danilov et al. 2004; Q. Wang et al. 2014) in a locally eddy-resolving resolution in the North Atlantic (5–15 km, 61 vertical levels) and a $\sim 1^\circ$ low-resolution control run (from 10 to 200 km, 39 vertical levels; Fig. 1; see section 2a for mesh details). In contrast to many other climate models, FESOM is spatially discretized on irregular sized triangles at the surface. These 2D triangles are repeated in the vertical direction ($z$ coordinate) so that the 3D nodes have their horizontal position aligned with the surface nodes. The resulting prisms are cut into three tetrahedral elements, on which the model performs. This spatial discretization allows for an adjustable mesh size in regions of interest and along irregular terrain (e.g., coastlines and ocean floor).

FESOM solves the Boussinesq hydrostatic primitive equations for the ocean via linear basis functions at all nodes (Galerkin formulation; Danilov et al. 2004; Wang et al. 2008). The smallest mesh element determines the model time step. The dynamic–thermodynamic sea ice model is described in (Timmermann et al. 2009).

For numerical stability in the presence of fast currents, an anisotropic (larger in direction of fast flow) biharmonic viscosity $A_h$ reduces momentum with a background value $A_{h,0} = -3 \times 10^{13}$ m$^4$ s$^{-1}$. To keep this nonphysical momentum friction as small as
possible, \( A_h \) is scaled so that it 1) decreases with grid size to the third power (\( A_h = A_{h,0} \) at 100-km grid size), 2) doubles in a \( \pm 10^\circ \) latitude band around the equator, and 3) increases in regions of large horizontal shear [Smagorinsky (1963); see Wang et al. (2008) for implementation in FESOM's linear basis functions].

Physical parameterizations are implemented for tracer mixing along isopycnals (Redi diffusion; Redi 1982) and tracer advection due to adiabatic stirring (GM, an additional velocity is added to the tracer equation; Gent and McWilliams 1990). Both are formulated together as the Griffies skew flux (Griffies et al. 1998) with a background horizontal diffusion \( K_{h,0} = 1500 \text{m}^2\text{s}^{-1} \). The strength of this subgrid-scale (SGS) flux is scaled with the stratification of the flow and the horizontal grid resolution. The scaling with the horizontal resolution is limited by \( 2\text{m}^2\text{s}^{-1} \) at the lower end and the background horizontal diffusion \( K_{h,0} \) above 50-km local horizontal resolution (see Fig. A1 in the appendix). At grid resolutions of \( O(1-10) \text{km} \) the flux is very small but not disabled (for details see Q. Wang et al. 2014).

Diapycnal (vertical) mixing is implemented via the \( k \)-profile parameterization (KPP; Large et al. 1994) with a background vertical diffusivity \( K_{v,0} \) for tracers increasing from \( 10^{-5} \text{m}^2\text{s}^{-1} \) at the sea surface to \( 10^{-4} \text{m}^2\text{s}^{-1} \) at the ocean floor (see Fig. 11 in Q. Wang et al. 2014) and a background vertical viscosity \( A_{v,0} = 10^{-4} \text{m}^2\text{s}^{-1} \) for momentum. In cases of static instability (high-density above low-density water) both coefficients equal \( 1 \text{m}^2\text{s}^{-1} \) to ensure a rapid mixing (convective adjustment). Mixing due to double diffusion is disabled as well as tides. For numerical stability, a sea surface salinity (SSS) restoring (or relaxation) toward climatology with a typical piston velocity \( v_p = 50 \text{m} \) (300 days)\(^{-1} \) = \( 1.93 \times 10^{-6} \text{m} \text{s}^{-1} \) is applied. If this restoring is disabled, the SSS becomes unrealistically high at single nodes around Greenland (not shown), possibly due to missing sea ice–ocean interactions as noted in Marsh et al. (2010) (the restoring is largest in the presence of sea ice).

FESOM was successfully used for modeling the general oceanic circulation, variability of the North Atlantic Deep Water formation rates and sea ice distribution (Sidorenko et al. 2011; Scholz et al. 2013, 2014) as well as chlorophyll distributions (biogeochemical coupling; Schourup-Kristensen et al. 2014). FESOM’s local mesh refinement allows for a realistic modeling of water mass properties in domains with high complexity including small spatial scales, for example, Fram Strait (Ionita et al. 2016), the Canadian Arctic Archipelago (Wekerle et al. 2013), Greenland (Wang et al. 2012), or the Ross Sea (Wang et al. 2010).

### a. Local mesh refinement

In this study we use two different mesh configurations with locally refined resolutions (low and high resolution; Fig. 1). Both model grids have an increased resolution along the coastline and at the equator to ensure that oceanic currents along the coastline as well as coastal and equatorial upwelling processes can be adequately simulated. Furthermore, the low-resolution model mesh (Fig. 1a) has an increased resolution in the northern hemispheric deep water formation areas and is described in Scholz et al. (2013, 2014).

The high-resolution model configuration (Fig. 1b) features additionally increased resolution in the subpolar North Atlantic and in areas with 1) enhanced sea surface height (SSH) variability as measured by satellite altimeter data (AVISO), 2) steep bathymetric slopes based on ETOP01 (Amante and Eakins 2009), and 3) high horizontal temperature gradients in 200-m depth (Locarnini et al. 2013).

This high-resolution mesh exhibits horizontal resolutions of \( \sim 10 \text{km} \) along the North Atlantic coastline (\( \sim 5 \text{km} \) along Greenland and Labrador), an increased resolution along the equator (from \( \sim 45 \text{km} \) at 10\(^\circ\)S to \( \sim 14 \text{km} \) at 20\(^\circ\)N) and a varying resolution of \( \sim 8-15 \text{km} \) in the subtropical gyre. The average resolution of the subpolar gyre is \( \sim 5 \text{km} \) up to the Fram Strait. The Arctic Ocean is resolved by \( \sim 15-\text{km} \) grid size. With this mesh configuration which has a resolution in the Atlantic that is close to the deformation radius of eddies we ensured that the model is able to resolve important oceanic currents along the coast line as well as energetic fronts. In both models the vertical resolution is finer in the upper 200 m to better resolve the boundary layer and becomes coarser with depth. The high-resolution model exhibits 61 vertical levels and therefore resolves the first baroclinic mode of the ocean (Stewart et al. 2017). In contrast, the low-resolution control model is discretized on 39 vertical levels, not capturing this mode. The depth intervals range from 10 to 300 m in the low-resolution model and from 10 to 150 m in the high-resolution model.

### b. Spinup strategy

The models were forced by the 6-hourly atmospheric reanalysis dataset CORE-II (Large and Yeager 2009) covering the period 1948–2009 and were initialized with the Polar Science Center Hydrographic Climatology (PHC3; Steele et al. 2001). Turbulent fluxes between the ocean/ice and the atmosphere were calculated using the bulk formulae from Large and Yeager (2004).

Previous FESOM studies of Sidorenko et al. (2011), Wang et al. (2012), and Scholz et al. (2013) have shown that a spinup time of 250–300 years is necessary to bring the upper and intermediate ocean into a quasi-equilibrium state. For that reason we performed five consecutive
spinup cycles each with a length of 62 years in order to reach a quasi-equilibrium model state (310 years in total, monthly model output was saved). For each spinup cycle the last output of the preceding spinup was used as a new initialization as it is suggested in the CORE and CORE-II protocols (Griffies et al. 2012; Danabasoglu et al. 2014) and applied in other ocean modeling studies (Lohmann et al. 2009; Karspeck et al. 2017; He et al. 2016).

Hereafter, the performed model experiments are named L1, L2, ..., L5 and H1, H2, ..., H5 for the combination of the two model resolutions (low and high; Figs. 1a,b) and the number of the spinup cycle (1–5). If time average periods are not given explicitly, the whole spinup period 1948–2009 (62 years) is used.

3. Results

a. North Atlantic circulation

The average (1961–2009) modeled horizontal North Atlantic barotropic circulation is composed of a clockwise rotating subtropical and anticlockwise rotating subpolar gyre, separated by the Gulf Stream and its extension the North Atlantic Current (NAC; Fig. 2; Sverdrups, $1 \text{ Sv} = 10^6 \text{ m}^3 \text{ s}^{-1}$). The high-resolution model exhibits a stronger subpolar and subtropical gyre transport, as well as enhanced small-scale features when compared to the low-resolution control run. After the first spinup cycle (L1 and H1, Figs. 2a,b) the high-resolution Gulf Stream separates from the North American coast several degrees further south, is of narrower shape and exhibits transports around 100 Sv (peak values around 120 Sv), around twice the transports of the low-resolution Gulf Stream. North of the Gulf Stream (south of Newfoundland) an anticlockwise recirculation cell of 30–40 Sv is present in the H1 run but almost absent in the L1 run. Further downstream, the high-resolution model shows a distinct transition behavior between the Gulf Stream and its extension the North Atlantic Current comprising a Northwest Corner–like circulation pattern. The average (1993–2009) position of zero SSH as derived by satellite altimetry (AVISO) in
Fig. 2 (thick black line) indicates the observed boundary between the subtropical and subpolar gyres. The subpolar gyre is also intensified in the high-resolution model with enhanced transports in the Labrador, Irminger, Iceland, and Nordic Seas.

The gyre structures change from the first to the fifth spinup cycles (i.e., after ~300 model years; Figs. 2c,d) in the high-resolution model, whereas they remain rather unchanged in the low-resolution control run. The anticlockwise recirculation cell north of the Gulf Stream axis decreased by ~50% to 15 Sv. The transition area between the Gulf Stream and North Atlantic Current including the Northwest Corner exhibits reduced transports with increasing number of spinup cycles. Although the general shape and strength of the Gulf Stream west of ~50°W persists through the spinup cycles, the current penetrates further east in H5 compared to H1—(Figs. 2b,d)—the Gulf Stream becomes more zonal with spinup time. The high-resolution North Atlantic Current shows a similar behavior: the anticlockwise transports in the Iceland basin (south of Iceland) increased around 20 Sv meaning that the North Atlantic Current shifted from its northeast direction in the first spinup to a more eastward directed flow in the fifth spinup. Similarly, the cyclonic circulation in the Greenland–Iceland–Norwegian (GIN) Seas increases by ~10 Sv. In contrast, the cyclonic circulations in the Labrador and Irminger Sea decrease with spinup time by 10–15 Sv. The low-resolution model does not show these changes of the horizontal barotropic streamfunction with spinup time.

Figure 3 shows depth anomalies of the 17°C isotherm across the North Atlantic basin at 30°N of the fifth spinups of both models as a function of longitude and time (m; seasonal mean 1948–2009 removed; positive values indicate deeper depths). On average, this isotherm is located at approximately 250-m depth in both models. Depth anomaly contours of several tens of meters travel westward in the high-resolution model throughout the forcing period with a velocity of 3.12 ± 0.07 cm s⁻¹ as inferred by Radon transform [straight line starting from the lower right in Fig. 3b; see chapter 6.4 of Robinson (2010) and references therein for a description of the Radon transform; the velocity uncertainty was derived via Eq. (A3) of Alvera-Azcárate et al. (2009), dotted line in Fig. 3b]. In the low-resolution model, in contrast, vertical isotherm displacements west of the Mid-Atlantic Ridge (MAR) are rather stationary in space (Fig. 3a; the model bathymetry in km is added as black line with corresponding axis on the lower right of Fig. 3b). The isotherm depth anomalies were filtered with a Gaussian Nadaraya–Watson filter (Fan and Gijbels 1996) with a bandwidth of 3° in longitude direction to reduce small-scale noise as used similarly in, for example, Abe et al. (2016). Furthermore, note that similar westward wave propagations of several cm magnitude can be detected in the SSH anomalies (not shown) as well as in the first m baroclinic WKB approximated horizontal velocity modes \( R_m \approx c_{gm} N S_{gm} \frac{g}{r} \cos \left(\frac{c_{gm}}{g} \int H N(z) dz\right) \), where \( c_{gm} \approx \frac{1}{c} \frac{g}{r} \int \frac{H N(z)}{g} dz \). The transition area between the two models diminish (not shown). Notice that the average vertical structure of \( R_m \), showing a surface intensification and m zero crossings of each mth mode, does not differ much between the models (as shown in Fig. A3).

The average (1961–2009) Atlantic meridional overturning circulation (AMOC; Sv; Fig. 4) shows generally increased maximum transports in the high compared to the low-resolution model. In particular, the maximum of the upper clockwise circulation cell in H1 (~23 Sv) approximately doubles compared to L1 (~13 Sv). An anticlockwise circulation cell in the deep ocean is almost absent in both models in the first model spinup. After five spinup cycles the upper clockwise circulation maxima decreased to 11 Sv in L5 (15% reduction), and 16 Sv in H5 (30% reduction). In contrast, the strength of the lower anticlockwise circulation cell increased from ~1 to ~3 Sv in both models and is stronger in the low-resolution model. This change is also reflected in a shallower interface between both circulation cells from 3.8 (L1) to 3 km (L5) and from 3.8 (H1) to 3.4 km (H5) in the tropics and subtropics.

The decadal evolution of the overturning maxima at different latitudes shows a similar variability in time, independent of model resolution and number of spinup cycles (Fig. 5). Generally, the overturning maxima are increased by ~50% (15%) in the high- compared to the low-resolution model at 26.5°N (41°N). From the first to
the fifth spinup cycles the average (1948–2009) overturning decreases around 20% in both models and at both latitudes toward quasi equilibrium. The low-resolution overturning reduces by 14% (12%), 10% (8.5%), and 2.5% (1.8%) from the first to second to third to fourth spinup cycle at 26.5°N (41°N). Similar values are obtained for the high-resolution model with 12% (15%), 6.6% (6.7%), and 1.6% (0.5%) at 26.5°N (41°N). In both models this spinup adjustment “converges” after four spinup cycles (248 model years) in the sense that the change from the fourth to the fifth cycle changes sign and is of similar magnitude as the change from the third to the fourth: 0.8% (1.2%) and 0.7% (0.4%) increase in the low- and high-resolution models respectively at 26.5°N (41°N).

At 26.5°N, the overturning of the H1 run shows an overlap from the years 2004–09 with observations of the RAPID array (Smeed et al. 2017; green line in Fig. 5a) as well as an SSH-based estimate of Frajka–Williams (2015) (black line in Fig. 5a). However, the spinup adjustment leads to transports weaker than observed at that latitude. At 41°N the situation is different: here, the high-resolution maximum overturning rates exceed these measured by Willis (2010) even after the
spinup adjustment (within the observed upper uncertainty bounds). Initially, the L1 run exhibits the best agreement with the observations (green line in Fig. 5b). The L5 run, however, underestimates the overturning within the observed lower uncertainty bounds.

The total meridional North Atlantic Ocean heat transport

\[ \text{OHT} = \rho_{ref} c_p \int_{\text{Surface}}^{\text{Bottom}} \overline{\theta y} \, dz \, dx \] (PW; 1 PW = 10^{15} W), positive northward, where the overbar denotes the temporal mean, with meridional velocity \( y \) (m s\(^{-1}\)), potential temperature \( \theta \) (°C), constant reference density \( \rho_{ref} = 1027 \text{kg m}^{-3} \), and the specific heat capacity of seawater \( c_p = 3985 \text{m}^2 \text{s}^{-2} \text{K}^{-1} \), is shown in Fig. 6 (the product \( \overline{\theta y} \) was calculated at every model time step). The high-resolution OHT increases by 50%–70% compared to the low-resolution model with largest transports up to 1.2 PW in the subtropics in the H1 run. The spinup adjustment leads to an average OHT reduction of \( \sim 0.2 \text{PW} \) in both models. H1 covers the observed OHT range at 26.5°N from Johns et al. (2011), a total heat flux \( \overline{\theta y} \) estimate taking spatial covariabilities of \( v \) and \( \theta \) into account (diamond in Fig. 6), while all other heat transports are too weak. At 47°N, in contrast, H1 overestimates the OHT and H3 and H5 show the best agreement with an inverse estimate from Ganachaud and Wunsch (2003), which is a mean heat flux \( \overline{\theta} \) where correlated temporal variations are neglected (triangles in Fig. 6). At 30°S, all high-resolution model runs overestimate the Ganachaud and Wunsch (2003) solution while the low-resolution model runs are in the observed OHT range. North of 55°N until the pole the differences between the spinup runs of the respective models diminish.

![Fig. 4. Average (1961–2009) AMOC (Sv; positive clockwise; 2-Sv contour interval) of (a),(b) first and (c),(d) fifth (left) low- and (right) high-resolution models. A local smoothing window was applied for plotting.](image1)

![Fig. 5. Decadal evolution of AMOC maximum at (a) 26.5°N and (b) 41°N of all 5 spinups of low- and high-resolution models. In (a), thick green and black lines show overturning rates as observed (RAPID; Smeed et al. 2017; shading shows uncertainty given by authors) and an updated version of the SSH-based estimate of Frakha–Williams (2015), respectively In (b), they are an updated version of measured and SSH-based overturning rates from Willis (2010) (shading shows one standard deviation). All time series are low-pass filtered by a 3-yr running mean.](image2)
L5 turns northeastward into the North Atlantic Current. At around 33°W the broad and slow current in H5). At around 33°W the current continues eastward more than twice as fast as measured (similar as in H1). Similarly, the West Greenland Current is hardly visible and the whole Gulf Stream extension structure is shifted to the southeast with large (>15 cm s⁻¹) northeastward directed velocities east of 40°W (Fig. 7d). The low-resolution model, in contrast, exhibits neither narrow and fast meanders as Gulf Stream extension nor a Northwest Corner–like structure (Fig. 7c; here, only the fifth spinup is shown since the differences to the first spinup are negligible). The Gulf Stream extension is broad, slow and almost entirely eastward directed. From 40°W the current continues eastward more than twice as fast as measured (similar as in H5). At around 33°W the broad and slow current in L5 turns northeastward into the North Atlantic Current.

b. North Atlantic hydrography

The average (1965–2004) upper-ocean (0–100 m) temperature difference to the World Ocean Atlas 2013 (WOA13; Locarnini et al. 2013) shown in Fig. 8 (°C; model minus WOA13) features warm as well as cold biases in the modeled North Atlantic. L1 exhibits a large (from >5°C up to 8°C) warm bias north of the Gulf Stream axis and a large (from <−5°C up to −9.5°C) cold bias at the Gulf Stream extension around 40°W (Fig. 8a). The Irminger Sea and the area of the Labrador Sea boundary current is ~2°C warmer than observed. The Nordic Seas (between Greenland and Norway) show a dipole of too cold (−4°C at 70°N) and too warm (2°C at 75°N) anomalies. In H1, the mentioned large biases at the Gulf Stream and its extension are not visible (Fig. 8b). In contrast, the vicinity of the North Atlantic Current (around 30°W and 55°N) is 2°–3°C warmer than observed as well as the East and West Greenland Current and Labrador Current. A similar cold bias as in L1 exists in the Greenland Sea that is surrounded by a too warm boundary current (3°C) along the coastline of Norway, Spitzbergen, and Greenland.

The temperature anomaly structure of the low-resolution model does not change with additional spinup cycles (Figs. 8c,e). Only the warm bias of the subpolar gyre reduces by ~1°C from L1 to L5. The solution of the high-resolution model, in contrast, shows several changes during the spinup procedure. The North Atlantic Current warm bias in H1 vanishes in favor of a large (<−5°C) cold bias in the Gulf Stream extension around 40°W from the first to the third model spinup comparable with the one of the low-resolution control runs (Figs. 8a,c). This behavior continues with spinup time and reaches very cold temperature anomalies up to −9°C similar as the low-resolution model (Fig. 8e). The warmer than observed temperature anomalies in the northern Nordic Seas also increase with spinup time by up to a 4°C. As in the low-resolution model, the Irminger and Labrador Sea become colder with spinup time and exhibit larger cold anomalies in the high-resolution model (from −2°C to −3°C). Large-scale salinity anomalies (observations from Zweng et al. 2013) show similar model resolution and spinup length dependencies as described for temperature (Fig. A5).

Figure 9 shows the average summer (June–July, 2002–08) potential density σθ distribution of the northward and southward flowing water masses across ~60°N in the North Atlantic (integrated in 0.01 kg m⁻³ potential density bins, northward positive). All models transport light water masses northward above a southward directed high-density water flow. The low-resolution (L1, L5) northward flow peaks around σθ = 27.50 kg m⁻³, with the peak in L1 slightly shifted toward denser water masses in the fifth spinup cycle. In contrast, the H1 northward transport has a maximum at σθ = 27.425 kg m⁻³ and exhibits a transition toward a broad range of lighter
water masses due to colder and fresher conditions from H1 to H5. L1, L5, and H1 resemble the observed northward flow (Sarafanov et al. 2012; black crosses) in magnitude but are shifted toward denser water masses compared to the observations. H5 is generally lighter and distributed over a broader density range (smaller amplitude) than observed. All modeled dense southward flows exhibit noticeable peaks and become lighter with spinup time. H5 matches the observed maximum southward transport at $\sigma_\theta = 28.85 \text{ kg m}^{-3}$, while H1 being denser and L1 and L5 both being lighter. No clear pattern exists in the intermediate waters ($27.55 < \sigma_\theta < 27.80 \text{ kg m}^{-3}$). The average (June–July, 2002–08) observed net transport across $\lambda = 60^\circ$N has no distinct direction ($0.1 \pm 0.6 \text{ Sv}$, the rather large uncertainties are due to combination of different datasets; Sarafanov et al. 2012). All model solutions lie within these error bars. However, the H1 and H5 runs tend to show similar small net southward transports of $-0.9 \pm 0.9 \text{ Sv}$ and $-0.1 \pm 0.6 \text{ Sv}$ as the observations in contrast to the generally stronger L1 and L5 northward transports of $+1.2 \pm 0.5 \text{ Sv}$ and $+1.3 \pm 0.4 \text{ Sv}$, respectively. Here, the model uncertainty is given by one standard deviation of the same 14-month period as the observations. Note that these density distributions (Fig. 9) do not change the general results if the long-term average (January–December, 1961–2009) is used (not shown).

Figure 10 shows the southward directed deep Denmark Strait overflow ($u < 0 \text{ m s}^{-1}, \sigma_\theta > 27.8 \text{ kg m}^{-3}$) through a section from Iceland to $\sim 29^\circ$W (solid lines) as well as through a section from Iceland to Greenland (dashed lines). The observed Denmark Strait overflow from Jochumsen et al. (2017) through a section from Iceland to $29^\circ$W is shown as reference (black and gray lines). The overflow transport through the section from Iceland to $29^\circ$W of L1 (light blue solid line) features a mean value of $\sim -2 \text{ Sv}$, while the corresponding transport in H1 shows an enhancement by $\sim 75\%$ to a mean value of...
value of \(-3.5\) Sv. With ongoing spinup the overflow transport is decreasing from L1 to L5 and from H1 to H5 by \(-0.3\) Sv and \(-0.6\) Sv, respectively. There is a larger variability on interannual time scales in the high-resolution model including periods of weaker (e.g., late 1960s and late 1970s) and stronger (e.g., mid-1970s, mid-1980s, and 2000s) transports in H5 compared to L5. In the late 1990s, H5 exhibits a pronounced deep overflow increase of \(-1\) Sv in a few years, followed by a slower \(-0.75\) Sv decrease in the years 2000–10 (the \(-0.75\) Sv reduction is also seen in the low-resolution model). This rather steep overflow increase is somewhat weaker in the observations of Jochumsen et al. (2017) (black solid line) and accompanied by a much larger variability. The high-resolution overflows are in the range of the
observations being approximately in the upper (H5) and lower (H1) bounds of the observed variability (20-day low-pass-filtered measurements, gray line in Fig. 10). Taking the deep overflow over the Greenland shelf into account (i.e., the full transport across Denmark Strait, dashed lines in Fig. 10), additional ~0.5–1 Sv are transported southward. In general, no further temporal variability is added if the whole cross section is considered compared to the section from Iceland to 29°W. In H5, however, the eastern branch (from Iceland to 29°W) contributes almost entirely to the total overflow during phases of low overflow (e.g., late 1960s and late 1970s), which is not the case in H1.

Neither significant trends nor a seasonal cycle exist in the Denmark Strait overflow observations between 1996 and 2016 (Fig. 10b). Linear trends between 1996 and 2009 of the modeled dense overflow (monthly time series) exhibit small p values, indicating a significant trend. However, the corresponding coefficients of determination R² are all close to zero, which is why we reject the hypothesis that there are statistical significant trends (not shown). The high-resolution modeled overflow transport indicates a clear seasonal cycle with a maximum transport in winter and a minimum transport in summer (Fig. 10b). With ongoing spinup, the H5 run shows an enhanced transport in February, March, and October and a minimum around June. The seasonal cycle of the overflow transport in L1 and L5 indicates a much weaker variability and resembles better the negligible seasonal cycle of the observed overflow data but at a transport strength that is around 1 Sv weaker than the observed one.

Further downstream the WBC leaves the Irminger Sea southward along the Greenland coast. Figure 11 shows the southward flow across ~60°N decomposed in the upper light (ν < 0 m s⁻¹, σθ < 27.55 kg m⁻³), deep southward (σθ > 27.8 kg m⁻³), and intermediate waters in between. Numbers in parentheses show net transport across the section and uncertainties (Sv; given by authors for the observation and one standard deviation of this 14-month period for the models). Note that the shape and strength of the modeled transports does not change significantly if the annual long-term average (January–December, 1961–2009) is used.

**Fig. 9.** Average summer (June–July, 2002–08) transports (Sv; integrated in 0.01 kg m⁻³ bins; positive northward) across ~60°N in the eastern North Atlantic (red line in inset; black lines show 1- and 2-km isobaths). Black crosses show density and strength of observed maximum northward and southward transports (Sarafanov et al. 2012). Dashed vertical lines indicate the observed boundaries between upper northward (σθ < 27.55 kg m⁻³), deep southward (σθ > 27.8 kg m⁻³), and intermediate waters in between. Numbers in parentheses show net transport across the section and uncertainties (Sv; given by authors for the observation and one standard deviation of this 14-month period for the models). Note that the shape and strength of the modeled transports does not change significantly if the annual long-term average (January–December, 1961–2009) is used.

**Fig. 10.** Deep overflow (Sv; negative southward; σθ > 27.8 kg m⁻³) across Denmark Strait from Iceland to 29°W (solid) and the full section from Iceland to Greenland [dashed, both cross-section locations shown in (b); thin black line shows 500-m isobath]. (a) Colored lines show 3-yr low-pass-filtered first and fifth low- and high-resolution model results. Gray (black) line shows 20-day (6-month) low-pass-filtered measurements of Jochumsen et al. (2017). (b) Average (1996–2009) annual cycle of deep overflow. Black circles and lines show the mean and one standard deviation of the observations. Red bars in (a) show deep Labrador Sea MLD periods of the H5 spinup (Fig. 15b).
the EGIC from the first to fifth spinup (due to colder and fresher conditions, not shown). In L5, the resulting DWBC transport is weaker than observed (black cross and box; Sarafanov et al. 2012). In H5, in contrast, both the EGIC and DWBC are in the range of observations after an initial too strong DWBC in the H1 run. Note that these density distributions do not change the general results if the long-term average (January–December, 1961–2009) is used.

c. Labrador Sea mixed layer restratification

Figure 12 shows the water mass properties as a function of depth in the central Labrador Sea temporally and horizontally averaged over the period 1965–2004 and the index area shown in Figs. 1 and 13. Both models show in general denser waters than observed in almost the entire water column [Figs. 12a,d; WOA13 from Locarnini et al. (2013) and Zweng et al. (2013), blue crosses; EN4 from Good et al. (2013), version 4.2.1, black dashed line]. The dense biases reduce from the first to the fifth spinup due to colder (Figs. 12b,e) and fresher (Figs. 12c,f) conditions. In the upper ~100 m, H5 is the only run where the density as well as the salinity lie in the observed range (Figs. 12a,c) although a notable cold water patch exists at the subsurface (~50–150 m; Fig. 12b). This patch is absent in the L1 and H1 runs and weaker in L5. All other runs than H5 are too salty and too dense and exhibit a weaker stratification compared to observations. At middepth, L5 is closest to the observed salinity range, while all other model runs being too salty (Fig. 12f). Below 2500 m, all models exhibit a warm bias (Fig. 12e) that leads to lighter waters than observed (Fig. 12d).

The average March (1961–2009) modeled North Atlantic MLD, defined as the depth at which the potential density deviates from the 10 m depth value by \( \Delta \sigma = 0.125 \text{ kg m}^{-3} \) (Monterey and deWitt 2000; Danabasoglu et al. 2014), is confined to two areas: the Labrador Seas and the Nordic Seas (Fig. 13). Observed (EN4; Good et al. 2013; Fig. 13a) and modeled winter MLDs are very deep (>3000 m and up to bottom) in the Labrador Sea and shallower (~2000 m) in the Nordic Seas. A longer model spinup leads to shallower MLDs in the high-resolution model (Fig. 13d). The low-resolution MLD, in contrast, remains rather unchanged after five spinups (Fig. 13c; differences to L1 are negligible and not shown).

The average March (1979–2009) sea ice concentration (%) as modeled (solid lines) and observed (dashed lines, NSIDC; Cavalieri et al. 1996) is added to Fig. 13. In both models the 15 and 50% sea ice concentrations generally resemble those observed (Figs. 13c,d). However, both models underestimate the sea ice concentration in the Labrador Sea. L5, in addition, overestimates the 15% sea ice concentration in the Nordic Seas. A distinct sea ice change in the Nordic Seas is visible between the H1 and H5 runs, where the sea ice extent decreases with spinup time. Especially the 50% sea ice concentration is reduced in H5 and underestimates the one observed.

The March sea ice extent evolution in the Nordic Seas and the Labrador Sea is shown in Fig. 14 (total area with sea ice concentration > 15%; km\(^2\) \times 10\(^4\)). In both domains periods of lesser and greater sea ice extent are visible. In the Labrador Sea, periods of increased sea ice extent are in line with the modeled deep convection activity, indicated by red bars in Fig. 15b. The high-resolution model exhibits a transition from the first to the fifth spinup: while the sea ice extent decreases in the Nordic Seas (Fig. 14a), an increase is visible in the Labrador Sea especially during periods of deep convection (mid-1970s, mid-1980s, early to mid-1990s; Fig. 14b). In both domains, this spinup transition yields sea ice extent as observed in the H5 run (black lines, NSIDC; Cavalieri et al. 1996). The low-resolution model, in contrast, overestimates (underestimates) the sea ice extent in the Nordic Sea (Labrador Sea) and the spinup transition seen in the high-resolution model is almost absent.
The decadal variability of the average March MLD in the Labrador Sea is shown in Fig. 15 (index areas indicated in Figs. 1 and 13). The modeled low-resolution winter MLD remains at great depths (≈3 km) throughout the entire simulated period and do not change with the number of spinup cycles (Fig. 15a). In the high-resolution model, in contrast, a large interannual variability evolves with an increasing number of spinup cycles (Fig. 15b). After 3 spinups, periods of shallow MLDs (e.g., late 1960s, around 1980, around 2005) are visible between periods of deep MLDs (e.g., early 1970s, around 1984, early 1990) indicating a restratification of the mixed layer. This restratification is also visible in the observations (black crosses in Fig. 15a, calculated based on the EN4, Good et al. (2013) with the same MLD criterion). Note that different maximum depths in the area yield different maximum MLDs compared to the models.

The average winter (January–March, 1965–2004) Labrador Sea hydrography is shown in Fig. 16. Similar to the annual mean (Fig. 12), a transition toward lighter waters is seen from the first to the fifth spinups in both models (Fig. 16a) through colder (Fig. 16b) and fresher conditions (Fig. 16c). In particular the upper-ocean pycnocline of the H5 run (red line in Fig. 16a) is shallower and covers a wider density range compared to all other model runs, caused by fresh waters. Below 1-km depth the L5 run exhibits lighter conditions compared to all other runs, also caused by a lower salinity.

4. Discussion

Decreasing the horizontal model grid size down to the order of the first baroclinic deformation radius \(O(1–10) \text{ km};\) e.g., Chelton et al. 1998] yields stronger and narrower currents with vigorous meanders in the North Atlantic Ocean compared to the low-resolution control experiment with a typical \(\sim 1^\circ \approx 100-\text{km resolution. The strength, position, and shape of the circulation in the H1 run generally resemble observations better (e.g., AMOC and total meridional oceanic heat transport; Figs. 5, 6). The correct position of strong
currents such as the Gulf Stream and North Atlantic Current (Fig. 7b) leads to distinct improvements of the upper-ocean hydrography with respect to observations (Fig. 8b). Similar improvements were observed in other high-resolution ocean modeling studies (e.g., Hurlburt and Hogan 2000; Treguier et al. 2005; Bryan et al. 2007; Talandier et al. 2014; Marzocchi et al. 2015).

However, in both models (low and high resolution) the intermediate and deep circulation needs several spinup cycles (~150–300 years) to develop (Figs. 4, 5). During this spinup time the position of strong currents is not maintained in the high-resolution model and its positive effects seen in the H1 run partially vanish. In fact, H5 resembles the low-resolution control run L5 in terms of a too zonal Gulf Stream extension (Fig. 7) and upper-ocean hydrographic biases (Fig. 8). This unexpected result was not seen in other high-resolution ocean modeling studies due to their rather short simulation lengths \(O(1–20)\) years (Treguier et al. 2005; Bryan et al. 2007; Rattan et al. 2010; Talandier et al. 2014; Marzocchi et al. 2015; Dupont et al. 2015; Hewitt et al. 2016; Iovino et al. 2016). For example, Marzocchi et al. (2015) found similar hydrographic improvements in the North Atlantic using a 1/12° configuration of the ocean model ORCA in a 30-yr-long simulation compared to a 1° control run (cf. their Figs. 4a, c with Figs. 8a, b).

The model biases in NAC and associated North Atlantic hydrography are also seen in other high-resolution ocean modeling studies (e.g., Sein et al. 2017). The incorporation of atmosphere–ocean corrections (Weese and Bryan 2006) or feedbacks (Renault et al. 2016), on the other hand, yield realistic current paths and reduced hydrographic biases in ocean-only models. However, similar biases are known problems also in
coupled atmosphere–ocean GCMs (C. Wang et al. 2014; Menary et al. 2015). C. Wang et al. (2014) attribute the cold bias to an AMOC reduction. We do see the same relationship (Figs. 5, 8), however, it remains unclear why the position of the NAC is not stable throughout the spinup cycles.

Earlier studies found that the ocean model adjustment for Kelvin and Rossby waves strongly depends on the model resolution and viscosity, respectively (Cherniawsky and Mysak 1989). In our high-resolution model, vertical displacements of several tens of meters magnitude propagate through the thermocline with a westward velocity of $3.12 \pm 0.07 \text{ cm} \text{s}^{-1}$ (Fig. 3b; similar patterns of several cm magnitude exist in the modeled high-resolution SSH field, not shown). In accordance with midlatitude long planetary wave theory as well as observations we identify these propagations as long baroclinic Rossby waves (Kessler 1990; Chelton and Schlax 1996; Chelton et al. 1998) and as a potential cause for the relatively strong upper-ocean adjustment during the high-resolution model spinup. For example, the westward thermocline propagation identified in Fig. 3, representing the first baroclinic mode, would need around 8 years to cross the Atlantic (at $30^\circ \text{N}$ the Atlantic basin width measures approximately 7891 km in both models). According to theory, long baroclinic Rossby waves with increasing vertical wavenumbers $m$, each traveling with a velocity $c_{R,m} = -\beta l_{R,m}^2 \text{ WKB (z)} m^{-2} \left\{ -\beta (f \pi)^{-1} \int_{-H}^{0} N(z) dz \right\}^2$, where the $m$th baroclinic (or internal) Rossby radius of deformation $l_{R,m} = \frac{c_{g,m}}{f}$ for latitudes $\phi \approx 5^\circ$ with Coriolis parameter $f$ and its meridional change $\beta = \partial f \partial \phi$, would exhibit a reduced speed by the factor $m^{-2}$ (Chelton et al. 1998; a negative velocity indicates a westward directed Rossby wave). This implies that the associated second and third baroclinic modes already need around 32 and 72 years, respectively, to cross the Atlantic Ocean. In our model comparison we find that spatiotemporal propagation patterns of the first two baroclinic horizontal velocity modes $R_1$ and $R_2$ are of much larger amplitude in the high- compared to the low-resolution model (Fig. A4; see section 3a for details). Hence, in accordance with, for example, Cherniawsky and Mysak (1989), Chelton and Schlax (1996), Wunsch (1997), and Clément et al. (2014), we argue that long baroclinic Rossby waves modify the upper-ocean circulation and thereby lead to a stronger adjustment of the high-resolution upper ocean throughout the spinup cycles. In this context two technical aspects may need to be considered: 1) the unphysical jump, which is introduced at the beginning of every consecutive forcing cycle, may affect the wave propagation mechanism (Griffies et al. 2012) and 2) the large differences between the horizontal resolutions also affect the strength the applied SGS closures for momentum and tracers. In areas of...
mesh refinement the average (1948–2009) depth-integrated SGS temperature flux is smaller by several orders of magnitude in the high- compared to the low-resolution model (cf. Fig. 1 with Fig. A2; SGS temperature flux in °C m² s⁻¹; the product of the eddy-induced velocity $u_{SGS}$ and potential temperature $T$ was calculated at every model time step). However, a detailed analysis of this relationship is beyond the scope of this study.

While the correctly modeled surface circulation (position and strength) of the H1 run is not maintained throughout the spinup cycles, a pronounced decadal variability of deep convection evolves in the Labrador Sea (Fig. 15b), similarly to the one derived from observational EN4 data (Good et al. 2013). This variability is nearly absent in the low-resolution model and in H1 (and H2): these runs show deep winter mixed layers through the whole forcing period (Fig. 15a). Too deep winter MLDS are a typical problem of ocean general circulation models (Oschlies 2002; Fox-Kemper et al. 2008; Danabasoglu et al. 2014, 2016; Heuzé 2017) due to wrong current pathways, an insufficient vertical resolution, unresolved mixing processes but also an ill-defined mixed layer depth (usually via property difference to surface) through, for example, temperature–salinity compensation (Courtois et al. 2017).

Observations and models show a primarily wind-driven temporal variability of Labrador Sea deep convection (Kieke et al. 2007; Rhein et al. 2011; Yashayaev and Loder 2017; Scaife et al. 2014; Ortega et al. 2017). Since we use the same atmospheric forcing in all our model runs, we can conclude that the mean Labrador Sea hydrography is responsible for the agreement between the high-resolution modeled and observed MLD (Figs. 13, 15b). Only in the H5 run the slope of the winter (January–March) pycnocline is shallow enough (Fig. 16a) to cover a density range large enough that the traditional MLD definition is meaningful [here via a potential density $\sigma_\theta$ difference of 0.125 kg m⁻³ (Monterey and deWitt 2000; Danabasoglu et al. 2014); see, e.g., Holte and Talley (2009) and Courtois et al. (2017) for an improved MLD definition based on linear fits of the full set of water mass properties, i.e., temperature, salinity, and density].

These lighter water masses in the Labrador Sea in the H5 run (Figs. 12, 16) originate from the southeastward shifted NAC that is more zonal (Figs. 2, 7), weaker (the maximum overturning at 41°N is reduced toward observations; Fig. 5b) and transports lighter water masses across ~60°N northward (Fig. 9) compared to all other model runs. As a consequence, the southward directed Denmark Strait overflow is strongly reduced from H1 to H5, but still being in the observed range (Fig. 10; Jochumsen et al. 2017). The low-resolution Denmark Strait overflow, in contrast, is clearly weaker than observed albeit the relatively high horizontal resolution of ~15 km at the Denmark Strait (Fig. 1a). This adaption of the deep overflow water with respect to lighter source...
Water was also observed in Zhang et al. (2011). Further downstream the WBC leaves the Irminger Sea southward consisting of 70% upper EGIC ($\sigma_\theta < 27.8$ kg m$^{-3}$) and 30% DWBC ($\sigma_\theta > 27.8$ kg m$^{-3}$) as observed during summer (June–July) 2002–08 (Sarafanov et al. 2012; black cross and box in Fig. 10). This water mass distribution is represented in the H5 run after a transition from too dense waters in H1 (red arrow in Fig. 10). The DWBC transport decreases by 30% (from 19 to 13 Sv) as the lighter EGIC transport slightly increases. This transition also exists in the low-resolution model (~50% reduction of DWBC from L1 to L5), however, in L5, the WBC is too light (blue arrow in Fig. 10).

In addition, the southeastward shift of the NAC from the H1 to the H5 run affects the Nordic Sea and Labrador Sea maximum (March) sea ice extent. While the models agree in the general spatial distribution (Fig. 13, blue and magenta solid and dashed lines), they generally overestimate (underestimate) the sea ice extent in the Nordic Sea (Labrador Sea) basins (Fig. 14). It is the H5 run that shows agreement with satellite observations in both basins (Cavalieri et al. 1996). The sea ice reduction in the Nordic Sea from H1 to H5 on the one hand and the increase in the Labrador Sea on the other results from the southeastward shift of the NAC (Figs. 7b,d). In quasi equilibrium, the NAC transports warm waters into the Nordic Seas across the sill between Iceland and Scotland which leads to a warm upper-ocean temperature bias (Fig. 8f) that reduces the overestimated sea ice of the H1 run (Fig. 14a). At the same time the amount of heat transported along Reykjanes Ridge into the Labrador Sea decreases, which leads to increased sea ice extent there (Fig. 14b).

Hence, in our high-resolution model, the interplay of a long spinup adjustment and the large-scale circulation in the North Atlantic subpolar gyre seems to

![Fig. A2. Average (1948–2009) depth-integrated horizontal SGS temperature flux ($^\circ$C m$^{-2}$ s$^{-1}$) of fifth spinups of (a) low- and (b) high-resolution models. Note the logarithmic color scale. The product of the eddy-induced velocity $\mathbf{u}_{\text{SGS}}$ and potential temperature $T$ was calculated at every model time step.](image)

![Fig. A3. Exemplary stratification $N^2 = g \sigma_\rho^{-1} T$ ($s^{-2} \times 10^{-4}$; upper axis; thin black lines) and associated first five WKB approximated baroclinic horizontal velocity mode amplitudes $R_m$ (unitless; lower axis) of the fifth spinups of the low- (dashed) and high-resolution (solid) models in the North Atlantic at 47.4°N, 20°W of the modeled year 1983 (see description of Fig. 3 in section 3a for details).](image)
reduce typical model biases related to a salinification (Treguier et al. 2005; Brandt et al. 2007; Chanut et al. 2008; Rattan et al. 2010; Xu et al. 2013; Marzocchi et al. 2015) and a too deep mixed layer depth in the Labrador Sea (Oschlies 2002; Fox-Kemper et al. 2008; Danabasoglu et al. 2014, 2016; Heuzé 2017).

5. Conclusions

With the global coupled finite element sea ice–ocean model FESOM we investigated the influence of a regionally increased resolution up to 5–15 km on the North Atlantic Ocean circulation and hydrography. Compared to our low-resolution (1°) control run, this high horizontal resolution leads to distinct improvements of the modeled oceanic circulation and water mass characteristics such as correctly positioned strong and narrow boundary currents, vigorous small-scale meanders and reduced upper-ocean hydrographic biases. Similar improvements were found in earlier studies (e.g., Hurlburt and Hogan 2000; Treguier et al. 2005; Bryan et al. 2007; Talandier et al. 2014; Marzocchi et al. 2015).

However, we find that in our high-resolution model configuration, the upper-ocean circulation changed considerably throughout the first three spinup cycles (∼180 model years) before reaching a quasi-equilibrium state. During that spinup, a southeastward shift of the NAC decreases the upper-ocean heat and salt transports into the Labrador Sea, leading to a reduced subpolar gyre salinification, shallower winter mixed layer depths in the Labrador Sea as well as a realistic sea ice extent. This adjustment of the upper-ocean circulation was much weaker in our 1° control run. On the other hand, in quasi equilibrium, the high-resolution model exhibits similar biases seen in the low-resolution model such as a too weak overturning and a pronounced North Atlantic upper-ocean cold bias through the misplaced NAC.

We assume that the ocean adjustment is different for high and low model resolutions due to different representations of long baroclinic Rossby waves, consistent with earlier studies (Cherniawsky and Mysak 1989). Slow westward wave propagations may be responsible for altering the modeled upper-ocean dynamics on a decadal time scale in the high-resolution model as they are nearly absent in the low-resolution control run. Further research is necessary to identify the influence of baroclinic wave dynamics on the ocean model spinup adjustment.

FIG. A4. Anomalies of the (left) first and (right) second WKB approximated baroclinic horizontal velocity mode amplitudes $R_1$ and $R_2$ at 500-m depth of the fifth spinups of (a), (c) low- and (b), (d) high-resolution models as a function of longitude and time along 30°N in the Atlantic (colors; unitless $\times 10^{-3}$; seasonal mean 1948–2009 removed). The anomalies were smoothed with a Gaussian Nadaraya–Watson filter with a bandwidth of 3° in the longitudinal direction. The model bathymetry is added as black line [km; axes on the lower right of (b) and (d)]. The straight black and dotted lines in (b) and (d) show a westward velocity of $3.4 \pm 0.02$ cm s$^{-1}$ as determined by Radon transform performed in the area west of the MAR (see description text of Fig. 3 in section 3a for details).
Our study highlights the need of a spinup long enough to bring the model in a quasi-equilibrium state if a high horizontal resolution is used. With our current technology we are approaching high-resolution model studies in climate models (e.g., Haarsma et al. 2016; Hewitt et al. 2016). Our results suggest that such experiments should be carefully compared to known low-resolution GCM deficits (C. Wang et al. 2014; Menary et al. 2015). As a logical next step, we will evaluate the spinup dynamics in coupled climate models.
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APPENDIX

Appendix Figure Details

In our model simulations, the strength of the parameterized tracer mixing and advection is scaled (among others) with the local horizontal model resolution (section 2). For clarity, this resolution dependence is shown in Fig. A1, and the obtained total depth-integrated subgrid scale (SGS) temperature flux for both low- and high-resolution models is compared in Fig. A2 ($\text{C} \text{m}^{-2} \text{s}^{-1}$); the product of the eddy-induced velocity $u_{\text{SGS},b}$ and potential temperature $T$ was calculated at every model time step.

Figure A3 exemplarily shows the stratification $N^2$ and associated WKB approximated horizontal velocity modes $R_{1,5}$ of the fifth spinups of the low- and high-resolution models in the North Atlantic at $47.4^\circ$N and $20^\circ$W of the modeled year 1983 (section 3a). In addition, spatiotemporal anomalies (seasonal mean 1948–2009 removed) of $R_1$ and $R_2$ along $30^\circ$N in the North Atlantic at 500-m depth as a function of longitude and time are shown in Fig. A4.

Complementary to Fig. 8 (section 3b), Fig. A5 shows the average (1965–2004, 0–100 m) salinity anomalies (model minus observation) of our low- and high-resolution models (observations from WOA13; Zweng et al. 2013).
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