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You stand at a sandy beach with your feet in the 

water – a wave comes, you close your eyes. Your 

feet get soaked and you feel the pull of the water 

when it gets sucked back into the ocean. It does 

not matter how small the wave is, by the time you 

open your eyes the World around you is never as 

it was before – it is relentlessly changing. 

Realizing this as a little kid with my feet in the 

Baltic Sea, this is how my fascination for the 

coast began. 

  



  



Abstract 

In the Arctic, temperatures are rising twice as fast as the global mean. Since most of the 

terrestrial Arctic is underlain by permafrost it is particularly vulnerable to rising air 

temperatures. Permafrost holds vast amounts of carbon which upon release can considerably 

impact the Earth climate system. Studying processes which lead to permafrost degradation 

and carbon mobilization is thus important for quantifying this impact. The erosion of 

permafrost coasts is one of these processes and results in the mobilization of previously 

frozen carbon from the cliff, as well as from the hinterland. Since 34% of the World’s coasts 

are characterized by the presence of permafrost, the net effect is substantial and leads to the 

release of large amounts of organic matter. Yet, little data on rates of shoreline change and 

fluxes of organic matter are available for the Arctic. This thesis fills a gap by providing new 

baseline data on the temporal and spatial variability of shoreline changes along the ice-rich 

Yukon coast in the western Canadian Arctic, as well as on subsequent impacts on the natural 

and human environment.  

Shoreline change rates were obtained from geocoded aerial images from the 1950s, 1970s and 

1990s, as well as from satellite images from 2011. Differential global positioning system 

(DGPS) measurements of shore zone and cliff profiles along seven field sites were analyzed. 

Based on this data, shoreline changes were estimated for several time periods. Even though 

acceleration in shoreline retreat was not reflected in the mean shoreline change rates for the 

whole coast, analyses along six shorter sections of the coast revealed that coastal erosion is 

accelerating since the mid-1990s. DGPS field site measurements also indicate a rapid 

acceleration in shoreline retreat since 2006. 

Based on the shoreline change rates, sediment and soil organic carbon (SOC) fluxes to the 

Beaufort Sea were quantified. The SOC fluxes were calculated accounting for ground ice, 

which reduced the total flux rates by 19%. Sampling of the entire cliff, instead of just the 

upper meter, allowed the inclusion of SOC fluxes from the whole soil column, which 

increased the total SOC flux rate by 46%. Annually, 35.0×106 kg of SOC are mobilized by 

shoreline retreat from the Yukon coast, which is 131 kg SOC per metre of coast. These new 
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estimations of SOC fluxes are nearly three times as high as the fluxes which were previously 

used for the region in organic carbon budgets.  

Retrogressive thaw slumps (RTSs) are a thermokarst landform, which occurs frequently along 

the Yukon coast. Analyses of geocoded aerial images from the 1950s and 1970s and satellite 

images from 2011 revealed that even though RTSs occur only along 28 km of the 238 km 

long shoreline, they occupy an area of 402 ha and deliver large amounts of sediment and 

carbon from the hinterland. For a better understanding of the initiation and activity of RTSs, 

univariate regression tree models were fed with 16 environmental variables, including 

shoreline change rates. Ground ice characteristics (volume and thickness) and terrain 

characteristics (terrain height and slope) appeared to be the most influencing factors for RTS 

initiation and activity. However, coastal erosion is considered to play a crucial role in setting 

the preconditions for RTS initiation and activity by removing the insulating layer from the 

massive ice body and eroding the outflow materials. The currently observed enhanced RTS 

activity along the Yukon coast is therefore considered to be linked to intensified coastal 

erosion processes. 

This thesis also investigated present and potential future impacts of coastal dynamics on man-

made structures and cultural heritage along the Yukon coast. A cultural features database was 

created and the positions of these features were analyzed with respect to two projected 

shoreline positions for the year 2100. The analyses reveal that more than 50% of all known 

cultural features will be lost to the ocean due to coastal erosion by 2100. Further, the usage of 

the two only landings strips located along the coast will be very restricted. Travelling along 

the traditional boating routes is expected to become more challenging due to increasing 

sediment supply and dynamics. 

This thesis contributes to an enhanced understanding of past, present and potential future 

coastal changes and the resulting impacts on the natural and human environment along the 

Yukon coast. It shows that coastal changes are occurring at an accelerating pace and lead to 

impacts much greater than previously thought both in terms of net impact on the ecosystem 

and on infrastructure and cultural heritage. 



Zusammenfassung 

In der Arktis steigen die Temperaturen doppelt so schnell, wie im globalen Mittel. Da der 

größte Teil der terrestrischen Arktis aus Permafrost aufgebaut ist, ist die Arktis besonders 

empfindlich gegenüber diesem Temperaturanstieg. Permafrost beinhaltet große Mengen an 

Kohlenstoff, dessen Freisetzung das Potenzial hat, das globale Klimasystem erheblich zu 

beeinflussen. Für die Quantifizierung dieses Einflusses ist es wichtig, die Prozesse zu 

verstehen, welche zu der Degradierung von Permafrostböden und der miteinhergehenden 

Kohlenstoffmobilisierung führen. Die Erosion von Permafrostküsten ist ein solcher Prozess, 

welcher die Mobilisierung des, im Kliff wie auch im Hinterland, gefrorenen Kohlenstoffs 

hervorruft. Da 34% aller Küsten weltweit aus Permafrost aufgebaut sind, führt dieser Prozess 

zu der Mobilisierung von großen Mengen an organischem Material. Der Fokus dieser Arbeit 

liegt auf der Untersuchung der zeitlichen und räumlichen Variabilität der Küstendynamik 

entlang der eisreichen Yukon Küste in der westlichen kanadischen Arktis und auf den 

Auswirkungen dieser Veränderungen auf die natürliche und menschliche Umwelt. 

Positionsveränderungen der Küstenlinie wurden aus georeferenzierten Luftbildaufnahmen der 

1950er, 1970er und 1990er Jahre, und Satellitenbildern von 2011, entnommen. Des Weiteren 

wurden differenzielle globale Positionssystem (DGPS) Messungen von Küstenprofilen an 

sieben Messorten erhoben und ausgewertet. Basierend auf diesen Daten, wurden 

Positionsveränderungen der Küstenlinie für mehrere Zeitspannen analysiert. Eine 

Beschleunigung der Küstenerosion wurde in den mittleren Veränderungsraten nicht 

verzeichnet. Jedoch zeigten zeitlich höher aufgelöste Analysen, welche entlang von sechs 

kurzen Küstenabschnitten durchgeführt wurden, dass sich die Küstenerosion seit den 1990er 

Jahren beschleunigt. Diese Untersuchungsergebnisse wurden durch die DGPS Analysen 

bestätigt, in welchen eine Beschleunigung seit 2006 zu erkennen ist. 

Basierend auf diesen Untersuchungsergebnissen, wurde berechnet, wie viel Sediment und im 

Boden gebundener organischer Kohlenstoff (SOC) durch Küstenerosion freigesetzt werden. 

Bei den Berechnungen wurde das Volumen des im Festland enthaltenen Bodeneises 

miteinberechnet, was die SOC Freisetzung um 19% reduzierte. Der Einbezug des SOC aus 

der ganzen Sedimentsäule, führte zu der Erhöhung der SOC Flüsse um 46%. Jährlich ergibt 
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sich ein SOC Fluss von 35.0×106 kg entlang der Yukon Küste, was 131 kg SOC pro Meter 

Küsten entspricht. Diese neuen Abschätzungen sind fast dreimal so hoch, wie die bisher für 

diese Region in Kohlenstoffbilanzen verwendeten Werte. 

Rückschreitende Auftaurutschungen (RTSs) sind Thermokarst-Landformen, welche 

charakteristisch für weite Teile der Yukon Küste sind. Eine Analyse georeferenzierter 

Luftbildaufnahmen aus den 1950er und 1970er Jahren und von Satellitenbildaufnahmen von 

2011 hat ergeben, dass RTSs 28 km der Küstenlinie direkt beeinflussen, wobei sie SOC und 

Sedimentflüsse von 402 ha Land an die Küste transportieren. Um besser zu verstehen, welche 

Faktoren ausschlaggebend für die Initiierung und Aufrechterhaltung der Aktivität von RTSs 

wichtig sind, wurden univariate Regressionsbaummodelle mit 16 Variablen, unter anderem 

Positionsveränderungsraten der Küstenlinie, verwendet. Die Analysen ergaben, dass 

Grundeis-Charakteristika (Volumen und Mächtigkeit) und Gelände-Charakteristika 

(Geländehöhe und Neigungswinkel zur Küste) die wichtigsten Faktoren für die Initiierung 

und Aktivität der RTSs sind. Der Küstenerosion wird eine wichtige indirekte Rolle für die 

Initiierung und Aktivität von RTSs zugeschrieben. Durch die Entfernung der isolierenden 

Bodenschicht wird durch Küstenerosion die nötige Voraussetzung für die RTS Initiierung 

geschaffen. Durch den Abtransport des Ausflussmaterials durch Küstenerosion wird zudem 

der Neigungswinkel aufrechterhalten, welcher wichtig für die Aktivität des RTS ist. Die 

derzeitig beobachtete erhöhte RTS Aktivität entlang der Yukon Küste wird somit der sich 

beschleunigten Küstenerosion zugeschrieben. 

Des Weiteren, wurden heutige und zukünftige Auswirkungen von Küstendynamiken auf das 

Leben der Menschen, und auf die Bedrohung dortiger Kulturstätten, untersucht. Es wurde eine 

Datenbank erstellt, in welcher alle entlang der Yukon Küste gelegenen und bekannten 

Kulturgegenstände eingetragen wurden. Die Lage der einzelnen Objekte wurde mit zwei 

projizierten Küstenlinien für das Jahr 2100 verglichen. Laut der Analysen werden über 50% 

aller bekannten Objekte bis zum Jahr 2100 durch Küstenerosion zerstört sein. Ferner wird die 

Nutzung der beiden an der Küste liegenden Landebahnen erheblich beeinträchtigt werden. 

Der Gebrauch von traditionellen Bootsrouten wird durch den, durch Küstenerosion 

verursachten, zunehmenden Sedimenteintrag behindert. 

Diese Arbeit trägt zu einem besseren Verständnis von vergangenen, gegenwärtigen und 

potenziellen zukünftigen Küstenveränderungen und den daraus entstehenden Auswirkungen 

auf die natürliche und menschliche Umwelt entlang der Yukon Küste bei. Es wird gezeigt, 

dass sich die Küste zunehmend schnell verändert, was zu größere Auswirkungen hat, als 

bislang angenommen wurde. 
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1 

Motivation 

In the Arctic, global warming is twice as high as the global mean [Winton, 2006; Richter-

Menge et al., 2016a]. Rising atmospheric temperatures are causing sea ice and snow to melt 

earlier and freeze-up later on, which in turn diminishes the extent of areas which reflect 

incoming energy back to the atmosphere. This leads to the absorption of more solar energy 

and thus further warming – a process which is known as Arctic Amplification [Winton, 2006; 

Serreze and Barry, 2011].  

The smaller the temperature difference between the polar and the mid-northern latitudes is, 

the weaker is the polar jet stream, which facilitates its meandering and deflection [Francis 

and Vavrus, 2012; Cohen et al., 2014; Overland et al., 2015]. When the polar jet stream gets 

blocked further south it can influence mid-latitude weather patterns, such as wintertime cold 

spells, record snow falls, but also summer heatwaves, droughts and floods [Francis and 

Vavrus, 2012; Cohen et al., 2014; Overland et al., 2016a]. This is only one of many examples 

why Arctic climate change is of global relevance and how it can affect the daily life of people 

beyond the Arctic. 

However, warming of the Arctic has even further implications. Most of the terrestrial Arctic is 

built out of permafrost – soil which remains frozen for at least two consecutive years [Brown 

and Kupsch, 1974]. Due to the short summers and very long and cold winters, a large portion 

of the produced biomass (fauna and flora) is not, or only partially, decomposed. Thus, 

permafrost soils are one of the major global carbon sinks, storing organic matter which can be 

up to thousands of years old [Vonk et al., 2012]. With rising temperatures, organic matter is 

made available for microbial decay, which results in the release of carbon dioxide and 

methane [Schuur et al., 2015]. These gases, in turn, reinforce global warming, a feedback 

loop which is known as permafrost carbon feedback [Koven et al., 2011; Schaefer et al., 2014; 



2 1 Motivation 

Schuur et al., 2015]. So far, the focus in investigating the permafrost carbon feedback was 

laid on vertical fluxes to and from the atmosphere [Schuur et al., 2008, 2015; McGuire et al., 

2009; Koven et al., 2011; Elberling et al., 2013; Knoblauch et al., 2013; Schaefer et al., 

2014]. Lateral transport processes did not receive much attention.  

Coastal erosion is one of these processes and leads to the mobilization of organic matter 

which is transferred to the Arctic Ocean (to the nearshore zone, or off-shelf), or to the 

atmosphere [Fritz et al., 2017]. One third of the Earth’s coasts are made out of permafrost, 

most of them being exposed to coastal erosion [Lantuit et al., 2012b]. However, the 

contribution of coastal erosion to the mobilization of carbon stored in organic matter on the 

regional to global scale remains uncertain. This is due to a lack of coastal erosion data, as well 

as the scarce availability of sediment and carbon content data. Yet, these estimations are 

urgently needed since the erosion of permafrost coasts is expected to increase [Forbes, 2011]. 

Indeed, the ice-free period during which Arctic coasts are exposed to coastal processes is 

elongating because of the decrease in sea ice [Barnhart et al., 2014b]. Coastal erosion is 

already increasing among many coasts in the Arctic [Jones et al., 2009a; Günther et al., 

2015].  

The study of coastal processes in the Arctic is also needed to understand their impact on the 

socio-economic framework in the Arctic. Arctic coasts are an important locus of human 

activity and play a vital role for indigenous people to pursue their traditional lifestyle, as well 

as for the development of the economy. The rapid retreat of these coasts poses a serious threat 

to local communities and infrastructure and are challenging people to continuously adapt to a 

fast changing environment [Jones et al., 2008; Forbes, 2011]. Understanding past and 

projecting future shoreline changes will help to plan adaptation of coastal infrastructure and to 

undertake preservation efforts for historical artifacts along the coast. These artifacts are part 

of the living history of Arctic coastal residents and are also being threatened by erosion.
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2 Introduction 

2.1 Arctic climate changes and their impacts on coastal processes 

In the Arctic, global climate change occurs at a greater rate than elsewhere on Earth [Serreze 

and Barry, 2011]. The rise of air, sea surface and soil temperatures is measured to be 3.5 °C 

[Overland et al., 2016b], up to 5 °C [Timmermans, 2016], and up to 2 °C, [AMAP, 2011] 

respectively. These increasing temperatures are facilitating arctic coastal retreat in many 

different ways, especially along coasts with high ground ice contents [Aré, 1988; Dallimore et 

al., 1996; Lantuit and Pollard, 2008; Günther et al., 2015]. Consequently, Arctic coasts are 

one of the fastest eroding coasts on Earth [Reimnitz et al., 1988; Jorgenson and Brown, 2005]. 

The Yukon coast, where the focus of this thesis lies is known to be ice-rich and to erode at a 

fast pace [Lantuit et al., 2012b]. 

Over the last 30 years, the sea ice melt season lengthened by 5 to 9 days per decade, 

shortening the time in which sea ice is protecting the coast [Markus et al., 2009; Stroeve et al., 

2014]. The September sea ice extent has decreased by 40% since 1979 [Kwok and Rothrock, 

2009], sea ice thickness has decreased by approximately 1.8 m and its volume by 

approximately 75-80% [Overland et al., 2013]. The changes in sea ice physiology and extent 

lead to longer fetches and easier sea ice break up [Stroeve et al., 2007, 2011, 2014; Kwok and 

Rothrock, 2009; Serreze et al., 2009]. This favours the formation of higher energetic waves 

which can act upon the coast for longer periods of time [Overeem et al., 2011; Barnhart et al., 

2014b; Thomson and Rogers, 2014] (Figure 2.1). Current estimations predict that the ocean 

will be ice-free during the summers by the middle of the 21st century [Wang and Overland, 

2009]. However, there is considerable uncertainty regarding the timing of total sea ice loss 

during the summer [Jahn et al., 2016]. A higher frequency of severe storms, especially in the 

freeze up season, and warmer water temperatures are additionally contributing to intensified 

mechanical and thermal erosion of frozen sediments [Kobayashi et al., 1999; Solomon, 2005; 
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Aré et al., 2008; Barnhart et al., 2014a]. Relative sea-level rise, especially in combination 

with a deepening of the nearshore profile through processes like submarine permafrost thaw 

or ice gouging further contribute to an intensification of coastal erosion [Héquette and 

Barnes, 1990; Wolfe et al., 1998] (Figure 2.1). 

On land, an increase in the thawing depth of permafrost has been observed over the past 30 

years [AMAP, 2011]. Consequently, the sediments lose cohesion and are non-resistive even 

against low energetic waves, which facilitates their erosion and transport away from the coast 

[Serreze et al., 2000; Jorgenson and Brown, 2005; Dupeyrat et al., 2011]. Thus, some parts of 

Arctic coasts are observed to be rather “melting away” than being actively eroded by waves 

[Harper, 1990]. Further, the increase in precipitation, as it is predicted for example in the 

Yukon, as well as enhanced melting of ice in the active layer may lead to increased slope 

destabilization, again favoring coastal retreat [Bird 2009, Kroon, 2014; Streicker, 2016]. 

Climate projections estimate that in the Arctic climate change is expected to intensify in the 

range of 1 °C (RCP 2.6) to 8 °C (RCP 8.5) over land by 2100 [IPCC, 2013]. This gives reason 

to expect that coastal erosion will further intensify in the future. A comparison of coastal 

studies across all Arctic coasts came to the conclusion that current data cannot detect spatial 

and temporal changes in coastal processes sufficiently, showing that there is a need for more 

detailed studies on arctic coastal dynamics [Overduin et al., 2014]. It is one of this thesis’ 

objectives to fill this gap by providing high resolution high quality datasets on recent trends in 

erosion for the Yukon coast.  

Figure 2.1: Arctic coastal processes and responses to climatic changes. Figure from Lantuit et al., [2012b], after 

Rachold et al., [2004a]. 
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2.2 Shoreline retreat along Arctic coasts 

In 2012, Lantuit et al. [2012b] published the first circum-Arctic coastal change map (Figure 

2.2) and Wegener et al. [2015] calculated resulting mean annual carbon fluxes (Figure 2.3). 

Their study was based on the efforts of the Arctic Coastal Dynamics (ACD) project, which 

unified coastal change data from numerous different field sites across the coasts of all Arctic 

seas [Rachold et al., 2004; Lantuit et al., 2012; ACD, 2016]. According to these findings, the 

American Beaufort Sea coast, Canadian Beaufort Sea coast and East Siberian Sea coast are 

eroding particularly fast, with annual mean rates of -1.15 m a-1, -1.12 m a-1 and -0.87 m a-1, 

respectively [Lantuit et al., 2012b]. Over the past two decades, high coastal erosion rates were 

reported for the Alaskan Beaufort Sea coast [Brown et al., 2003; Mars and Houseknecht, 

2007; Jones et al., 2008, 2009a; Arp et al., 2010; Tweedie et al., 2012; Barnhart et al., 2014a; 

Gibbs and Richmond, 2015], with short-term erosion rates higher than 10 m a-1 in the Drew 

Point area [Jones et al., 2009a; Arp et al., 2010; Barnhart et al., 2014a], and an overall mean 

rate of change of -1.7 m a-1 [Gibbs and Richmond, 2015]. High erosion rates were also 

reported for the East Siberian coast high [Lantuit et al., 2011; Günther et al., 2013, 2015; 

Maslakov and Kraev, 2016], with short-term erosion rates of up to -10.2 m a-1 along the coasts 

of Muostakh Island [Günther et al., 2015]. 

Figure 2.2: Circum-Arctic map of shoreline change rates. Figure from Lantuit et al. [2012b]. 
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In addition to its high mean erosion rate, the Canadian Beaufort coast is the region with the 

highest ground ice contents throughout the Arctic, thus, making it particularly prone to 

climate warming [Lantuit et al., 2012b]. In the context of this thesis, the Yukon coast was 

taken as the study area, in order to assess the magnitude and impacts of climatic change on 

coastal changes. 

By comparing site descriptions from the early explorations of Franklin, Amundsen and 

Stefansson with own field observations and data from official reports, Mackay (1963) first 

pointed out the fast eroding nature of the Yukon coast [Mackay, 1963]. In the 1970s to 1990s, 

regional to local reconnaissance studies along the Yukon coast driven by governmental and 

industrial needs such as the Distant Early Warning (DEW) line station clean-up, the 

assessment of hazards for cultural and archaeological sites, or offshore hydrocarbon 

exploration added to the body of knowledge on the coast in the area [McDonald and Lewis, 

1973; Lewis and Forbes, 1974; Pinchin et al., 1985; Solomon et al., 1994; Forbes et al., 1995; 

Forbes, 1997; Solomon, 1998]. All of the work was published in governmental reports and 

most of it was carried out under the Northern Oil and Gas Action Plan, which was sought to 

assess potential effects of hydrocarbon development and production along the Canadian 

Arctic coast [INAC, 2017a]. For these studies, different data sources were used for the 

quantification of shoreline changes, such as aerial imagery (available for the Yukon coast 

since 1951), oblique airborne videos, and geodetic field site measurements. All studies 

focused on selected locations rather than quantifying rates of shoreline change along the 

whole Yukon coast. The only study which provided rates of shoreline change for the whole 

Yukon coast was performed by Harper et al. [1985], who used coastal videos from 1980, 1981 

and 1984, as well as aerial photographs from 1950 and 1970. Mean rates of coastal erosion 

were considerably high at Stokes Point, Kay Point and King Point with -5.33 m a-1, 

-3.39 m a-1, and -3.13 m a-1, respectively [Harper et al., 1985]. The highest accumulation

rates were measured along Simpson Point, in Ptarmigan Bay, and near Niakolik with 

2,89 m a-1, 2.83 m a-1 and 3.65 m a-1, respectively [Harper et al., 1985]. 

Over the past 10 years, advances in computing power and better software enabled a more 

consistent determination of shoreline change rates over large areas. By using the Digital 

Shoreline Analysis System (DSAS), an Esri ArcMap software extension, rates of shoreline 

changes can now be obtained consistently and uniformly from remotely sensed images 

[Thieler et al., 2009]. Since the 2000s, the usage of satellite images has widely replaced air 

photos and is extending the time series to recent times. 
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Lantuit and Pollard [2008] calculated mean annual coastal change data for Herschel Island for 

the time periods of 1952-1970 and 1970-2000. The mean values were -0.61 m a-1 and 

-0.45 m a-1 [Lantuit and Pollard, 2008]. The results suggested that there was a slight

deceleration in coastal erosion since 1970. Konopczak et al. [2014] calculated rates of coastal 

change for a 35 km long stretch of coast between Komakuk Beach and the Canadian – U.S. 

American border for the time periods 1951-1972 and 1972-2009 of -1.4 m a-1 and -1.2 m a-1, 

respectively [Konopczak et al., 2014]. Again, an acceleration of coastal erosion was not 

detectable. A study done by Obu et al. [2016a] was the first one which detected an 

acceleration of coastal retreat along Herschel Island by more than 50% from 2000 to 2011 in 

comparison to rates of change from 1970 to 2000. 

So far, these studies mainly focused on very short stretches of coast, or considered only one 

time period, prohibiting the detection of temporal changes of shoreline dynamics. Even 

though the observed changes in the Arctic climate should lead to higher erosion rates along 

the ice-rich Yukon coast, a consistent investigation of the whole coast including recent data is 

missing. Thus, there is a need for assessing shoreline changes along the entire Yukon coast 

over longer time periods to assess recent trends in erosion and accumulation.  

2.3 Impacts of coastal erosion 

2.3.1 Material fluxes 

Permafrost soils store 1035 ± 150×1015 g of soil organic carbon within the upper three metres 

of soils [Hugelius et al., 2014], or 1672×1015 g when including deeper soil layers [Tarnocai et 

al., 2009]. This corresponds to approximately half of the carbon which is estimated to be 

stored in soils, worldwide [Tarnocai et al., 2009]. Several geomorphological processes disturb 

these carbon pools, which leads to the mobilisation of carbon, as well as other nutrients and 

sediments. Coastal erosion is such a process. It transfers sediments, carbon and nutrients from 

the terrestrial into the aquatic system [Dunton et al., 2006; Gustafsson et al., 2017]. 

Depending on their particle size, the sediments either stay in suspension, or settle on the sea 

bottom [Hjulström, 1932]. Thereby, strong sediment fluxes can change the water turbidity in 

the nearshore zone and the corresponding light availability, which is crucial for primary 

production [Neff and Asner, 2001; Dittmar and Kattner, 2003]. When carbon enters the 

nearshore zone, it is observed to take four major paths [Fritz et al., 2017]. Part of the carbon 

settles on the sea floor in the nearshore zone. Since the nearshore zone is a very dynamic area, 

carbon can be re-mobilized by wave action, bottom fast sea ice pick-up, or ice gauging [Aré et 

al., 2008; Vonk et al., 2012; Macdonald et al., 2015]. Further, carbon can be transported 
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beyond the nearshore zone and settle in deeper shelf areas or even off shelf [Vonk, 2014; 

Gustafsson et al., 2017]. However, a considerable fraction of the carbon does not settle on the 

ground. Instead, it is mineralized by microbes, whereby a portion of the carbon is outgassed 

[Dunton et al., 2006; Battin et al., 2009; Gustafsson et al., 2017]. Further, the increased 

concentration of carbon and of other limited nutrients has the potential to enhance primary 

production in the ocean, upon which all organisms rely. Very high primary production can, in 

turn, lead to algae blooms and oxygen depletion, which can have massive effects on nearshore 

ecosystems [Fritz et al., 2017].  

Rivers and coastal erosion are the two main sources of sediment and carbon fluxes into the 

Arctic Ocean [Rachold et al., 2004b]. However, the separate contributions of both delivery 

sources vary regionally. Along the Beaufort Sea, rivers, especially the Mackenzie River, are 

considered to deliver the bulk part of the carbon (0.89×1012 g a-1 by coastal erosion,  

4.43×1012 g a-1 by rivers). Circum-Arctic estimations show that rivers supply approximately 

30.04 to 34.04×1012 g a-1 of carbon per year [Rachold et al., 2004b; Holmes et al., 2012], 

whereas estimations on carbon fluxes derived from coastal erosion vary between 4.9 to 

14×1012 g a-1 [Wegner et al., 2015 and references therein]. 

For the Yukon coast in particular, Harper and Penland [1982] published the first estimates of 

material fluxes, yielding 1.5×106 m3 a-1 of sediment. Using estimated cliff heights from video 

records and erosion rates from McDonald and Lewis [1973], this was a first rough estimation 

of how much material is annually released into the Beaufort Sea. A subsequent study 

conducted by Hill et al. [1991b] estimated a mean annual sediment flux of 7.12×1012 g a-1. By 

using an average total organic carbon concentration in coastal sediments of 5%, Macdonald et 

al. [1998] calculated a mean annual flux of total organic carbon of 0.06×106 m³ a-1 from the 

Yukon coast into the Beaufort Sea [Macdonald et al., 1998]. This value is used until present 

for the calculation of carbon fluxes to the Yukon coast [Rachold et al., 2000, 2004b].  

A more accurate estimation of mobilized sediments and carbon is the initial step to assess the 

potential impacts these fluxes have on the aquatic system and which role they are playing in 

the general carbon and sediment cycle. 
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Figure 2.3: Modern sediment contribution (Tg a-1) from coastal erosion into the Arctic Ocean. Figure from 

Wegner et al. [2015]. 

2.3.2 Retrogressive thaw slumps 

Retrogressive thaw slumps are unique permafrost landscapes which are found along many 

Arctic coasts and rivers. They are back-wasting thermokarst features which can develop when 

a previously buried massive ice body gets exposed due to a disruption process, such as an 

active layer detachment or coastal erosion [Burn and Lewkowicz, 1990; Lantuit et al., 2012a; 

Kokelj and Jorgenson, 2013]. When the massive ice body gets exposed to solar radiation, the 

ice melts or ablates and releases the previously frozen sediments and carbon therein. When 

the melting process of the massive ice body causes it to retreat faster than coastal processes 

are eroding the cliff, a retrogressive thaw slump occurs [Lewkowicz, 1987a]. A retrogressive 

thaw slump consists of a headwall, a slump floor and a slump lobe [Burn and Lewkowicz, 

1990] (Figure 2.4). The headwall is comprised of the upper soil layer and the massive ice 

body. They are reported to recede up to 10 m a-1 along the Yukon coast [Lantuit and Pollard, 

2005]. The slump floor, which is fronting the headwall, contains part of the released material. 

The material is transported from the mud pool downslope towards the ocean, and creates a 
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slump lobe. The removal of the sediments at the base of the retrogressive thaw slump by 

waves maintains a steep shore gradient, which is important for the material transport. If 

material does not get transported shoreward any longer, it will accumulate in front of the 

headwall, causing its insolation [Lantuit and Pollard, 2005]. In this case, the development of 

the retrogressive thaw slump decelerates or even stops. A re-exposure of the ice-body by 

thermokarst processes or coastal erosion leads to the re-activation of parts of the initial 

retrogressive thaw slump. Many retrogressive thaw slumps are observed to have such a 

polycyclic nature [Wolfe et al., 2001; Lantuit and Pollard, 2005, 2008; Lantuit et al., 2012a].  

Along the Canadian Beaufort Coast, a phase of enhanced retrogressive thaw slump initiation 

and re-activation is observed within the last 20 years [Lantz and Kokelj, 2008; Lantuit et al., 

2012a; Segal et al., 2016]. 

Depending on their size, retrogressive thaw slumps release considerable amounts of 

sediments, carbon and nutrients to the nearshore [Lantuit and Pollard, 2005; Obu et al., 2017; 

Tanski et al., 2017]. Hence, it is important to consider these landforms for estimations of 

material fluxes into the sea. The main challenge relates to the association between 

retrogressive thaw slump occurrence and terrain characteristics, such as substrate, relief or 

ground ice contents. A comprehensive statistical and empirical assessment of the relation 

between slumps and terrain is needed to understand the main drivers of slump initiation.  

 

 

Figure 2.4: Morphology of a retrogressive thaw slump, modified after Lantuit and Pollard [2005]. 

2.3.3 Socio-economic impacts 

Over the last decades much work has focused on the biogeochemical processes induced by 

arctic coastal erosion (Chpt. 2.3.1). However, it is the pictures of collapsing houses and 

eroding roads which are illustrating the importance of studying arctic coastal erosion 

processes best. Climatic warming in the Arctic is both a threat and an opportunity. It is a 
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threat for coastal infrastructure, such as the former DEW line stations along the US-American 

and Canadian Arctic coasts [Jones et al., 2008]. It is also threatening industry infrastructure 

such as the Varandei oil terminal at the Pechora Sea coast [Ogorodov et al., 2016]. It directly 

threatens settlements, such as Tuktoyaktuk at the Northwest Territories Beaufort coast 

[Johnson et al., 2003; Forbes et al., 2013] as well as cultural and archaeological sites [Jones 

et al., 2008; Kroon et al., 2010; Radosavljevic et al., 2015; O’Rourke, 2017]. On the other 

hand, it is an opportunity for the shipping industry to establish new Arctic-Pacific shipping 

routes [Smith and Stephenson, 2013; Stephenson and Smith, 2015], for the oil and gas 

industry to explore new offshore plays [Zöckler et al., 2011], and for the tourism sector to 

open new destinations [Olsen et al., 2011]. 

There are no permanent settlements along the Yukon coast at present times. However, the 

coastal area is still crucial for the Inuvialuit to pursue their traditional lifestyle, as well as for 

other indigenous and non-indigenous peoples for subsistence harvesting, recreation and 

transportation [Alunik et al., 2003; Hacquebord, 2011; Zöckler et al., 2011]. The Yukon coast 

has a long settlement history [Friesen, 2015; Arnold, 2016; Jensen, 2016]. The region is 

preserving valuable information about human history in the North in form of numerous 

cultural and archaeological heritage sites. These are containing remains from the Thule Inuit 

in the Washout Site at Herschel Island [Friesen and Arnold, 2008], are documenting the life 

of the Inuvialuit [Adams, 2004; Lyons, 2004], and are reporting on the arrival and activities of 

the Europeans [Bockstoce, 1986; Saxberg, 1993]. The recognition of the cultural and natural 

richness of the Ivvavik National Park and Herschel Island made this region a candidate for 

UNESCO World Heritage Site status [UNESCO, 2004]. 

In the late 1990s, a comprehensive study of all cultural and archaeological heritage sites 

within the Ivvavik National Park (Figure 2.5) was carried out by Thomson et al. [1998], who 

systematically inventoried each site and the corresponding artifacts. This study was 

accompanied by shoreline change studies in 1996 and 1997 along five main heritage sites 

[Solomon, 1996; Forbes, 1997]. Further, a detailed investigation of potential erosion and 

flood hazards of a former whaling settlement at Simpson Point, Herschel Island was carried 

out, and showed that sea-level rise, together with an intensification in storms, is substantially 

increasing the flood risk potential [Radosavljevic et al., 2015]. Despite this increasing hazard 

potential and its impact on cultural heritage sites along the Yukon coast, no comprehensive 

study of the future risk of coastal processes for cultural heritage exists. The potential impact 

of erosion on important infrastructure such as the DEW line airstrips, and on highly 
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frequented travel routes, are also unknown. Thus, there is a drastic need to assess the effects 

coastal processes have on the human component in the Arctic system. 

2.4 Objectives 

The following research objectives are driving the work performed in this thesis: 

1) To investigate the spatial and temporal variability of arctic coastal changes along the 

ice-rich Yukon coast. 

2)  To quantify the amount of sediment and carbon being mobilized due to coastal 

erosion, accounting for ground ice. 

3) To analyze the role of coastal erosion for the initiation of landforms (i.e., retrogressive 

thaw slumps) which are known to mobilize large amounts of sediments and organic 

material. 

4) To project the position of future shorelines under different scenarios. 

5) To discuss, which consequences future coastal dynamics might have for living along 

the coast. 

The overall goal of this PhD thesis is to contribute to an improved understanding of the role 

coastal dynamics are playing for material flows and landscape evolution and which impacts 

they have on infrastructure, travel routes and cultural sites at the present and in the future 

along the Yukon coast. 

2.5 Study area  

Thy Yukon Coast is situated within the Yukon Coastal Plain, a gently sloping surface which 

comprises the emergent part of the Beaufort continental shelf (Figure 2.4). The shelf break is 

at a water depth of approximately 80 m and is 40 km to 150 km from the coast [Hill et al., 

1991b]. The Yukon Coastal Plain is about 10 km to 40 km wide and is boarded to the north by 

the Beaufort Sea and to the south by the British, Barn and Richardson Mountains [Rampton, 

1982]. The Buckland glaciation was the last and furthest advance of the Wisconsin glaciation 

and represents the maximum limit of the Laurentide ice sheet [Hill et al., 1991a and 

references therein]. Advancing from the current location of the Mackenzie River, an extension 

tongue of the ice sheet reached westwards approximately as far as the Firth River [Mackay, 

1959; Rampton, 1982]. Parts of the former push moraine were separated from the land 

between 1600 and 650 years ago, creating Herschel Island and the Workboat Passage which 

constitutes a major sediment sink along the coast [Burn, 2009, 2016] (Figure 2.4). The 
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Mackenzie Trough, a glacially eroded valley [Hill, 1990] and Herschel Basin, a shelf 

depression, are subsea remains of the Wisconsin glaciation.  

Several hundreds of metres thick, continuous permafrost is underlying the whole Yukon 

Coastal Plain, except beneath large thermokarst lakes and river beds [Rampton, 1982]. Active 

layer depths on Herschel Island are on average 0.55 m, which is 30 to 50% deeper than in 

1985 [Burn and Zhang, 2009]. The glaciation history is characterizing the surficial geology of 

the Yukon Coastal Plain and is dividing it into a formerly glaciated and a formerly 

unglaciated area. 

In the formerly unglaciated area the terrain is very even and slopes gently towards the coast. It 

is mainly comprised of fine-grained lacustrine and alluvial sediments [Hughes, 1972; 

Rampton, 1982]. Ground ice contents reach as high as 66 vol% in the region of Komakuk but 

are generally lower than in the formerly glaciated area [Couture and Pollard, 2017]. Coastal 

elevations are highest in the area of the Canadian – U.S. American border (6 m) and lower to 

1 m east of Komakuk. The Malcom River and Firth Rivers build together an approximately 

40 km long delta, which is fronted by a well-developed barrier spit and barrier island system, 

called Nunaluk Spit. According to Harper et al. [1985], there is no evident sediment 

transportation from the deltas to the spit system, so that ice-push, besides longshore drift, is 

suggested to be the dominant process of sediment supply. Ice push ridges provide evidence 

that beaches along the Yukon coast are subject to intensive rework by sea ice during winter 

(Figure 2.5 inset b). The combined impact of wave induced mechanical and thermal erosion 

and thermal denudation lead to rapid retreat of the ice-rich coastal cliffs of the formerly 

unglaciated area (Figure 2.5, inset a). 

Nunaluk Spit together with Herschel Island and the Workboat Passage, comprise one of 

Canada’s Important Bird Area, which is particularly known because it comprises the only 

black guillemot nesting area along the Yukon coast [Eckert et al., 2005; Environment 

Canada, 2015; IBA 2017b]. 

The formerly glaciated area is mainly comprised of rolling moraines with coarse grained tills, 

as well as fine-grained lacustrine and outwash plains [Hughes, 1972; Rampton, 1982; Harry et 

al., 1988]. The whole formerly glaciated area is hilly and contains numerous thermokarst 

lakes. It bears high ground ice contents, which are reaching values of 74 vol% in the area 

south east of King Point [Couture and Pollard, 2017]. Ground ice is present in many different 

forms, including of non-massive ice, ice wedges, and extensive massive ice bodies which are 

partly composed of buried glacier and snow ice [Mackay, 1959; Harry et al., 1988]. Coastal 

elevations reach more than 60 m between Kay Point and King Point and more than 70 m 
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along the northern coast of Herschel Island. The high ice contents determine coastal 

morphology along many sections of the coast. Between King Point and Kay Point, very high 

ice contents and steep shore gradients are favoring the development of retrogressive thaw 

slumps (Chpt. 2.3.2) and gully formation along cliffs (Figure 2.5, inset f). Along the exposed 

tip of Kay Point, block failures are present (Figure 2.5, inset e). Block failures occur, when 

waves undercut the cliff in a polygonal tundra terrain. When the niche is deep enough to 

destabilize the tundra polygon, it fails, usually separating along an ice wedge [Hoque and 

Pollard, 2009; Wobus et al., 2011]. The sediments of the tundra block are cohesive enough to 

make the block fall towards the sea in one piece. Wave-induced thermal and mechanical 

erosion is capable of degrading the block within a few days [Barnhart et al., 2014a]. When 

waves undercut the cliff of a terrain with less developed polygonal tundra, notching of the 

cliff can cause the overlying vegetation to break off (Figure 2.5, inset d).  

The main river which enters the Beaufort Sea in the previously glaciated area is the Babbage 

River. The Babbage River delta and its adjacent region with its sheltered bays and wetlands is 

a further Important Bird Areas [IBA, 2017a]. However, the low elevation of this terrain 

renders it susceptible to flooding and inundation, as a result of the combined effects of thaw 

settlement and storm surges and/or sea-level rise (Figure 2.5, inset c).  

 The open water season during which sea ice is absent and the coast is exposed to waves is 

starting in late June and ending in the beginning of October [Galley et al., 2016]. However, 

fetch is limited by sea ice throughout the open water season. During the open water season, 

winds along the Yukon coast are bimodal. Winds come most frequently from the northwest to 

southeast, however northwesterly winds create positive storm surges which can reach as high 

as 3 m and cause large scale flooding [Reimnitz and Maurer, 1979; Harper et al., 1988, 

Environment Canada, 2016]. Storms from the southeast generate negative storm surges and 

are thus less effective in eroding the coast [Henry, 1975; Harper and Penland, 1982]. Storm 

frequency increases from late August on, with the stormiest period being usually during ice 

freeze-up in October [Hudak and Young, 2002; Atkinson, 2005]. The major headlands of Kay 

Point and Herschel Island significantly influence the local wave climate by sheltering the 

bordering easterly coasts. Relative sea-level rise along the Yukon coast is on average  

3.5 ± 1.1 mm a-1 [Manson et al., 2005]. Astronomical tides are semidiurnal and in the micro-

tidal range of 0.3 to 0.5 m [Héquette et al., 1995]. 

The Yukon Coastal Plain has a subarctic climate which is dominated by continental air in the 

winter, but is influenced by maritime air during the summer [Rampton, 1982]. The average 

annual temperatures of the two weather stations at the DEW line sites of Komakuk Beach and 
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Shingle Point amount to -11 °C and -9.9 °C, respectively, with July average temperatures of 

7.8 °C and 11.2 °C, respectively (averages for 1971 to 2000 [Environment Canada, 2016]). 

Approximately half of the annual precipitation falls as snow and half as rain. Annual average 

precipitation values are in between 161.3 mm to 253.9 mm (averages for 1971 to 2000 

[Environment Canada, 2016]). Vegetation along the Yukon Coastal Plain is dominated by 

erect dwarf shrubs, sedges and mosses [Walker et al., 2005]. The treeline is south and east of 

the Yukon Coastal Plain. 
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Figure 2.5: Map of the study area with insets showing examples of coastal geomorphology. Inset a) Thermal 

denudation and erosion of ice rich cliffs, Canadian – U.S. American border, photo by G. Tanski, 2015, Inset b) 

ice push ridges along Nunaluk Spit, photo by A. Irrgang, 2015, Inset c) Inundating tundra as a result of thaw 

settlement and sea level rise, Orca Cove, Herschel Island, photo by A. Irrgang, 2015, Inset d) collapsed 

vegetation matts in front of massive ice cliff, Stokes Point West, photo by D. Forbes, 2012, Inset e) Block 

failures as a result of wave undercutting at cliff toe, Kay Point, photo by A. Irrgang, 2012, Inset f) Retrogressive 

thaw slumps on rolling moraine, between Kay Point and King Point, photo by A. Irrgang, 2015. Bathymetry 

information is based on Canadian Hydrographic Survey Navigational Charts improved by local surveys 

performed in the 1980s [Thompson, 1994]. Basemap: 30m Yukon DEM, interpolated from the digital 1:50 000 

Canadian Topographic Database [Yukon Department of Environment, 2016]. Sediment sink and longshore drift 

information were derived from Environmental Atlas of the Beaufort Coastlines [Pelletier and Medioli, 2014]. 
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2.6 Thesis structure  

The introductory chapters (one and two) provide background information, the state of the art 

and, research objectives of this thesis. The subsequent chapters (three to six) contain four 

separate studies which are either in review or published in international peer-reviewed 

journals. The study in chapter three, “Variability in rates of coastal change along the Yukon 

coast, 1951 to 2015”, is focusing on the temporal and spatial variability of coastal change 

rates along the Yukon mainland coast. The comparison of rates of change from several time 

periods made it possible to not just quantify rates of shoreline change, but also to detect 

acceleration and deceleration in coastal change rates. The study in chapter four, “Coastal 

erosion of permafrost soils along the Yukon Coastal Plain and fluxes of organic carbon to the 

Canadian Beaufort Sea”, gives an example of the consequences of coastal erosion. In this 

study, the amount of sediments and carbon which are released due to coastal erosion is 

quantified for the entire Yukon coast. It is accounted for ground ice, which is taking up 

considerable parts of the volume of the coast, thus making the quantifications of annual 

sediment and carbon fluxes more accurate. The study in the fifth chapter, “Terrain controls on 

the occurrence of coastal retrogressive thaw slumps along the Yukon Coast, Canada”, is 

dealing with the factors which are favoring the occurrence of retrogressive thaw slumps, 

unique arctic landforms which are mainly appearing along coasts or river beds. Since 

retrogressive thaw slumps are generally triggered by rapid mass movements, it is 

hypothesized that coastal erosion is the driving factor for their initiation. The sixth chapter, 

“Impacts of past and future coastal changes on the Yukon coast – threats for cultural sites, 

infrastructure and travel routes”, is focusing on the human component. By investigating 

shoreline changes since the 1950s and projecting shorelines for the year 2100, effects of past 

and future shoreline dynamics on the peoples are discussed. In chapter seven, an overarching 

discussion of all four studies highlights the links between the results of the individual studies 

and puts them into a greater scientific context. Chapter eight gives a summary and 

conclusions of this thesis. 

2.7 Authors’ contributions 

Chapter 3: Variability in rates of coastal change along the Yukon coast, 1951 to 2015 

Authors: Irrgang, A.M., Lantuit, H., Manson, G.K., Günther, F., Grosse, G., and P.P. 

Overduin  

A. Irrgang and H. Lantuit designed the study. A. Irrgang and G. Manson coordinated and 

carried out field work. A. Irrgang geo-coded all aerial photographs. A. Irrgang drew all 
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shorelines, classified the coast, carried out all statistical analyses, interpreted the dataset, 

made all figures and tables, and wrote the manuscript. Input from all co-authors was received 

through scientific discussions and proof reading of all manuscript drafts. 

Chapter 4: Coastal erosion of permafrost soils along the Yukon Coastal Plain and fluxes 

of organic carbon to the Canadian Beaufort Sea 

Authors: Couture, N., Irrgang, A.M., Pollard, W., Lantuit, H. and M. Fritz  

N. Couture and W. Pollard designed the study. N. Couture, W. Pollard, and H. Lantuit carried 

out field work. N. Couture did all laboratory work. M. Fritz provided additional carbon 

contents data, which he obtained from separate field work and data processing. A. Irrgang 

digitized all shorelines, calculated all rates of shoreline change, all areal changes and all mean 

terrain heights. N. Couture and A. Irrgang calculated all sediment and carbon fluxes and wrote 

the manuscript. N. Couture made all figures and tables, except for Table 4.3 which was done 

by N. Couture and A. Irrgang, and Figure 4.1 which was done by A. Irrgang. Input from all 

co-authors was received through scientific discussions. 

Chapter 5: Terrain controls on the occurrence of coastal retrogressive thaw slumps 

along the Yukon Coast, Canada 

Authors: Ramage, J., Irrgang, A.M., Herzschuh, U., Morgenstern, A., Couture, N. and H. 

Lantuit  

J. Ramage and H. Lantuit designed the study. A. Irrgang geo-coded all historical images and 

digitized the shorelines. J. Ramage digitized all retrogressive thaw slumps and made all 

statistical analyses. A. Irrgang calculated all mean rates of change, which were used as input 

parameters for the regression tree models. J. Ramage made all figures and tables and wrote 

the manuscript. A. Irrgang contributed to the manuscript by editing all versions of the 

manuscript. Input from all co-authors was received through scientific discussions. 

Chapter 6: Impacts of past and future coastal changes on the Yukon coast – threats for 

cultural sites, infrastructure and travel routes 

Authors: Irrgang, A.M., Lantuit, H., Gordon, R., Piskor, A. and G.K. Manson  

A. Irrgang, H. Lantuit and R. Gordon designed the study. A. Irrgang projected the shorelines, 

carried out all statistical analyses, interpreted the dataset, made all figures and tables, and 

wrote the manuscript. R. Gordon and A. Piskor provided information about the Thule and the 

Inuvialuit, as well as the European settlers’ history and helped to interpret the data. Input from 

all co-authors was received through scientific discussions and proof reading of all manuscript 

drafts. 



3 

3 Variability in rates of coastal change 

along the Yukon coast, 1951 to 2015 

ABSTRACT 

The Arctic is warming, but the impacts on its coasts are sparsely documented. To better understand the 

reaction of Arctic coasts to increasing environmental pressure, shoreline position changes along a 

210 km length of the Yukon Territory mainland coast in north-west Canada were investigated for the 

time period from 1951 to 2015. Shoreline positions were extracted from georeferenced aerial images 

from 1951, 1953, 1954, 1972, 1976, 1992, 1994, and 1996, and from WorldView-2 and GeoEye-1 

satellite images from 2011. Shoreline change was then analyzed using the Digital Shoreline Analysis 

System (DSAS) extension for ESRI ArcGIS. Additionally, differential GPS (DGPS) measurements of 

shoreline positions from seven field sites were used to analyze coastal dynamics from 1996 to 2015 at 

higher spatial resolution. The mean shoreline change rate was -0.5 m a-1 between the 1970s and 1990s. 

This was followed by a significant increase in coastal erosion to -1.3 m a-1 in the 1990s to 2011 time 

period. This acceleration is confirmed by the DGPS measurements which indicate increased erosion 

rates at unprecedented local rates up to -8.9 m a-1 since 2006. Ground surveys and observations, with 

remote sensing data indicate that the current rate of coastal retreat along the Yukon coast is higher than 

at any time before in the 64 year long observation record. This in turn might favor the buildup of 

gravel beaches, which have been growing in extent throughout the last six decades. 

_____________________________________ 

A manuscript with equal content is in review in the Journal: Journal of Geophysical Research: Earth 

Surface. 

Irrgang, A.M., H. Lantuit, G. K. Manson, F. Günther, G. Grosse, and P.P. Overduin (in review). 

Variability in rates of coastal change along the Yukon coast, 1951 to 2015. Journal of Geophysical 
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3.1 Introduction 

Permafrost coasts are highly dynamic landscapes in the Arctic. Approximately 65% of all 

Arctic coasts are un-lithified but bonded by permafrost. Upon thaw, these coasts are affected 

by high erosion rates [Lantuit et al., 2012b; Jones et al., 2013; Günther et al., 2015]. Erosion 

has large impacts on the ecological and socio-economical coastal systems. Since large 

quantities of organic carbon are stored in permafrost, released fluxes from coastal erosion 

could form a significant contribution to the Arctic carbon cycle [McGuire et al., 1995; Zhang 

and Chen, 2005; Callaghan et al., 2011; Vonk et al., 2012; Hugelius et al., 2013; Fritz et al., 

2017; Tanski et al., 2017]. Coastal erosion is also threatening infrastructure, settlements and 

archaeological sites along many Arctic coasts [Forbes, 2011; Ogorodov et al., 2016].  

In the Arctic, air temperatures are expected to increase by 1 °C (RCP 2.6) to 8 °C (RCP 8.5) 

by the year 2100 [IPCC, 2013]. This increase in air temperature leads to higher permafrost 

and water temperatures [Smith et al., 2010; AMAP, 2011; Overland et al., 2015; Proshutinsky 

et al., 2015], decreasing sea ice extent and thickness [Stroeve et al., 2007, 2011, 2014; Serreze 

et al., 2009] and longer open water seasons [Markus et al., 2009; Stroeve et al., 2014], higher 

frequency of more severe storms [Atkinson, 2005; Manson et al., 2005], rising sea-level 

[Manson and Solomon, 2007] and deeper thawing depths of soils [Hinzman et al., 2005; 

Grosse et al., 2016]. All these changes have the potential to enhance coastal erosion, 

especially along coasts with high ground ice contents [Aré, 1988; Dallimore et al., 1996; 

Lantuit and Pollard, 2008; Kizyakov et al., 2013; Günther et al., 2015]. Yet, the intensity at 

which Arctic coasts are responding to these changes is not well known, since baseline erosion 

datasets covering multiple time periods are very scarce.  

Increasing erosion rates have been reported from several locations along the Arctic coast, but 

no Arctic-wide increase in erosion rates has yet been substantiated, because of the lack of 

suitable data and the scarce coverage of these studies [Overduin et al., 2014]. High coastal 

erosion rates have been described along the Siberian coast [Vasiliev et al., 2005; Lantuit et al., 

2011; Günther et al., 2013, 2015; Maslakov and Kraev, 2016], as well as along the Alaskan 

coast [Brown et al., 2003; Mars and Houseknecht, 2007; Jones et al., 2008, 2009a, 2009b; 

Ping et al., 2011; Tweedie et al., 2012; Gibbs and Richmond, 2015]. However, despite the fact 

that the Yukon coast is one of the most ice-rich and fastest eroding coasts in the Arctic 

[Lantuit et al., 2012b], little is known about the spatial and temporal variability of erosion 

along this coast. The only study systematically investigating the whole Yukon coast by means 

of aerial imagery analyses from the 1950s and 1970s was published in 1985 and reported 

average retreat rates of -0.5 m a-1 with local rates up to -5.3 m a-1 [Harper et al., 1985]. 
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Further studies concentrated on shorter parts of the Yukon coast [McDonald and Lewis, 1973; 

Forbes, 1997; Solomon, 1998; Lantuit and Pollard, 2008; Konopczak et al., 2014; 

Radosavljevic et al., 2015], or on much shorter time scales [Obu et al., 2017 a]. 

In this paper, the previous studies are complemented and significantly expanded by 1) 

quantifying shoreline position changes along 210 km of the Yukon mainland coast over a  

64-year period (1951-2015), and 2) investigating the temporal and spatial variability of these 

shoreline changes. 

3.2 Study Area 

The Yukon coast is the northern limit of the Yukon Coastal Plain, which is the emergent part 

of the Beaufort continental shelf (Figure 3.1). The Yukon Coastal Plain is 10 to 40 km wide 

and extends from the Alaskan border to the Mackenzie Delta [Rampton, 1982]. The region 

was partially glaciated by an extension tongue of the Laurentide Ice Sheet flowing from the 

south east during the Wisconsin glaciation. During glacial advance the ice sheet deformed 

sediments and left extensive morainic deposits behind after retreat. The progression stopped at 

what is today the fan of the Firth River. The Yukon coast region is therefore characterized by 

two distinct physiographic areas located within and beyond this glacial limit [Rampton, 1982; 

Fritz et al., 2012] (Figure 3.1). 

The coast west of the Firth River delta is characterized by a gently sloping backshore 

composed of fine-grained lacustrine and alluvial sediments [Rampton, 1982]. Coastal cliffs 

are higher near the Canada – U.S. American border (6 m) and decrease in height towards 

Komakuk Beach (3 m). Very high ground ice volumes in this section of coast (up to 66%, 

[Couture and Pollard, 2017]), lead to the occurrence of thermo-erosional processes which 

alter the landscape. The river deltas of the Malcom and Firth rivers are fronted by a 40 km 

long system of barrier spits and barrier islands termed Nunaluk Spit, which protects the delta 

coast (Figure 3.1). 

The formerly glaciated part of the coast, east of the two river deltas, is composed of fine-

grained lacustrine and outwash plains, as well as rolling moraines which contain coarse 

grained tills [Bouchard, 1974; Rampton, 1982]. The morphology of this section of coast is 

much more diverse than the western part. From the Workboat Passage to the Babbage River 

delta, cliff heights vary between 2 to 3 m (towards the west) to 15 m high ice-rich cliffs 

(towards the east). From Kay Point to Shingle Point, the coast rises up to 60 m high and is 

mainly characterized by steep cliffs made of till deposits, often with very high ground ice 

contents including massive ground ice [Harry et al., 1988]. Processes like retrogressive thaw  
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Figure 3.1: Yukon coast with marked sections used for spatial differentiation of shoreline change rates: 1. BOR 

(Border), 2. KOM (Komakuk Beach), 3. NUN (Nunaluk Spit), 4. WBP (Workboat Passage), 5. WHB (Whale 

Bay), 6. STO (Stokes Point), 7. KAY (Kay Point), 8. KNG (King Point), and 9. SHI (Shingle Point). The stars 

are marking the field sites, along which DGPS measurements were taken. The purple bars mark the key site 

extents. These key sites are additionally covered by aerial images from the 1990s. Blue circles indicate the seven 

main gravel features along the mainland coast which were assessed to analyze land change dynamics. They are 

from west to east: Clarence Lagoon, Nunaluk Spit, Catton Spit, Stokes Lagoon, Phillips Spit, King Point Lagoon 

and Shingle Point spit. Longshore drift information was obtained from the Environmental Atlas of the Beaufort 

Coastlines 2016. Bathymetry information is based on Canadian Hydrographic Survey Navigational Charts 

improved by local surveys performed in the 1980s [Thompson, 1994]. Basemap: 30m Yukon DEM, interpolated 

from the digital 1:50 000 Canadian Topographic Database [Yukon Department of Environment, 2016]. 

slumping and cliff face gullying are characteristic for this region, as well as block failure 

along the coast as a consequence of thermal abrasion at the cliff toe [Wolfe et al., 2001]. 

The Canadian Beaufort shelf fronting the Yukon Coastal Plain is 40 to 150 km wide and is 

gently sloping towards the shelf break located approximately at the 80 m isobath [Hill et al., 

1991b]. The period when sea ice is absent and liquid water and waves affect the shoreface is 

limited to about 3.5 months from late June to early October [Galley et al., 2016]. Relative sea-

level rise in this region is on average about 3.5 ± 1.1 mm a-1 [Manson et al., 2005]. 

Astronomical tides are semidiurnal and in the micro-tidal (0.3 to 0.5 m) range [Héquette et al., 

1995]. However, storm surges can raise water levels up to 3 m and can cause large scale 

flooding [Reimnitz and Maurer, 1979; Harper et al., 1988]. The prevailing wind directions 

are from the south-east and north-west, though most storms come from the north-west [Hill et 

al., 1991b; Hudak and Young, 2002]. Storms from north-east generate negative surges and are 
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thus less effective in eroding the coast [Henry, 1975; Harper and Penland, 1982]. Storm 

occurrences usually peak within the last month before sea ice freeze-up in October [Hudak 

and Young, 2002; Atkinson, 2005]. 

The mean annual temperature for Komakuk Beach is -11.0 °C, with a July maximum of 

7.8 °C (1971-2000) [Environment Canada, 2016]. Continuous permafrost is underlying the 

whole Yukon Coastal Plain, except beneath large thermokarst lakes and riverbeds [Rampton, 

1982]. Permafrost temperature has been warming by up to 2.6 °C since 1905 [Burn and 

Zhang, 2009]. This increase is linked to a warming of air temperatures, which are 2.8 °C 

higher than the ones of the early twentieth century [Richter-Menge and Mathis, 2016].  

3.3 Data and Methods 

In order to understand how the shoreline changed along the Yukon coast, a 210 km length of 

coast from the Canadian – U.S. American border in the west to Shingle Point in the east was 

investigated using remote sensing and field survey data. 

3.3.1 Remote sensing data 

A combination of aerial images and satellite images was used to map shoreline positions. A 

series of scanned aerial black and white images was obtained from the Canadian National Air 

Photo Library [NRCan, 2016a] for the 1950s (i.e., 1951, 1952, 1953, 1954), the 1970s (i.e., 

1972, 1976) and the 1990s (i.e., 1992, 1994, 1996). No one year in the 1950s or 1970s had 

full observational coverage of the study domain so photos from multiple years within a 

decade needed to be combined to get full coverage for the respective decade. Additionally, 

seven short shoreline sections (key sites) were digitized in the 1990s. The 2011 shoreline 

position was mapped using satellite images [Digital Globe 2014, 2016]. In the rest of the 

paper, all aerial images from 1951, 1952, 1953 and 1954 will be referred to as the 1950s aerial 

images series. The aerial images from 1972 and 1976 will be referred to as the 1970s aerial 

image series and the ones from 1992, 1994 and 1996 as the 1990s aerial image series. 

3.3.1.1 Geo-coding 

Orthorectification of all aerial images was performed by geo-coding all images to the 2011 

satellite images using PCI Geomatic’s Geomatica Orthoengine© software (2014). The 

software accounts for camera tilt, lens distortion, radial distortion, Earth curvature and 

refraction when orthorectifying aerial images. Digital elevation datasets were used to reduce 

displacement caused by terrain relief. These included the Yukon Digital Elevation Model 

(DEM) (30.0 m ground resolution) [Environment Yukon, 2016], airplane-based LiDAR (Light 
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Detection and Ranging) elevation data (1.0 m ground resolution) [Obu et al., 2016b], and the 

TanDEM-X intermediate DEM (12.0 m ground resolution) [Huber et al., 2012]. Each image 

was orthorectified to the average height of the digitized shoreline position. Aerial images 

from the 1950s and 1970s have a ground resolution of 3.5 m and 3.0 m, respectively. This 

means that the smallest distinguishable objects are 3.5 m, or 3.0 m apart. The aerial images 

from the 1950s were taken in four consecutive years (i.e., 1951, 1952, 1953, 1954). The aerial 

images from the 1970s were all taken in 1972, except for one in 1976. Assuming that 

landscape changes which occurred between the overflights from 1951 to 1954 and from 1972 

to 1976 are within the range of the ground resolution, aerial images from the 1950s and 1970s 

were treated as two series. The 1990s were treated differently because the ground resolution 

of the aerial images was higher (0.3 m). Aerial images taken within one year in the 1990s 

each display a single site which was spatially separated from pictures from other years. A 

total number of 520, 261 and 202 ground control points (GCP) was used to orthorectify the 

1950s, 1970s and 1990s images, respectively. The average root mean square positional errors 

(RMS) for the orthorectified aerial images were 5.45 m, 9.81 m and 4.38 m for the 1950s, the 

1970s and the 1990s images, respectively (Table 3.1). 

 

Table 3.1: Metadata and accuracy for all used images. EGR is ground resolution, GCP stands for ground control 

point, TP for tie point, RMS for the average root mean squared error of all Orthoengine© projects for one 

decade, LOA for loss of accuracy and U for shoreline uncertainty for the given year.  

Date 

dd.mm. 

yyyy 

Number 

of images 

Type of image Scale 1: Ground 

resolution 

(EGRa) [m] 

 

GCPs 

(TPs) 

RMS 

 

[m] 

LOA 

 

[m] 

U 

 

[m] 

 

18.07.2011 

20.07.2011 

31.08.2011 

13.09.2011 

 

5 

 

GeoEye-1 

(multispectral 

pansharpened) 

 

/ 

 

0.4 

 

Base 

image 

 

/ 

 

2 

 

2.06 

31.08.2011 

13.09.2011 

 

2 WordView-2 

(multispectral 

pansharpened) 

 

/ 0.5 Base 

image 

25.07.1996 11 panchromatic 

airphotos 

6 000 0.3 520 (159) 4.38 2 4.85 

13.07.1994 11 

08.06.1992 

 

21 

07.07.1976 1 panchromatic 

air photos 

60 000 3.0 261 (56) 9.81 4 11.02 

08.07.1972 

09.07.1972 

31.07.1972 

14.08.1972 

 

19 

22.08.1954 8 panchromatic 

air photos 

70 000 3.5 202 (80)  5.45 7 9.55 

27.07.1953 3 

20.07.1952 3 

14.07.1951 3 
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3.3.1.2 Shoreline digitalization 

The shoreline was digitized manually at a scale of 1:1 000. Because of the wide range of 

landforms associated with the shoreline in the study area, a set of shoreline proxies such as the 

cliff top line or the water line was used to digitize the shoreline (Figure 3.2). Delta shorelines 

were excluded. If the geomorphological setting changed throughout the years, for example 

from an active to an inactive cliff, the same indicator was used nevertheless. In this case, the 

indicator which could be distinguished best in both images was selected. The same approach 

was used when a shoreline indicator could not be distinguished in an image because of terrain 

shadows or cloud cover.  

For computation of shoreline change rates, the shoreline was digitized in two different images 

taken at the beginning and the end of a time step. The uncertainty of the shoreline position (U) 

for each time step was calculated as shown in Equation 3.1: 

𝑈 = √(𝐸𝐺𝑅 𝑎𝑒𝑟𝑖𝑎𝑙 𝑖𝑚𝑎𝑔𝑒
2 +  𝐸𝐺𝑅 𝑠𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒 𝑖𝑚𝑎𝑔𝑒

2 +  𝑅𝑀𝑆2 + 𝐿𝑂𝐴2)    ,    (3.1) 

where EGR satellite image is the ground resolution of the satellite images, EGR aerial image represents 

the ground resolution of the aerial images from a particular year, RMS is the root mean 

squared error associated with the geo-coding of aerial images from a particular year, and LOA 

is the estimated loss of accuracy for a particular year (Table 3.1) (modified after Hapke and 

Reid,[ 2007]). The LOA accounts for the digitizing error and was determined by calculating 

the variance associated with repeated shoreline digitization of the same extent of shoreline. 

For consistency, all shorelines were digitized by the same operator.  

3.3.1.3 Calculation of shoreline position change rates 

Shoreline change rates were calculated using the Esri ArcGIS extension Digital Shoreline 

Analysis System (DSAS) version 4.3 [Thieler et al., 2009]. The rates were computed along 

transects perpendicular to the shoreline, with a transect spacing of 100 m. For each transect 

and each time step, the total shoreline movement as well as yearly shoreline change rates were 

extracted. DSAS analyses were conducted for the time step from the 1950s to the 1970s, the 

1970s to 2011 and for the 1950s to 2011 for the whole study area. For the conduction of 

DSAS analyses the date of the 16 Aug. 1953 was used for the 1950s (average date of all aerial 

images from the 1950s), the 17 Jul. 1972 was used for the 1970s (average date of all aerial 

images from 1972) and the 16 Aug. 2011 (average date of all satellite images from 2011) was 

used for the 2011 shoreline. Additionally, shoreline change rates were calculated for the time 

steps from the 1970s to the 1990s and from the 1990s to 2011 for the areas for which 

shoreline position data from the 1990s was available. The picture extent of the 1990s images 
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covers a total shoreline length of 27 km, which accounts for 12.9% of the whole shoreline. 

Since the seven sites are spatially separated from each other, the actual shoreline dates were 

used for DSAS (06 Aug. 1992, 13 Jul. 1994, 25 Jul. 1996). In the following sections, these 

segments of coast which are covered in all image series, including the 1990s, are referred to 

as key sites.  

An indicator for the accuracy of the calculated shoreline change rate is the dilution of 

accuracy (DOA). The DOA was calculated as is shown in Equation 3.2: 

𝐷𝑂𝐴 =
√𝑈1

2+𝑈2
2

𝑡
,         (3.2) 

where U1
 is the uncertainty of the shoreline position from the first point in time, U2 is the 

uncertainty of the shoreline position from the second point in time and  t is the amount of 

years covering the analyzed time span (modified after Foster et al., [1989]). Table 3.2 

displays the DOAs for all analyzed time periods. 

 

Table 3.2: Dilution of Accuracy (DOA) for all considered time periods. 

Time period DOA [m a-1] 

1950-1970 0.81 

1970-1990 0.55 

1990-2011 0.31 

1970-2011 0.29 

1950-2011 0.17 

3.3.1.4 Methods of change detection along lagoons, barrier islands and spits (gravel 

features) 

For the purpose of this study, erosion is defined as a landward movement and accretion as a 

seaward movement of the shoreline. This definition can be misleading if it comes to shoreline 

dynamics along lagoons, barrier islands and spits since a landward movement of these 

geomorphological forms indicates land shift, but not necessarily land loss. In order to capture 

land loss and land gain more adequately along these features, which will be referred to as 

gravel features, their areal extent was digitized for the 1950s, 1970s and 2011 at a scale of 

1:1 000. Then, the areas of the generated vector polygon shapefiles were compared. Due to a 

lack of aerial image coverage, no area calculations could be performed for the 1990s. This 

analysis was done for the seven largest gravel features which occur along the mainland coast; 

Clarence Lagoon, Nunaluk Spit, Catton Point Spit, Stokes Point Lagoon, Phillips Bay Spit, 

King Point Lagoon and Shingle Point Spit (Figure 3.1). 
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3.3.2 Field survey data 

Field site measurements were used to capture local scale (0.1 to 2 km) coastal changes at high 

temporal resolution. For the purpose of this study, data from seven field sites were analyzed 

for the period from 1991 to 2015. Multi-year data collection was conducted from 1991 to 

1995 using theodolite-based geodetic surveys and since then with a Differential Global 

Positioning System (DGPS). The theodolite measurements and the DGPS measurements 

reach a position accuracy of ≤ 5 cm [NRCan, 2013]. At most field sites, the DGPS base 

station was set upon a geodetic benchmark with a known absolute position. Position accuracy 

of the collected survey information was enhanced by Precise Point Positioning (PPP) in 2012, 

using the Canadian Spatial Reference System (CSRS)-PPP online tool [NRCan, 2016b]. Table 

3.3 gives the length of shoreline encompassed by transects at each site, as well as the years of 

measurement and the number of transects. For comparison to remote sensing data, additional 

transects were created in DSAS that were coincident with the field transects and separate 

statistics were calculated. 

 

Table 3.3: Description of the field sites. Site positions are shown in Figure 3.1. Revisiting of the sites occurred 

irregularly, with a one to eight years break between two consecutive visits. 

Site name Survey years 
Shoreline length 

[m] 

Number of cross-shore 

transects 

Border 1991, 1999, 2006, 2012, 2015 120 3 

Clarence 

Lagoon 

1997, 2006, 2015 100 3 

Komakuk 

Beach 

1997, 2000, 2006, 2012, 2014, 

2015 

570 9 

Nunaluk Spit 1995, 1996, 1997, 2000, 2003, 

2006, 2012, 2014, 2015 

100 4 

Catton Point 1996, 2006, 2012, 2014, 2015 420 2 

Stokes Point 1995, 1996, 1997, 1999, 2006, 

2007, 2012, 2014, 2015,  

330 5 

King Point 2012, 2014, 2015 1700 3 

3.3.2.1 Calculation of shoreline position change rates 

The field sites were first established in different years and were surveyed in irregular time 

steps. Since the sites were established to serve a variety of purposes (e.g. characterizing 

representative coastal cliff features, monitoring of archaeological sites, Defense Early 

Warning (DEW) line station monitoring), they also have different spatial extents (Table 3.3). 

Coastal monitoring was conducted in the form of point measurements along designated cross-
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shore profiles and along-shore measurements at the water line, at the cliff toe, and at the cliff 

top. For the calculation of shoreline position change rates the cliff top was chosen as main 

shoreline indicator. The average annual rate of change (Rave) in metres per year was calculated 

by dividing the cliff edge position differences (Δx and Δy) by the number of years in between 

two consecutive measurements (t): 

Rave =
√(∆x)2+(∆y)²

∆t
   .      (3.3) 

3.3.3 Classification of shoreline 

To classify the variety and distribution of coastal landforms along the Yukon coast, a coastal 

classification scheme was established based on Harper [1985] and Couture et al. [2015a]. 

This classification scheme was applied to the shoreline at a scale of 1:1 000. Figure 3.2 shows 

examples for each of the five established classes, being: 1. beach, barrier island, spit, 2. 

inundated tundra, 3. tundra flats, 4. tundra slopes and 5. active tundra cliff. Table 3.4 

contains the definition of each class. The coastal classification information was assigned to 

the rate of change for each DSAS transect for the time step from the 1950s to 2011. 

 

Table 3.4: Coastal landform classification 

Coastal 

landform class 
Definition Shoreline proxy 

 

Beach, barrier 

island, spit 

 

Subaerial sand and gravel beaches which are surrounded by water from both 

sites, such as spit extensions from the mainland, barrier islands fronting the 

mainland, lagoons and river inlets 

 

Wet-dry line 

Inundated 

tundra 

Tundra inundated due to thaw subsidence and/or coastal flooding as an effect 

of sea-level rise. This class includes wetlands and tidal flats. 

Vegetation line 

Tundra flats low lying tundra with no evident active cliff or inactive cliff Vegetation line 

Tundra slopes Inactive cliffs and inactive retrogressive thaw slumps which are flattened and 

vegetated due to the absence of coastal erosion 

Cliff toe 

Active tundra 

cliff 

Cliffs and bluffs which are actively eroding Cliff top 
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Figure 3.2: Examples of coastal landforms associated with the five coastal landform classes used to describe the 

shoreline (for definitions see Table 3.4). The indicators used to digitize the shoreline are provided between 

brackets. 

3.3.4  Transect-wise analyses of shoreline movements through time 

In order to better understand the evolution of the shoreline between the different time periods, 

a detailed analysis of the movement of the shoreline at each DSAS transect was performed. 

Transects were categorized based on whether shoreline change rates showed increasing or 
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decreasing erosion, increasing or decreasing accumulation, whether accumulation changed to 

erosion, or vice versa. This transect-wise analysis was performed to compare two consecutive 

time periods, over the whole length of coast and to compare three consecutive time periods 

for the key sites extent. Therefore, three distinct analyses were conducted: 1) the shoreline 

change rates of the 1950s to 1970s time period were compared with the 1970s to 2011 time 

period, 2) the shoreline change rates of the 1950s to 1970s time period were compared with 

the 1970s to 1990s time period and 3) the shoreline change rates from the 1970s to 1990s time 

period were compared with the 1990s to 2011 time period. 

3.4 Results 

The results provide shoreline change rates along 210 km length of the Yukon coast for the 

time between 1951 and 2015. The mean coastal change for the whole length of coast was  

-0.7 m a-1. Thirteen percent of the coast was either accumulating or stable while 87% of the 

coast was eroding. The dataset comprising all DSAS analysis results for all time periods is 

published in the data archive PANGAEA [Irrgang et al., 2017]. 

3.4.1 Temporal variations in shoreline change rates 

Temporal changes in shoreline positions were analyzed using five observation time periods, 

based on images from the 1950s, 1970s, 1990s, and 2011 (Table 3.5). Throughout all time 

periods, the mean shoreline change of the whole coast remained stable. However, after a 

substantial deceleration in erosion from the 1970s to the 1990s, a strong acceleration in 

erosion since the 1990s was measured along the key sites which was as high as for the 1950s 

to1970s time period. 

For the whole coast, the mean rate of change of -0.7 m a-1 varied only marginally over time 

(1950s-1970s: -0.72 m a-1, 1970s-2011: -0.71 m a-1, Table 3.5) and did not change 

significantly (level of significance α = 0.05). Along the key sites, a mean rate of change of 

approximately -1.3 m a-1 was measured for the 1950s to 1970s. In the 1970s to 1990s time 

period, the mean rate of change decelerated significantly to -0.5 m a-1. The mean shoreline 

change rate of the 1990s to 2011 time period at the key sites was significantly higher  

(-1.3 m a-1) than during all previous time periods (α = 0.05) and nearly twice as high as the 

mean rate of change for the whole coast. 

Transect-wise analyses performed along the whole coast show that the number of transects 

recording erosion increased since the 1970s (Figure 3.3, inset A). However, along most of 

these transects shoreline change rates decreased from the 1950s to 1970s time period to the 
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1970s to 2011 time period (Figure 3.3, inset A). The amount of transects along which 

shoreline change rates of more than -5 m a-1 were recorded increased in the 1970s to 2011 

time period. 

Transect-wise analyses performed at the key sites show a deceleration in erosion to the 1990s, 

followed by a strong shift towards a highly erosive regime. The comparison of rates of change 

of the 1950s to 1970s time period with the 1970s to 1990s time period shows that coastal 

erosion decelerated along 51% of the key sites transects (Figure 3.3, inset B). Over the same 

period of time, 15% of the key sites transects shifted from erosion to accumulation. In the 

following time period, from the 1990s to 2011 a strong acceleration in erosion was measured 

along 54% of all key site transects (Figure 3.3, inset C). This latter time period (1990s – 2011) 

also has the largest number of eroding key site transects (Figure 3.3, inset B and inset C). In 

summary, the key sites showed a shift towards an increase in the percentage of eroding 

transects and an acceleration of erosion since the 1990s. 

 

Table 3.5: Rate of change statistics for all analysed time steps for the whole study area and for the key sites. The 

key sites have additional information because of the use of 1990s aerial images. The 1990s aerial images cover 

27 km of the whole study area and rate of change statistics were compiled specifically for their spatial extent. ER 

stands for erosion, AC stands for accumulation. 

 Time period Mean rate 

of change 

 

 

[m a-1] 

Median 

rate of 

change 

 

[m a-1] 

ER [% of all 

measurement

s] 

ER ≤ -1 m 

a-1 [% of 

all 

measurem

ents] 

 

AC [% of 

all 

measureme

nts] 

AC ≥1 m a-

1 [% of all 

measureme

nts] 

 

W
h

o
le

 c
o

as
t 

 

1950s-1970s 
-0.72 -0.54 77 34 23 4 

1970s-2011 -0.71 -0.47 84 29 16 2 

1950s-2011 

 

-0.72 

 

-0.51 

 

87 

 

30 

 

13 

 

2 

 

K
ey

 s
it

es
  

1950s-1970s -1.26 -1.16 86 53 14 2 

1970s-1990s -0.54 -0.62 78 32 22 6 

1990s-2011 -1.30 -1.18 85 55 15 4 

1950s-2011 -1.02 -1.04 87 53 13 1 

 

 



32  3 Variability in rates of shoreline change 

 

 

Figure 3.3: Transect-wise analyses of shoreline movements for the whole coast (inset A) and for the key sites 

(insets B and C). Each point in the scatter plot stands for measurements of rates of shoreline change along one 

DSAS transect in two consecutive time periods. The colours in the pie charts correspond to the colours in the 

graphs. 

3.4.2 Alongshore rates of change 

The study area was subdivided into nine sections to characterize the spatial variability of 

erosion along the Yukon coast (Table 3.6, Figure 3.4). The subdivision was made on the basis 

of different physiographic units. 

Over the 1950s to 2011 time period, the western Yukon coast (west of Herschel Island) 

experienced higher mean annual rates of erosion than did the eastern Yukon coast. Change 

occurred at the Border, Komakuk Beach and Nunaluk Spit sections at mean rates of  

-1.4 m a-1, -1.3 m a-1, and -0.9 m a-1, respectively. With mean change rates of -0.1 m a-1 to  



3.4 Results 33 

-0.5 m a-1, the sections south and east of Herschel Island were closer to the overall mean rate 

of change of -0.7 m a-1 along the whole coast. 

  

Table 3.6: Rate of change statistics for coastal sections arranged from west to east (Figure 3.1) over the 1950s to 

2011 time period. AC stands for accumulation, ER for erosion. BOR stands for Border, KOM for Komakuk 

Beach, NUN for Nunaluk Spit, WBP for Workboat Passage, WHB for Whale Bay, STO for Stokes Point, KAY 

for Kay Point, KNG for King Point and SHI for Shingle Point. 

Section Coverage  

 

 

[km] (%) 

Max. 

ER 

Rate 

[m a-1] 

Mean 

rate of 

change 

[m a-1] 

Median 

rate of 

change 

[m a-1] 

Max. AC 

rate 

 

[m a-1] 

ER along 

section 

[%](ER ≤ -

1 m a-1) 

AC along 

section 

[%] (AC 

> 1 m a-1) 

ER along 

coast [%] 

(ER ≤ -1 

m a-1) 

 

AC along 

coast [%] 

(AC > 1 

m a-1) 

 

 

BOR 

 

 

11.7 

(5.6) 

 

-2.1 

 

-1.4 

 

-1.3 

 

0.0 

  

99.1 (71.8) 

  

0.9 (0.0) 

  

5.5 (4.0) 

 

0.1 (0.0) 

KOM 

 

24.5 

(11.5) 

-2.0 -1.3 -1.3 -0.3 100.0(77.1)  0.0 (0.0) 11.5 (8.9) 0.0 (0.0) 

NUN 

 

29.1 

(13.9) 

-7.2 -0.9 -1.1 5.0  95.2 (39.9)  4.8 (2.6) 13.2 (5.5) 0.7 (0.4) 

WBP 

 

23.2 

(11.0) 

-2.5 -0.3 -0.4 0.6  86.2 (12.4) 13.8 (0.0)  9.5 (1.4) 1.5 (0.0) 

WHB 

 

14.3 

(6.8) 

-1.5 -0.5 -0.5 0.2  93.3 (13.4)  6.7 (0.0)  6.4 (0.9) 0.5 (0.0) 

STO 

 

31.9 

(15.2) 

-6.2 -0.5 -0.9 2.9  79.9 (31.4) 20.1 (3.0) 12.2 (4.8) 3.1 (0.5) 

KAY 

 

33.6 

(16.0) 

-5.8 -0.2 -0.5 0.9  83.8 (9.5) 16.2 (0.0) 13.4 (1.5) 2.6 (0.0) 

KNG 

 

20.6 

(9.8) 

-2.5 -0.5 -0.6 2.5  95.3 (20.7)  4.7 (1.6)  9.4 (2.0) 0.5 (0.2) 

SHI 

 

21.2 

(10.1) 

-1.8 -0.1 0.1 5.3  63.3 (4.5) 36.7 (8.0)  6.4 (0.5) 3.7 (0.8) 

 

The highest erosion rates were measured in the Nunaluk Spit (-7.2 m a-1) and Stokes Point  

(-6.2 m a-1) sections and were associated with the beach, barrier island, spit class. In the Kay 

Point section, very high erosion rates were also measured at -5.8 m a-1 and -5.7 m a-1. These 

were associated with the inundated tundra class in the wave sheltered area behind the Phillips 

Bay Spit and with the active tundra cliff class at the very tip of King Point. Along 30.5% of 

all transects, erosion rates of more than -1 m a-1 were recorded. The sections of Komakuk 

Beach, Nunaluk Spit and Stokes Point had the largest amounts of these high erosion rates, 

with 8.9%, 5.5% and 4.8%, respectively. Most of these high erosion rates were associated 

with the active tundra cliff class (14.4%) and to a lesser extent with the beach, barrier island, 

spit class (10.8%). These two classes not only contain the highest rates of erosion, they also 

cover the longest stretches of the coast. 
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Figure 3.4: Rates of change along the coast for the time period 1950s-2011 with corresponding coastal landform 

classes (coloured dots) and key site extents (grey bars). Negative rates of change indicate erosion, positive rates 

of change indicate accumulation. The respective sections are indexed on top, BOR stands for Border, KOM for 

Komakuk Beach, NUN for Nunaluk Spit, WBP for Workboat Passage, WHB for Whale Bay, STO for Stokes 

Point, KAY for Kay Point, KNG for King Point and SHI for Shingle Point. The gap in the NUN section is due to 

a lack of aerial image coverage in the 1950s and subsequently missing rate of shoreline change analyses. 

The highest accumulation rates were measured in the Shingle Point (5.3 m a-1), Nunaluk Spit 

(5.0 m a-1) and Stokes Point (2.9 m a-1) sections and were associated with the beach, barrier 

island, spit class (Figure 3.4). Along 1.9% of all transects, accumulation rates of more than 

1.0 m a-1 were recorded. The sections of Shingle Point, Stokes Point and Nunaluk Spit had the 

largest amount of these high accumulation rates, with 0.8%, 0.5% and 0.4%, respectively. 

Most accumulation rates were associated with the beach, barrier island, spit class and the 

tundra slopes class. 

In summary, the sections of Nunaluk Spit and Stokes Point showed the highest variability in 

shoreline change rates, whereas the sections of Komakuk Beach and Border had the most 

uniformly changing (i.e., eroding) shorelines (Figure 3.4). The classes of beach, bar spit 

showed the highest variability in shoreline change rates, whereas the shoreline in the tundra 

slopes class changed the least (Figure 3.4). 
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Table 3.7: Coastal landform classes and corresponding rate of shoreline change statistics for the time period 

1950s to 2011. AC stands for accumulation, ER for erosion.  

Class Covera

ge [km] 

(%) 

Max. ER 

rate  

 

 

[m a-1] 

Mean 

rate of 

change  

 

[m a-1] 

Median 

rate of 

change  

 

[m a-1] 

Max. AC 

rate 

 

 

[m a-1] 

ER in 

class [%] 

(ER ≤  

-1 m a-1) 

AC in 

class [%] 

(AC > 1 

m a-1 

[%]) 

 

 

ER 

along 

coast 

[%] 

(ER ≤  

-1 m a-1) 

AC 

along 

coast 

[%] 

(AC >  

1 m a-1 

[%]) 

 

 

Beach, 

barrier 

island, 

spit 

 

61.7 

(29.4) 
-7.2 -0.9 -0.7 5.3 

82.4 

(36.7) 
17.6 (6.1) 

24.2 

(10.8) 
5.2 (1.8) 

Tundra 

slopes 

 

35.2 

(16.8) 

-1.8 -0.2 -0.1 0.3 75.8 (6.1) 24.2 (0.0) 12.7 (1.0)  4.1 (0.0) 

Inundated 

tundra 

 

23.8 

(11.3) 

-5.8 -0.8 -0.5 0.9 85.7 

(23.8) 

14.3 (0.0)  9.7 (2.7)  1.6 (0.0) 

Tundra 

flats 

 

 9.9 

(4.7) 

-2.4 -0.5 -0.4 0.6 95.7 

(14.0) 

 4.3 (0.0)  4.5 (0.7)  0.2 (0.0) 

Active 

tundra 

cliff 

 

79.3 

(37.8) 

-5.7 -0.8 -0.8 0.2 96.2 

(38.1) 

 3.8 (0.0) 36.3 

(14.4) 

 1.4 (0.0) 

Whole 

coast 

 

210 

(100.0) 

-7.2 -0.7 -0.5 5.3   87.5 

(30.5) 

12.5 (1.9) 

 

3.4.3 Shoreline dynamics along field sites 

Results derived from the DGPS measurements and corresponding DSAS analyses along the 

field sites (Figure 3.5) are in good agreement with the analyses of the remotely sensed data. 

Since 2012, measurements along the field sites Border (Figure 3.5, BORs), Nunaluk Spit 

(Figure 3.5, NUNs) and Stokes Point (Figure 3.5, STOs) revealed erosion at unprecedented 

speeds of -3.3 m a-1, -2.2 m a-1 and -8.9 m a-1, respectively. On the contrary, mean annual 

shoreline change rates along Clarence Lagoon (CLAs) and King Point (KNGs) were highest 

in the 1950s to 1970s time period (CLAs = 2.9 m a-1, KNGs = 4.3 m a-1) and decreased by 

96% and 74% since then (CLAs = 0.1 m a-1 in 2006-2015, KNGs = 1.1 m a-1 in 2012-2015). 

Measurements along Catton Point show that this field site is stable - no change through time 

was recorded. The DGPS measurements along the Komakuk Beach field site show that 

erosion along this site seems to follow an inter-annual pattern, where each ten years the coast 

erodes faster, followed by a gradual deceleration of erosion (Figure 3.5, KOMs). 

Except for the measurements along Clarence Lagoon and Catton Point, some erosion rates 

measured since 2006 were up to 12 times higher than the long term mean of -0.7 m a-1 for the 

1950s to 2011.  
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Figure 3.5: Erosion rates along the six out of seven field sites. The field site positions are indicated in Figure 3.1. 

Each site is named like the section in which it is located with the additional letter s which stands for short, 

meaning that just a short part of the sector is covered by GPS measurements. BORs stands for Bordershort and so 

on. CLAs is short for Clarence Lagoon which is situated in the eastern part of the Border section. The n in the 

brackets indicates the number of transects along the respective monitoring site. Additional information about the 

field sites can be obtained from Table 3.3. The field site of Catton Point was neither eroding nor accumulating 

throughout all time periods and is thus not displayed here. The GPS measurements (red shaded bars) are shown 

together with the remote sensing measurements (grey bars). 

3.4.4 Dynamics of lagoons, barrier islands and spits (gravel features) 

Most of the gravel features analyzed along the Yukon coast expanded in area (Figure 3.6). 

The largest change, with an increase of 110%, was detected along the lagoon at King Point. 

The lagoon closed between the 1950s and the 1970s and since then the lagoon grew to an 

extent of approximately 366 200 m2 in 2011. Since the 1950s, Phillips Bay Spit, which is 

situated just north of the fast eroding Kay Point tip grew by half of its size (51%). The largest 

gravel feature along the Yukon coast is Nunaluk Spit, with a total extent of 3 064 500 m2 in 

2011, 39% more than in the 1950s. The two gravel features which show smallest changes 

since the 1950s are closures of lagoons. In 2011, Stokes Point lagoon was 12% larger than in 

the 1950s. Clarence Lagoon decreased in size since the 1950s.  

 

 

Figure 3.6: Areas of the seven largest gravel features along the Yukon coast measured in the 1950s, 1970s and 

2011. The areas are displayed from west to east. For locations see Figure 3.1. 
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3.4.5 Yukon Territory land loss 

From the 1950s to 2011, the Yukon Territory lost a total area of approximately 8 323 100 m2 

due to shoreline retreat, which is approximately 14 ha a-1. However, the definition of coastal 

erosion and accretion used for this calculation does not adequately capture the full dynamics 

of gravel features such as barrier islands, spits, and lagoon beaches, which can be sites of 

sediment deposition and net accumulation despite shifting towards the mainland. The 

calculation was therefore performed once more, excluding gravel features. In this case, the 

Yukon Territory mainland lost approximately 5 985 500 m2 of land due to shoreline retreat 

over the 1950s to 2011 period, which is approximately 10 ha a-1. 

3.5 Discussion 

3.5.1 Temporal variations in shoreline change rates 

A mean rate of shoreline change of -0.7 m a-1 along the 210 km of the Yukon coast indicates 

long-term stability of spatially averaged rates of shoreline change from the 1950s to 2011 

(Table 3.5). The overall rate is in good agreement with Harper et al. [1985], who calculated a 

mean annual shoreline change rate of -0.5 m for the time period of the early 1950s to 1970s, 

but is considerably lower than the mean coastal retreat rate of -1.12 m a-1, published by 

Lantuit et al. [2012b] for the Canadian Beaufort coast. A potential reason for the higher 

erosion rates from Lantuit et al. [2012b] is that these comprise rates of change from the whole 

Beaufort sea coast, including the Mackenzie River delta and its outer islands and up to the 

northern end of Banks Island. These regions are oriented north-west to west and are therefore 

directly exposed to the most effective storms, resulting in higher mean erosion rates 

[Solomon, 2005]. 

Two possible explanations for the stability of the mean rate of change through time are that  

1) the driving environmental factors did not change over time, or 2) that the mean retreat rate 

does not spatially capture the changes occurring at the coast. Observations show that 

environmental factors, such as sea surface, water and air temperatures and the length of the 

open water season are changing since decades – temperatures are getting warmer and open 

water seasons are getting longer [Hinzman et al., 2005; Serreze and Barry, 2011; Parkinson 

and Comiso, 2013; Stroeve et al., 2014]. These changes should lead to higher erosion rates 

along the coast [Barnhart et al., 2014b]. The average rate of change was compiled with nearly 

2 000 measurements along 210 km of coast. This averaging involves an inevitable smoothing 

of the highly dynamic areas, as can be seen in Figure 3.4. Yet, the number of transects shifting 

from accumulation in the 1950s to 1970s to erosion in the 1970s to 2011 was twice as high as 
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the number of transects shifting, from erosion to accumulation (Figure 3.3, inset A), 

indicating a substantial change in the erosion vs. accumulation regime along the coast. Also, 

the amount of transects recording fast retreat was much higher in the most recent time period 

of 1990s to 2011. Thus, a change towards higher erosion is visible but not reflected in the 

overall mean coastal change rates. 

The analysis of the key sites included the 1990s images and provided a greater temporal 

resolution, with three equally long time steps (1950s to 1970s, 1970s to 1990s, 1990s to 2011) 

(Table 3.5). This analysis suggests that shoreline retreat slowed down significantly between 

the 1970s and the 1990s, followed by a significant acceleration of shoreline retreat from the 

1990s to 2011 (Table 3.5). Studies performed along the coast of Herschel Island, Kay Point 

and along the eastern Beaufort Sea coast also detected a deceleration of shoreline retreat for 

the time period of the mid-1950s to early 1970s [Solomon et al., 1994; Solomon, 2005; 

Lantuit and Pollard, 2008]. Since a decrease of storm frequency was measured since the mid-

1970s and throughout the 1980s, it is very likely that the deceleration in coastal erosion is 

linked to it [Reimnitz and Maurer, 1979; Manson et al., 2005; Hansom et al., 2008]. The 

shoreline change rates from the 1990s to 2011 were significantly more negative (higher 

erosion rates) than the ones from the 1950s to the 1970s, suggesting that erosion is occurring 

at highest speed since the beginning of measurements in the 1950s. 

The GPS measurements at the field sites extend to 2015 and show that this pattern is 

continuing and erosion even intensified since 2006 along some field sites (Figure 3.5). The 

observation of an acceleration of coastal erosion since the early 1990s is in good agreement 

with findings from the Alaskan part of the Beaufort Sea coast and from the Siberian coast 

[Mars and Houseknecht, 2007; Jones et al., 2009a; Ping et al., 2011; Günther et al., 2013; 

Maslakov and Kraev, 2016; Obu et al., 2017a]. The latest observations of increasing erosion 

rates might be partly attributable to the fast declining sea-ice extent within the last years, 

leading to a longer exposure of the shoreline to waves and to more favorable conditions for 

the development of higher waves because of a longer fetch [Galley et al., 2016; Overeem et 

al., 2011; Barnhart et al., 2014b]. Since the GPS rates are calculated for sub-decadal time 

steps, the rates of change are susceptible to weather anomalies, like for example single severe 

storms. Thus, rates of change averaged over short time periods are often higher and more 

variable than long-term averages [Dolan et al., 1991; Dallimore et al., 1996]. The aerial 

image analyses are averaging 20 to 40 year time periods so that the observed inter-annual 

variations have a lower influence.  
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In summary, temporal changes in coastal dynamics along the Yukon coast show an increase in 

erosion in recent years, but this is not necessarily reflected in the long-term mean shoreline 

change rate. These changes seem to be mainly attributable changes in the length of the open 

water season or the change of storm intensity and frequency. However, further analyses will 

be needed for an enhanced understanding of the relation of forcing factors and rates of 

shoreline change. 

3.5.2 Alongshore rates of change 

On the regional scale, the magnitude of shoreline changes along the Yukon mainland coast 

can be explained by coastal orientation. The regions beyond the Buckland glaciation limit 

west of Herschel Island (BOR, KOM, NUN) show mean rates of change of -1.4 m a-1 to  

-0.9 m a-1, while the shoreline in the regions southeast of Herschel Island (WBP, WHB, STO, 

KAY, KNG, SHI) is changing at a mean speed of -0.5 m a-1 to -0.1 m a-1 (Table 3.6). The 

orientation of the mainland coast changes from a north to north-west orientation west of 

Herschel Island, to a north-east to east orientation, east of Herschel Island. The gradient in 

rates of change between the regions west and east of Herschel Island suggests that coastal 

erosion along the Yukon coast is linked to exposure towards storms, since the predominant 

direction of storms is north to north-west [Solomon et al., 1994; Hudak and Young, 2002; 

Manson and Solomon, 2007]. The regions west of Herschel Island are directly exposed to the 

most effective storms. Herschel Island shields the regions to its south (WBP) and east (WHB). 

These findings are in good agreement with those from Solomon [2005], who observed that 

rates of change along the eastern Beaufort coast (Mackenzie Delta to Tuktoyaktuk) are 

strongly influenced by the exposure to north-west wind-driven waves and the resulting high 

water levels. The second most prominent direction from which storms originate along the 

Yukon coast is south-east to south-south east. However, these storms result in negative surges 

and are thus less erosive [Harper and Penland, 1982; Henry, 1975].  

An increase in negative shoreline change rates (meaning an increase in erosion rates) from 

east to west, west of Herschel Island can also be explained by coastal orientation. The 

Nunaluk Spit section has the smallest mean shoreline change rate of -0.9 m a-1 while the 

Border section has the highest mean shoreline change rate of -1.4 m a-1. Publications reporting 

on erosion from the Alaskan side of the Beaufort Sea coast show that shoreline change rates 

west of Herschel Island correspond well with shoreline change rates in west Alaska and that a 

further increase in erosion towards Point Barrow can be observed. Around Demarcation Point 

shoreline change rates reach approximately -1.2 m a-1 and increase towards the west to  

-13.6 m a-1 and -19.0 m a-1 around Point Barrow [Jones et al., 2009b; Ping et al., 2011; 
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Barnhart et al., 2014a; Gibbs and Richmond, 2015]. This, again, can be explained by the 

exposure of the coast towards storms. Additionally, Point Barrow, as a headland, is extremely 

exposed to storms coming from the west, north and east. 

In wave-sheltered areas, relative sea-level rise seems to play an important role for coastal 

retreat. All areas which are eroding despite being sheltered from waves lay in the inundated 

tundra class, or to a minor extent in the tundra flats class. Bluffs in these classes are very low, 

usually not exceeding 2 m in height. Consequently, the inundation of coastal tundra might be 

attributed to relative sea-level rise, as a consequence of thaw settlement in the coastal zone. 

Thaw settlement can have a major impact on coastal dynamics, as can be observed in the 

section of Stokes Point. With a mean shoreline change rate of -8.5 m a-1, the area immediately 

north- west of Stokes Point lagoon is one of the most rapidly retreating areas along the whole 

Yukon coast. These high rates of erosion are very limited in extent and are likely to be linked 

with local controls. In this case, ground-ice volume is probably controlling coastal evolution. 

Along the fast retreating cliff, large bodies of massive ice are visible, which get exposed by 

coastal erosion. During the summers, the massive ice in the cliff face is exposed to solar 

radiation, leading to fast melting. Harper [1990] already noticed that large parts of the Yukon 

coasts are rather melting away than eroding away. During the surveys performed at the field 

sites in 2012, 2014 and 2015, waves were notching the ice-rich cliff face despite un-stormy 

weather conditions, even though aerial images from 1996 showed that there was a beach 

fronting the cliff. This could be an indicator for a local deepening of the nearshore 

bathymetry. Ground settlement as a consequence of subsea permafrost or massive ice thaw or 

another mechanism of active submarine erosion might have caused this local deepening of the 

nearshore bathymetry, as was observed elsewhere along the Beaufort Sea coast [Héquette and 

Barnes, 1990; Brown et al., 2003]. Thus, Stokes Point is an example for how place-bound 

factors, in particular the amount and state of ground ice volume in the coastal zone can 

substantially alter coastal dynamics. The strong control of local geomorphology on coastal 

dynamics along the Yukon coast was already observed by Harper [1990] and Solomon 

[2005]. However, analyses done by Lantuit et al. [2008, 2012b] suggest, that ground ice 

contents are only weakly correlated with coastal retreat rates, though it seems that the strength 

of the correlation is very dependent on the local setting. 

In summary, spatial variation in coastal dynamics along the Yukon coast at the regional scale 

seems attributable to larger scale environmental forcing factors such as predominant storm 

track direction and its interaction with coastline orientation. At the local scale, coastal 

geomorphology (e.g., ground ice volume and exposure) may play a more important role. 
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3.5.3 Dynamics of lagoons, barrier islands, and spits (gravel features) 

Along the Yukon coast, the highest shoreline dynamics were observed along gravel features. 

The beach, barrier island, spit class has the highest peak-to-peak variability in rates of change 

(-7.2 m a-1 to 5.3 m a-1; Figure 3.4). Coastal heights in this class do not exceed 2 m and can 

thaw to a depth of over 1.5 m during summers [Owens and Harper, 1977]. Thus, the sands, 

gravels and cobbles are reworked by waves during the ice-free season, especially during 

storms and on a daily basis by longshore currents [Harper, 1990]. During the sea ice freeze-

up and break-up seasons, as observed along Komakuk Beach, beaches are exposed to the 

processes of ice-push, through ice pile-ups and ice ride-ups. This can essentially alter the 

beach geomorphology and is a source of sediment [Hume and Schalk, 1964; Kovacs, 1983; 

Harper et al., 1985; Héquette and Barnes, 1990; Reimnitz et al., 1990].  

Six out of seven investigated gravel features have their largest extent in the latest 

measurement from 2011 (Figure 3.6). The increase in erosion since the 1990s likely increases 

the availability of material for the expansion of coastal gravel features such as barrier spits 

and barrier islands. For Nunaluk Spit, another possible source of sediment, as suggested by 

Harper et al. [1985], is by ice-push. During overflights in the years of 2012, 2014 and 2015, 

berms most likely formed by ice-push were visible at the beach of Nunaluk Spit, supporting 

the hypothesis raised by Harper [1990]. In contrast, smallest increase or even a decrease in 

extent of gravel features was measured along the beaches of Clarence Lagoon and Stokes 

Point Lagoon. In the updrift direction of the longshore drift which is delivering sediments to 

Clarence Lagoon, coastal erosion considerably decreased after 1972, thus less sediment is 

being delivered. Along Stokes Point, erosion remarkably intensified after 1994. A possible 

reason for this is the occurrence of high massive ice contents in the cliffs (Chpt. 3.5.2). 

Erosion of these cliffs only releases small amounts of sediments. Moreover, a deepening of 

the nearshore seabed as a consequence of subsea permafrost or massive ice thaw, as is 

suggested to have happened along Stokes Point, would result in an exposure of the beach to 

higher wave energy. This causes enhanced sediment mobilization in the upper part of the 

lagoon and deposition in the down drift direction of the lagoon which is observed towards the 

south.  

The findings suggest that sediment supply along most parts of the Yukon coast increased 

through time and since the start of the observation period in 1950s is at its highest today. 
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3.5.4 Expected shoreline changes as a consequence of future climate warming 

Further climate warming might lead to changes in the distribution of the five coastal landform 

classes along the Yukon coast. Sea-level projections for the Yukon coast result in a rise of 

0.31 m by 2050 and of 0.76 m by 2100 [Manson and Solomon, 2007]. Together with an 

already observed higher frequency and severance of storms [Manson and Solomon, 2007], 

warmer water temperatures and longer sea ice free seasons [Stroeve et al., 2014], these 

environmental changes have great potential to lead to increases in coastal erosion. Thus, 

increasing annual losses of the Yukon Territory mainland are likely. 

Active tundra cliffs which are fronted by very narrow or no beaches, are exposed to a very 

energetic local wave regime, which is capable to transport sediments away quickly [Brown et 

al., 1999]. Broad sections of this coastal setting, like for example along the northern part of 

Stokes Point or at the tip of Kay Point, already experienced an intensification of erosion 

within the last 64 years (Figure 3.5) and are particularly prone to experience further wave 

intensification. Moreover, continuous sea-level rise will change the height at which water will 

reach the cliff. This might be particularly important along cliffs where sea-level rise will 

cause water to reach material with different characteristics, like massive ice overlying 

permafrost, or vice versa, which in turn may alter the mechanism of coastal erosion [Reimnitz 

et al., 1985; Kobayashi et al., 1999].  

Low-lying areas, like tundra flats and inundated tundra are expected to experience a further 

intensification of coastal erosion. Absolute sea-level rise in combination with land subsidence 

due to thaw settlement and isostatic adjustment renders low lying stretches of coast with low 

backshore elevations especially vulnerable towards coastal erosion and coastal flooding 

[IPCC, 2014]. This can be for example observed along the section of Workboat Passage 

(Figure 3.4, Table 3.6). Wetlands, which are included in the inundated tundra class, bare 

important ecosystems along the Yukon coast [Environment Canada, 2015]. Where not 

constrained by rising backshore elevations, wetlands will migrate inland [Bird, 2009]. 

Otherwise, shoreline regression will result in coastal squeeze [Bird, 2009].  

Intensification in erosion of tundra cliffs might enhance sediment supply for the build-up of 

beaches, barrier islands and spits. The extent of these gravel features is increasing 

continuously since the 1950s. Nevertheless, projections of future flooding potential conducted 

along a wave sheltered spit at Herschel Island showed that a rise of sea level of only 10 cm 

will already lead to a submergence of considerable amounts of the gravel spit [Radosavljevic 

et al., 2015]. Well fed, drift dominated beaches, such as the Nunaluk barrier spits and barrier 

islands, might benefit from increased sediment supply and extend towards the longshore drift 
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direction. However, the expected rise in storm severity renders even high gravel features 

susceptible towards breaching. Many swash dominated beaches, like beaches which are 

fronting the tundra cliffs, will most likely get narrower or totally disappear, since sea-level 

rise will lead to a deepening of the nearshore zone and allow larger waves approach closer to 

shore, resulting in enhanced wave energy transmission to the shore [Bruun, 1988; Woodroffe 

and Murray-Wallace, 2012].  

In summary, further climate change is expected to lead to intensified coastal erosion along 

already eroding stretches of coast (active tundra cliffs) and to the activation of parts of 

currently stable stretches of coast (tundra slopes). Continuous sea-level rise and an increase in 

storm severity might lead to more frequent coastal flooding and enhanced erosion of low-

lying areas (tundra flats and inundated tundra). An increase of erosion may, in turn, favor the 

nourishment of beaches, barrier islands and spits. This effect might be even detectable today, 

although volumetric analyses would be needed to assert this with certainty. An acquisition of 

a highly resolved digital elevation model reaching at least 500 m inland from the shoreline in 

combination with the setup of a tide gauge along the Yukon coast would significantly increase 

the ability to detect areas which are highly vulnerable to future sea-level rise and particularly 

prone to coastal flooding, as well as areas which gain material from enhanced erosion 

elsewhere. Since coastal erosion mobilizes not only gravel but also smaller sized particles, 

carbon and nutrients [Dunton et al., 2006; Vonk et al., 2012; Tanski et al., 2017], it is 

important to further investigate coastal changes along the Yukon coast to get a better 

understanding of the annual rates and volumes of coastal erosion and their effect on the 

surrounding environment. 

3.6 Conclusions 

In this study, shoreline evolution over 64 years (1951 - 2015) along a 210 km length of the 

Yukon mainland coast was examined. The following conclusions can be drawn: 

1) The mean rate of change for the whole coast for the 1950s to 2011 amounts to  

-0.7 m a-1. Even though the mean rate of change stayed approximately the same 

through time, the total number of transects recording erosion increased though time, 

indicating a substantial change in the erosion vs. accumulation regime along the coast. 

Aerial imagery analysis and GPS observations at the key sites indicate that coastal 

retreat significantly increased since the 1990s along some sites. 

2) Mean shoreline change rates for the whole coast decrease eastward, being highest at 

the Yukon-Alaska border with -1.4 m a-1 and lowest along Shingle Point with a mean 
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rate of -0.1 m a-1. Coastal change rates at the regional scale seem to be attributable to 

the coastal exposure to north-west wind-driven waves and the resulting high water 

levels. 

3) The areal extent of the seven main gravel features along the Yukon coast is rising 

since the 1950s. This might be caused by enhanced sediment availability due to 

enhanced shoreline retreat. Monitoring of volumetric changes along the coastal zone 

would enhance the understanding of sediment dynamics. 

4) The Yukon Territory mainland (excluding gravel features) is losing approximately 

10 ha of land each year due to the process of coastal erosion. With the prognosticated 

rise of sea level to the end of this century, along with further effects of climate 

warming, it is likely that the yearly territorial losses will increase in the future. 

5) Sixteen percent of the whole coast have been classified as inundated tundra and 

tundra flats. In both classes, the shore is characterized by low backshore elevations 

and is thus prone to flooding which can be caused by further sea-level rise and by 

severe storms. Monitoring of the process of ground settlement along some of the 

subsiding terrains and the installation of a tide gauge along the Yukon coast would 

enhance the understanding of the processes which are leading to the fast disappearance 

of these regions and would contribute to a better estimation of impacts of a rising sea 

level along the Yukon coast in the future. 
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Context 

In the first study, shoreline change retreat for the Yukon coast was shown to have accelerated 

within the last two decades. This is of particular concern, because the Yukon coast is affected 

by permafrost, which stores large amounts of carbon. Coastal erosion mobilizes this carbon. 

In the next chapter, annual fluxes of sediments and soil organic carbon which are triggered by 

coastal erosion were estimated. Further, the amount of soil organic carbon was quantified, 

which was sequestered in the sediments of the nearshore zone. Since the Beaufort coast bears 

higher volumetric ground ice contents than other Arctic coasts [Lantuit et al., 2012b], the 

calculations of sediment and carbon fluxes were done accounting for ground ice in the 

sediment column.  
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4 Coastal erosion of permafrost soils along the 

Yukon Coastal Plain and fluxes of organic 

carbon to the Canadian Beaufort Sea 

ABSTRACT 

Narrowing uncertainties about carbon cycling is important in the Arctic where rapid environmental 

changes contribute to enhanced mobilization of carbon. Here we quantify soil organic carbon (SOC) 

contents of permafrost soils along the Yukon Coastal Plain and determine the annual fluxes from 

erosion. Different terrain units are assessed based on surficial geology, morphology, and ground ice 

conditions. To account for the volume of wedge ice and massive ice in a unit, sample SOC contents 

are reduced by 19% and sediment contents by 16%. The SOC content in a 1 m2 column of soil varies 

according to the height of the bluff, ranging from 30 to 662 kg, with a mean value of 183 kg. Forty-

four per cent of the SOC is within the top 1 m of soil and values vary based on surficial materials, 

ranging from 30 to 53 kg C m-3, with a mean of 41 kg. Eighty per cent of the shoreline is retreating

with a mean annual rate of change of -0.7 m a-1. This results in a SOC flux per meter of shoreline of

131 kg C m-1 a-1, and a total flux for the entire Yukon coast of 35.0×106 kg C a-1 (0.035 Tg C a-1). The

mean flux of sediment per meter of shoreline is 5.3×103 kg m-1 a-1, with a total flux of

1 801.2×106 kg a-1 (1.801 Tg a-1). Sedimentation rates indicate that approximately 13% of the eroded

carbon is sequestered in nearshore sediments, where the overwhelming majority of organic carbon is 

of terrestrial origin.  

_____________________________________ 

A manuscript with equal content is in review in the Journal: Journal of Geophysical Research: 

Biogeosciences. 

Couture, N., A.M. Irrgang, W. Pollard, H. Lantuit, and M. Fritz (in review): Coastal erosion of 

permafrost soils along the Yukon Coastal Plain and fluxes of organic carbon to the Canadian Beaufort 

Sea. Journal of Geophysical Research: Biogeosciences. 
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4.1 Introduction 

It is estimated that 1035±150 Pg (1015g) of soil organic carbon (SOC) are stored in permafrost 

[Hugelius et al., 2014], which is approximately 20% more carbon than is currently circulating 

in the atmosphere [Houghton, 2007]. Because permafrost is such an important global carbon 

sink, quantifying the carbon fluxes which result from its disturbance is crucial for 

understanding carbon cycling from local to global scales and for refining projections of future 

climatic changes [Fritz et al., 2017]. Thirty four per cent of the Earth’s coasts consist of 

permafrost [Lantuit et al., 2012b] and these coasts have a mean shoreline change rate of 

-0.5 m a-1 [Lantuit et al., 2012b], with local coastal retreat rates as high as 30 m a-1 [Wobus et

al., 2011]. Consequently, coastal erosion is an important process for mobilizing organic 

carbon in permafrost regions, releasing an estimated 14.0 Tg (1012 g) of particulate organic 

carbon (POC) to the nearshore zone each year [Wegner et al., 2015]. This carbon flux is 

comparable to that contributed annually by all Arctic rivers, or to the net methane (CH4) 

emissions from terrestrial permafrost [Koven et al., 2011]. Terrestrially-derived organic 

carbon plays a crucial role in Arctic biogeochemical cycling once released into the nearshore 

zone, where it can be remineralized in the water column, buried on the shelf, or transported to 

the deep ocean [Fritz et al., 2017]. Uncertainties remain about the carbon fluxes to and from 

the system, however, and narrowing those uncertainties is especially critical in the Arctic, 

where rapid environmental changes due to Arctic amplification [Serreze and Barry, 2011] are 

likely to increase the cycling of carbon [Schuur et al., 2008; McGuire et al., 2009].  

Studies of the overall cycling of organic carbon in the Arctic Ocean have progressed towards 

elucidating the processes involved and highlighting the knowledge gaps [Stein and 

Macdonald, 2004; Vetrov and Romankevich, 2004]. On a volume basis, the Arctic Ocean 

receives higher levels of terrestrially-derived organic matter than any other ocean [Dittmar 

and Kattner, 2003], with inputs from both riverine and coastal sources [Rachold et al., 2000, 

2004b]. A major goal of the Arctic Coastal Dynamics project was to develop circum-Arctic 

estimates of the coastal contribution of sediment and carbon [Rachold et al., 2005]. The 

coastal inputs of organic carbon from some regions are well constrained [Rachold et al., 

2004b; Jorgenson and Brown, 2005; Streletskaya et al., 2009; Ping et al., 2011], but 

uncertainty still exists for other areas. For the Canadian Beaufort Sea, inputs are largely 

dominated by discharge from the Mackenzie River [Macdonald et al., 1998]. However, 

although several studies have provided estimates of material fluxes to the Beaufort Sea from 

coastal sources [McDonald and Lewis, 1973; Harper and Penland, 1982; Harper, 1990; 

Yunker et al., 1990; Hill et al., 1991b; Yunker et al., 1991; Yunker et al., 1993; MacDonald et 
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al., 1998], organic carbon inputs for this region are still not very well defined. Here, we seek 

to redress that by carrying out a systematic analysis to determine the sediment and carbon 

contents of soils along the Yukon Coastal Plain and fluxes to the Beaufort Sea. 

The long-term mean shoreline change rate along the Yukon coast is -0.7 m a-1, with some 

parts of the coast having mean shoreline change rates as high as -9 m a-1 [Irrgang et al., in 

review]. This region therefore has the potential to release high amounts of organic matter. In 

North America, total organic carbon (TOC) contents of permafrost soils have been shown to 

vary considerably depending on soil type and landcover [Michaelson et al., 1996; Bockheim et 

al., 1998, 1999, 2003, 2004; Tarnocai, 1998; Tarnocai et al., 2003, 2007, 2009; Bockheim 

and Hinkel, 2007; Ping et al., 2008; Obu et al. 2017b], with mean values between 30 and  

60 kg C m-3. Most measurements of TOC in permafrost have been confined to the top 1 m of 

soil, although some recent studies have examined deeper deposits [Zimov et al., 2006; 

Bockheim and Hinkel, 2007; Tarnocai et al., 2009; Strauss et al., 2013]. In Arctic soils in 

general, most soil organic matter is stored in the seasonally unfrozen active layer near the 

ground surface, so organic matter tends to decrease with depth. However, a considerable 

amount of organic matter can be transferred into the upper part of permafrost through 

cryoturbation [Bockheim and Tarnocai, 1998]. Along the Yukon Coastal Plain, measurements 

of TOC in soils have been conducted at only a few sites [Smith et al., 1989; Tarnocai and 

Lacelle, 1996; Yunker et al., 1990; Kokelj et al., 2002; Fritz et al., 2012; Obu et al., 2017b], 

yielding values between 2.9 and 99.2 kg C m-3.  

A preliminary estimate of the flux of organic carbon, based on earlier studies of erosion, 

provided a value of 0.055 Tg a-1 (with a maximum of 0.3 Tg a-1) for the entire Canadian 

Beaufort Sea coast [Macdonald et al., 1998]. However, although that study implicitly 

accounted for pore ice through the use of soil bulk densities in its calculations, it did not 

account for other ground ice types, despite the fact that ground ice represents a significant 

portion of earth materials along the Yukon coast [Couture and Pollard, 2017]. Potential off-

shelf transport is especially important along the Yukon coast because, with a width of 40 km 

and even 10 km in some places, it is very narrow in comparison to other shelves of the Arctic 

Ocean. Although databases exist of organic carbon in offshore sediments of the Alaska 

Beaufort Sea [Naidu et al., 2000] and of the Mackenzie Shelf [Macdonald et al., 2004], they 

include only a few samples from the Yukon coastal area.  

Environmental changes in the Arctic such as longer open water seasons [Markus et al., 2009; 

Stroeve et al., 2014], intensified storms [Manson and Solomon, 2007], warmer air, water and 
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soil temperatures [AMAP, 2012; Overland et al., 2015; Timmermans and Proshutinsky, 2016] 

and rising sea-level [Manson and Solomon, 2007] are very likely to further increase coastal 

erosion [Zhang et al., 2004; Günther et al., 2015] and thus carbon mobilization [Schuur et al., 

2008, 2015; Mc Guire et al., 2009]. This trend is already becoming evident, with erosion rates 

along many parts of the Beaufort Sea coast more than doubling in recent decades [Irrgang et 

al., in review; Jones et al., 2009a]. In order to contribute to an enhanced understanding of the 

implications of these changes for carbon cycling in the Arctic, our objectives are, 1) to 

quantify the annual fluxes of sediments and organic carbon from eroding permafrost along the 

Yukon coast, ensuring that ground ice volumes at different depths are taken into consideration 

and, 2) to estimate the amount of terrestrially-derived organic matter being sequestered in 

shelf sediments in this region of the Beaufort Sea. 

4.2 Study Area 

The study area is part of the Yukon Coastal Plain, a pediment surface about 280 km long and 

10-30 km wide that slopes gently from a series of inland mountain ranges to the Canadian 

Beaufort Sea (Figure 4.1). It was partially glaciated during the Wisconsinan Glaciation, with 

the Laurentide Ice Sheet extending just to the west of Herschel Island [Rampton, 1982; Fritz 

et al., 2012]. This formerly glaciated area is characterized by a mixture of morainic deposits 

and coarse-grained glaciofluvial material, but low spits and fine-grained lacustrine and fluvial 

sediments occur as well [Bouchard, 1974; Rampton, 1982]. Cliff heights are diverse, ranging 

from 2-3 m on the mainland across from Herschel Island to 60 m in the eastern part of the 

study area. In the unglaciated region to the west of Herschel Island, sediments are of 

lacustrine or fluvial origin and are mostly fine-grained [Rampton, 1982]. Coastal cliffs heights 

are more uniform in this western region, rising gently from about 3 m high near the glaciation 

limit to approximately 6 m near the Yukon-Alaska border [Irrgang et al., in review]. A long 

barrier spit and barrier island system comprised of sand and gravel beach deposits fronts the 

deltas of the Malcolm and Firth rivers.  

Permafrost is found everywhere throughout the Yukon Coastal Plain except under large lakes 

and rivers [Rampton, 1982]. The mean annual temperature at Komakuk Beach is -11 °C; July 

is the warmest month with a mean temperature of 7.8 °C (1971-2000) [Environment Canada, 

2016]. Over the last 100 years (from the period 1899-1905 to 1995-2006), mean air 

temperatures along the Yukon coast have increased by 2.5 °C and permafrost temperatures 

have increased by 2.6 °C [Burn and Zhang, 2009]. This part of Canada is one of the most  

ice-rich areas of the Arctic and the permafrost contains high amounts of ground ice in the 
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form of pore ice and thin lenses, ice wedges, and bodies of massive ice, the latter occurring 

primarily in the formerly glaciated area. Overall, ground ice accounts for 46% by volume of 

earth materials in the study area [Couture and Pollard, 2017], but it can range as high as 74% 

in some coastal segments. The sediments along the Yukon Coastal Plain are also rich in 

organic material, and a layer up to 3.5 m thick blankets many of the deposits [Rampton, 

1982]. Much of this organic matter accumulated in thermokarst basins, which were formed by 

melting of ground ice; the accumulation is further promoted by poor drainage and the low 

regional slope gradients, particularly in the western part of the Yukon Coastal Plain 

[Rampton, 1982; Fritz et al., 2012]. A considerable amount of organic material along the 

Yukon Coastal Plain is also found at depth in pre-glaciated floodplain and deltaic sediments, 

and where surface organic matter appears to have been buried by glacial deformation 

[Rampton, 1982]. Current active layers along the Yukon coast range in depth from 

approximately 0.3 to 1.5 m [Burn, 1997; Kokelj et al., 2002; Fritz et al., 2012]. However, 

during the Holocene warm period 9000 BP, active layer thicknesses in the region were up to 

2.5 times present-day ones [Burn, 1997; Kokelj et al., 2002; Fritz et al., 2012], so organic 

material that originated in the paleo-active layer is found in that depth range. 

Because of the high ground ice contents, thermo-erosional processes play an important role in 

shaping the landscape along the Yukon Coastal Plain. These processes include the 

development of retrogressive thaw slumps [Wolfe et al., 2001; Lantuit and Pollard, 2005, 

2008; Ramage et al., 2017] and cliff collapse due to wave notching [Hoque and Pollard, 

2009, 2015]. Sea ice is present in the region from early October to late June [Galley et al., 

2016], so coastal erosion and the resulting mobilization of sediment and carbon is 

concentrated in those 3.5 months. The most common wind directions are from the southeast 

and the northwest, though most effective storms come from the north-west and peak in 

October [Hill et al., 1991b; Hudak and Young, 2002; Atkinson, 2005]. Sea level rise along the 

Yukon coast is on average 3.5 ± 1.1 mm [Manson and Solomon, 2007]. Astronomical tides 

are semidiurnal and in the micro-tidal range (0.3-0.5 m) [Héquette et al., 1995].  
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Figure 4.1: Map of the study area along the Yukon Coastal Plain, Canada. Samples of soil organic carbon (SOC) 

were collected at 22 onshore sites () and 14 offshore (O) sites. Bathymetry information is based on Canadian 

Hydrographic Survey Navigational Charts improved by local surveys performed in the 1980s [Thompson, 1994]. 

Basemap: 30m Yukon DEM, interpolated from the digital 1:50 000 Canadian Topographic Database [Yukon 

Department of Environment, 2016]. 

4.3 Methods 

The Yukon coast was segmented into 44 different terrain units based on landforms, surficial 

material, permafrost conditions, and coastal processes, since each of these factors influences 

the amount and flux of soil organic carbon. For each of the terrain units along the Yukon 

Coastal Plain, the flux of soil organic carbon (SOC) was calculated from the measured total 

organic carbon (TOC) contents and the long-term rates of change for each terrain unit 

[Irrgang et al., in review]. Analyses of seabed sediments allowed a quantification of the 

terrestrially-derived SOC being buried in the nearshore.  

4.3.1 Sample collection and laboratory analyses 

Onshore soil sampling was carried out at 22 locations along the coast in August 2004, 2005, 

2006 and 2009 (Figure 4.1). Locations were selected to represent terrain units from different 

parts of the coast. Sampling west of Herschel Island was restricted by ice conditions in 2005, 
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and coarse-grained units are not well represented due to difficulties associated with coring in 

gravelly and pebbly material. Samples were collected from the side of soil pits in the unfrozen 

active layer. In the underlying permafrost, they were obtained using a modified CRREL corer 

(7.5 cm i.d.) or, in a limited number of cases (7% of samples), using a hammer or an axe to 

cut samples (approximately 1000 cm3) from the face of natural exposures. Active layer 

thicknesses ranged from 0.25 to 0.90 m. Cores began at the base of the active layer and 

penetrated to a maximum of 2.04 m below the ground surface. Natural exposures were 

sampled to a depth of 5.8 m from the surface. At two sites, samples were taken from the base 

of bluffs and are assumed to be representative of the entire lower portion of the bluff. The 

frozen cores were sub-sampled every 5 cm or where there was a distinct change in material 

composition. Samples were weighed in the field, then freeze-dried and re-weighed in the 

laboratory to determine ice content and bulk densities (based on frozen core volume or 

measurement of the sample block). 

Offshore samples were obtained at 14 locations in July 2006 (Figure 4.1). A Ponar grab 

sampler was used to obtain samples from bottom sediments along profiles perpendicular to 

the shore. Sample size varied due to differences in substrate and water depths, but averaged 

about 1000 cm3. Samples were taken at distances of approximately 30 m, 50 m, 100 m, 250 m 

and 500 m from shore to assess how the composition of the organic carbon in the sediments 

changes.  

Dried samples were ground to homogenize them, and then total carbon (TC), total organic 

carbon (TOC), and total nitrogen (TN) were measured using an Elementar Vario EL III 

elemental analyzer. Prior to TOC measurements, samples were treated with 10% HCl to 

remove carbonates. Samples were measured twice and their mean value is reported. Sable 

carbon isotopes were measured on carbonate-free samples using a Finnigan MAT Delta-S 

mass spectrometer equipped with a FLASH elemental analyzer and a CONFLO III gas mixing 

system. The δ13Corg of the sample is reported in ‰ relative to VPDB. The standard deviation 

(1) is generally better than δ13C = ±0.15‰. 

4.3.2 Soil organic carbon determinations 

For each terrain unit, the onshore SOC measurements were used to calculate the mass of soil 

organic carbon (MC) for a 1 m2 soil column equal in depth to the mean bluff height. Heights 

were obtained from 2013 LiDAR data (1.0 m ground resolution and vertical accuracy of  

0.15 ± 0.1 m) [Kohnert et al., 2014; Obu, et al., 2016b; 2017a] and, using the zonal statistics 

tool in ESRI ArcMap, a mean value for each terrain unit was established for an area 200 m 
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inland of a shoreline which was digitized from 2011 satellite images [Digital Globe, 2014, 

2016]. For terrain units comprised of gravel features such as barrier islands and spits, the 

mean terrain height was set to 1 m, except for one (Stokes Point) which was assigned a height 

of 1.9 m based on survey data from Forbes [1997].  

Where more than one sampling site occurred in a terrain unit, TOC values of the same depth 

were averaged before calculating MC. For terrain units that did not contain a sampling site, 

values were extrapolated from areas with similar surficial geology and permafrost conditions. 

A column’s MC is given by: 

 𝑀𝐶 = ∑ 𝜌𝑏  ×  ℎ ×  %OC

𝑛

𝑗=1

 (4.1) 

where MC is the mass of SOC in a soil column (kg), ρb is the dry bulk density based on the 

original frozen volume (kg m-3), h is the thickness of a soil layer (m), and %OC is the 

percentage of TOC by weight in a unit layer. The layers are summed to arrive at a value for 

the entire soil column. A similar procedure is followed to obtain the mass of the mineral 

portion of the sediment:  

 𝑀𝑆 = ∑ (𝜌𝑏  ×  ℎ)  −  𝑀𝐶
𝑛

𝑗=1
   , (4.2) 

where MS is the mass of mineral sediment (kg).  

For MC, the lowermost soil layer, which generally comprises the largest percentage of the 

bluff, was assigned the lowest measured value for organic carbon. In cases of high bluffs 

where this value did not appear representative of the lowermost layer, a default value of  

0.792 TOC (%wt) was assigned. This was one of the lowest values found in the study and 

came from a sample at the base of the highest cliff in the study area. Where no surface layer 

sample was available, a 10 cm-thick organic layer was assumed, with a TOC content of 25%. 

These are conservative estimates based on horizon data reported by Michaelson et al. [1996] 

and Bockheim et al. [1999, 2003]. Sand and gravel beach deposits were assigned a TOC value 

of 1.8% based on measurements by Smith et al. [1989] and Lawrence et al. [1984]. For grab 

samples that had no volume measurements (9% of samples), bulk density was estimated from 

gravimetric ice contents according to the following equation: 

 𝑏 =
𝑚𝑎𝑠𝑠 𝑜𝑓 𝑠𝑒𝑑𝑖𝑚𝑒𝑛𝑡

𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑖𝑐𝑒+𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑠𝑒𝑑𝑖𝑚𝑒𝑛𝑡
 =

100

(
𝜃𝑖
𝜌𝑖

) +(
100

𝜌𝑝
)
   , (4.3) 

where θi is the gravimetric ice content of the sample (%wt) and the mass of the sediment is 

therefore assumed to be 100 g, ρi is the bulk density of ice (assumed to be 0.917 g cm-3), and 
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ρp is the particle density of the sediment (assumed to be 2.6 g cm-3). There was a strong 

correlation (R2 = 0.92) when values estimated using this method were compared to measured 

values (Figure 4.2).  

 

 

 

Where gravimetric ice contents were not available (35% of samples), another method was 

used based on several studies that showed a significant relationship (R2 = 0.823) between 

organic carbon concentrations and bulk densities [Bockheim et al., 1998, 2003]. In those 

cases, bulk density was estimated according to the following empirically derived equation 

[Bockheim et al., 1998]: 

 𝑏 = 1.374 (10−0.026 𝑥)   , (4.4) 

where x is the TOC (%wt).  

All SOC values were corrected to account for the volume occupied by wedge ice and massive 

ground ice in each layer within the column. Percentages of these ice types for each terrain unit 

are given by Couture [2010] and Couture and Pollard [2015b]. Corrections were not applied 

for pore ice and thin lenses of segregated ice, since it was already accounted for by the use of 

dry bulk density in the mass calculations.  

4.3.3 Flux of organic soil carbon and sediments 

The following equation was used to calculate the annual SOC and sediment fluxes from 

coastal erosion for an entire terrain unit: 

Figure 4.3: Correlation between measured bulk densities and bulk densities estimated 

from gravimetric ice contents. 
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 𝐹 = 𝐴 (
𝑀

1000
)   , (4.5) 

where F is the annual flux of SOC or sediment from the terrain unit (103kg a-1), A is the mean 

annual area eroded per terrain unit (m²), and M is the total mass of material per soil column as 

defined above (Equations 4.1 and 4.2).  

For the determination of flux of SOC and sediment per meter of coast, mean annual rates of 

change for 35 of the terrain units were calculated for the period 1953-2011 [Irrgang et al., in 

review]. For the six terrain units on Herschel Island, mean annual rates of change were 

calculated following the same method, but for the period 1975-2011. Irrgang et al. [in review] 

were not able to determine rates of change for three of the terrain units (Running River, Kay 

Point Spit, and Malcolm River fan with barrier islands), so rates of change from Harper et al. 

[1985] were used. The mean rates of change were then multiplied by MC and MS in a 1m2 

column to obtain annual fluxes per meter of coast for SOC and sediment, respectively. In two 

of the terrain units (Shingle Point E and Stokes Point SE), mean annual rates of change were 

positive, indicating accumulation rather than erosion, but there was nevertheless an overall 

loss of sediment over the time period examined. For those two terrain units, the fluxes per 

meter of coast were therefore obtained by dividing the total annual flux from the unit by the 

shoreline length of the terrain unit. 

4.3.4 Fate of the eroded soil organic carbon 

In order to establish how much of SOC from the Yukon Coastal Plain is being sequestered in 

nearshore sediments, two bulk identifiers were examined in the seabed sediments: stable 

carbon isotopes (δ13Corg) and organic carbon/total nitrogen (TOC/N) ratios. The amount of 

terrigenous organic carbon (TerrOC) in the bottom samples was determined from a mixing 

model that used the following equation, which assumes linear mixing between the terrigenous 

and marine sources of organic matter: 

 𝑇𝑒𝑟𝑟𝑂𝐶 = 100 (
𝛿13𝐶𝑠𝑎𝑚𝑝𝑙𝑒− 𝛿13𝐶𝑚𝑎𝑟𝑖𝑛𝑒

𝛿13𝐶𝑡𝑒𝑟𝑟𝑖𝑔𝑒𝑛𝑜𝑢𝑠− 𝛿13𝐶𝑚𝑎𝑟𝑖𝑛𝑒
)   . (4.6) 

For the terrigenous end-member in Equation 4.6, δ13Corg was measured directly in the onshore 

samples. The marine end-member can be quite variable in the Arctic due to phytoplankton 

and contributions from sea-ice algae [Stein and Macdonald, 2004 and references therein]. 

Here, we use a value of -20.75‰, as this is the mean of the one proposed by Naidu et al. 

[2000] (-24‰) and that used by Belicka and Harvey [2009] (-17.5‰). The use of the TOC/N 

ratio helps to reduce uncertainty associated with the variability of the marine end-member. 
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4.4 Results 

Of the 44 terrain units in the study area, TOC samples were collected directly from 17 terrain 

units. Results were extrapolated to a further 16 terrain units with similar characteristics, and in 

some cases, supplemented with stratigraphic information from previously published sources. 

For the marine units (i.e., beaches and spits) which we were unable to sample, TOC values 

reported in the literature were used.  

4.4.1 Ground Ice 

As noted earlier, pore ice and thin lenses of ground ice are accounted for in SOC calculations 

by the use of dry bulk densities, but other types of ground ice need to be considered. The 

amount of wedge ice decreases with depth and ranges from a high of 53% of soil volume to 

less than 1%. Massive ice, although not present everywhere, accounted for between 52% and 

97% of the volume in soil layers where it did occur. Applying corrections for the volume 

taken up by wedge ice and massive ice reduces overall SOC values by a mean of 19%, and 

sediment values by 16%. However, in terrain units with a high proportion of ground ice, 

reductions can be as high as 43% for SOC and 46% for sediment. This underscores the 

importance of properly identifying and quantifying massive ice bodies in permafrost to 

accurately quantify carbon stocks and fluxes. Table 4.1 shows the specific reductions for each 

of the terrain units that contained wedge ice or massive ice. 

4.4.2 Organic carbon contents 

The SOC and sediment contents and fluxes for all units (corrected to account for ground ice) 

are shown in Table 4.2. Across all units, the mean SOC content in a 1 m2 soil column is  

183 kg. Values range from 30 to 662 kg C m-2 and generally increase with bluff height, as the 

volume under consideration increases. Within the top 1 m, the mean value is  

41 ± 14 kg C m-3. Mean values varied based on surficial materials and were highest in fluvial 

deposits (53 ± 15 kg C m-3), followed by lacustrine (47 ± 13 kg C m-3), glaciofluvial  

(44 ± 17 kg C m-3), morainal (40 ± 13 kg C m-3), and finally marine (30 ± 3 kg C m-3). 

Analysis of variance (ANOVA) shows significant differences based on material type, but 

further testing (Tukey-Kramer HSD) reveals that only the marine unit shows a significant 

difference from the fluvial and the lacustrine groups (Figure 4.3). On average, the top meter 

contains 43.8 ± 33.0% of the organic carbon in the entire soil column. 
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Figure 4.3: Soil organic carbon (SOC) density in the top 1 m for terrain units with different surficial geologies. 

The line in the middle of boxes represents the median, with lower and upper parts of the box representing 25% 

and 75% of the distribution, while the lower and upper whiskers represent the minimum and maximum of the 

distribution. Materials not sharing the same letter above the box plots are significantly different from each other 

based on the Tukey-Kramer HSD comparison of means (p < 0.05). 
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Table 4.1: Reduction in values of soil organic carbon and sediment due to the presence of ground ice. Note: 

Corrections are needed because volumes of wedge ice and massive ice were determined for the overall terrain 

unit, so are not accounted for within individual samples. The volume of each ice type was calculated for every 

sampled layer of soil and a correction applied to the measured values of SOC and sediment. The results shown 

here are the summed values for all layers within a 1 m2 soil column. 

 

 Soil organic carbon (SOC)  Mineral sediment 

Terrain unit 

Before 

correction  

(kg) 

After 

correction  

(kg) 

Reduction 

(%) 

 Before 

correction 

(kg) 

After 

correction  

(kg) 

Reduction 

(%) 

Running River 578 560 3  24559 24218 1 

Shingle Point E 249 212 15  16342 15169 7 

Shingle Point W 443 252 43  25008 21158 15 

Sabine Point E 514 321 38  6996 5566 20 

Sabine Point  807 662 18  21819 12724 42 

Sabine Point W 596 566 5  8544 8247 3 

King Point SE 169 111 35  12680 6823 46 

King Point 308 236 24  2644 2023 23 

King Point NW 424 366 14  41411 34787 16 

Kay Point SE 467 402 14  28673 26109 9 

Kay Point  275 216 21  8890 7905 11 

Phillips Bay 141 125 11  2837 2699 5 

Phillips Bay NW 316 245 22  17848 13748 23 

Stokes Point SE 195 161 17  6539 6352 3 

Stokes Point West 301 240 20  15343 12165 21 

Roland Bay East 221 210 5  10267 9825 4 

Roland Bay W 203 150 26  9123 6541 28 

Roland Bay NW 152 124 18  1749 1486 15 

Whale Cove E 130 96 26  7579 5486 28 

Whale Cove W 53 45 15  725 626 14 

Workboat Passage E 68 50 26  1142 861 25 

Workboat Passage W 191 147 23  2831 2188 23 

Herschel Island S 157 138 12  13940 12392 11 

Herschel Island E 486 312 36  25594 17422 32 

Herschel Island N 401 336 16  36894 32206 13 

Herschel Island W 553 444 20  33830 26595 21 

Malcolm River fan 71 67 6  2058 1829 11 

Komakuk Beach 187 176 6  3397 3279 3 

Komakuk W1 197 140 29  3940 3332 15 

Komakuk W2 233 207 11  6048 5601 7 

Clarence Lagoon E 78 73 5  2421 2189 10 

Clarence Lagoon W 240 138 43  6034 5297 12 

        
Mean 294 235 19  12741 10526 16 

Minimum 53 45 3  725 626 1 

Maximum 807 662 43  41411 34787 46 
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Table 4.2: Terrain unit characteristics and material fluxes. Note: The values for the mass of soil organic carbon 

(MC) and mineral sediment (MS) shown here have been corrected for the presence of ground ice. 
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Figure 4.4: Annual flux of soil organic carbon per meter of coastline. Details on terrain unit characteristics are 

listed in Table 4.2. 

4.4.3 Material fluxes 

The mean annual rate of change for the entire Yukon Coastal Plain is 0.7 m a-1. Forty of the 

terrain units (comprising 80% of the shoreline) are undergoing erosion, two are accreting 

(6%), and two are stable (13%). Although fluxes from individual terrain units are provided in 

Table 2, it is the flux per meter of shoreline that is important for comparison between different 

parts of the coast, and between the Yukon coast and other regions in the circum-Arctic. The 

mean flux of SOC is 131 kg C m-1 a-1, with a maximum of 549 kg C m-1 a-1 (Table 4.2, Figure 

4.4). This results in a total flux of organic carbon from the Yukon coast of 35.0×106 kg a-1 

(0.035 Tg a-1). The mean flux of sediment per meter of shoreline is 5.3×103 kg m-1 a-1, with a 

maximum value of 38.6×103 kg m-1 a-1, resulting in a total flux of sediment of  

1 801×106 kg a-1 (1.801 Tg a-1). 

4.4.3.1 Organic carbon in nearshore sediments 

Analysis of 50 onshore samples taken from different terrain units gives a mean δ13Corg value 

of -27.12 ± 0.77‰. This is the value used as the terrigenous end-member in the mixing model 

to determine the percentage of terrigenous organic carbon in the nearshore sediments. 
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Samples of nearshore sediments were taken up to 500 m from shore and at water depths 

ranging from 0.9 to 14.5 m. Twenty-two of the nearshore samples were analyzed for  

δ13Corg ‰. Table 3 shows the results from isotopic analyses and from the mixing model. Three 

samples should be viewed with caution because they showed very little decomposition 

visually and appeared to consist almost entirely of terrestrial organic matter, a fact 

corroborated by their low δ13C values and simultaneously high C/N ratios (Figure 4.5); these 

were omitted from further calculations. Values of δ13C for the nearshore samples ranged from 

-27.00 to -26.10‰ and C/N ratios ranged from 11.3 to 25.9. Based on results from the 

isotopic mixing model, the organic carbon in the nearshore sediments is overwhelmingly 

terrestrial, with a mean terrigenous organic carbon content of 91.3% and a marine content of 

8.7%. 
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Table 4.3: Properties of Nearshore Sediment Samples. Note: Samples marked with * were omitted from 

calculation of means, maxima and minima because of unusually high terrigenous content. 

Sample 

Distance 

from shore 

(m) 

Water 

depth 

(m) 

TOC 

(%) 

C/N 

ratio 

δ13Corg 

(‰ VPDB) 

Terrigenous OC 

(%) 

 

01-06 

 

500 

 

10.6 

 

0.630 

 

20.3 

 

-26.86 

 

95.9 

03-06 100 3.7 0.979 11.9 -26.10 84.0 

05-06 30 1.9 1.013 11.3 -26.21 85.7 

06-06 500 14.5 0.829 18.0 -26.44 89.4 

13-06 110 2.3 1.384 16.2 -26.91 96.7 

15-06 500 2.7 1.375 20.1 -26.59 91.7 

20-06 500 7.6 1.175 15.3 -27.00 98.1 

27-06 250 1.2 1.014 * 18.6 * -27.07 * 99.2 * 

29-06 50 3.0 0.661 * 16.3 * -27.19 * > 100 * 

30-06 30 2.0 15.317 * 45.1 * -27.86 * > 100 * 

33-06 500 5.0 0.275 12.2 -26.69 93.2 

38-06 30 3.8 0.861 13.4 -26.99 98.0 

42-06 500 9.6 7.877 25.9 -26.72 93.7 

45-06 250 5.2 1.142 14.0 -26.44 89.4 

46-06 500 8.0 1.074 11.5 -26.52 90.5 

47-06 30 2.3 1.853 13.5 -26.67 93.0 

49-06 100 2.3 1.809 13.4 -26.37 88.3 

51-06 500 2.5 1.944 13.1 -26.49 90.1 

55-06 120 2.9 2.218 14.5 -26.58 91.4 

57-06 500 2.7 1.435 15.0 -26.58 91.5 

58-06 30 0.9 1.269 14.0 -26.31 87.3 

62-06 500 6.7 0.801 12.4 -26.22 85.8 

       

Mean   1.6 15.1 -26.6 91.3 

Minimum  0.9 0.3 11.3 -27.0 84.0 

Maximum  14.5 7.9 25.9 -26.1 98.1 
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Figure 4.5: A Plot displaying the relationship between C/N ratios and δ13Corg for seabed samples from the 

nearshore zone along the Yukon Coastal Plain. Open triangles represent three samples that showed very little 

decomposition and consist almost entirely of terrestrial organic matter. The dashed circle shows where a typical 

terrigenous end-member would be found, while the arrow indicates increasing marine organic matter content. 

The open circles are samples with the highest marine content, taken north of Herschel Island. 

4.5 Discussion 

4.5.1 Ground Ice 

As was seen from the reduction of SOC and sediment values in Table 4.1, failing to account 

for ground ice can result in significant overestimates of the total amount of material contained 

within a terrain unit and its annual flux. Although wedge ice has been shown to account for 

8% of frozen materials along the Yukon Coastal Plain [Couture & Pollard, 2017], it 

comprises 23% of the upper 7 m of soil. It is therefore not just the overall volume of ground 

ice that is important, but the stratigraphic relationship between wedge ice and organic carbon, 

in particular, since they both vary with depth [Couture & Pollard, 2017; Ulrich et al., 2014]. 

Some studies, while acknowledging the importance of ground ice, do not include it in their 

calculations of material fluxes [i.e., Harper & Penland, 1982; Hill et al., 1991]. Others 

consider ground ice volumes in varying degrees of detail. Our values for wedge ice are 

approximately twice those of Jorgenson and Brown (2005) who use a slightly cruder ice 

wedge geometry in their calculations of SOC contents for the Alaska Beaufort Sea coast. 

Brown et al. [2003] use a mean value of 50% for all ground ice types along the Alaskan 

Beaufort Sea. Rachold et al. [2000] use different values for different coastal types along the 

Laptev Sea; some are simple means, while other are based on the various types of ground ice. 

Dallimore et al. [1996] provide an in-depth evaluation of all types of ice in their calculations 
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of sediments fluxes from northern Richards Island in the Mackenzie Delta. In some cases, the 

importance of a detailed investigation depends on the geomorphology of the coast. For 

instance, Brown et al.’s [2003] use of a mean ground ice value of 50% does not have a 

significant impact on potential stratigraphic differences because the mean elevation of bluffs 

they are looking at is only 2.5 m, so changes in ice content or in SOC content with depth are 

not as important. Considering the varied elevations along the Yukon coast and the wide range 

of ground ice volumes with depth, our detailed approach is warranted. 

4.5.2 Organic carbon contents 

Given the sparseness of data on SOC for the Yukon Coastal Plain, this study contributes to a 

more thorough estimate of C stores in a region where carbon cycling is likely to increase with 

accelerating coastal erosion [Obu, et al., 2016b; Radosavljevic et al., 2016; Irrgang et al., in 

review]. In addition to nearly tripling the number of pedons for which data is available, the 

results provide important information about deeper stores of organic carbon. The overall mean 

SOC value reported here (183 kg C m-2) is approximately 3 to 6 times higher than many 

previous estimates of TOC primarily because this study examines the entire soil column, 

whereas previous ones focused on the upper portions. Our values are much closer to those 

reported by Hugelius et al. [2014] who look at depths up to 3 m and found organic carbon 

contents of 150 kg C m-2 in the Arctic coastal lowlands. When comparing the top 1 m of soil, 

our mean value of 41 kg C m-3 is consistent with the value reported by Bockheim et al. [1999] 

for the Alaska coast (50 kg C m-3). As noted by those authors, this is less than other inland 

Arctic sites (62 kg C m-3 reported in Michaelson et al., [1996], and 65 kg C m-3 in Bockheim 

et al., [1998]), which might be due to higher ground ice contents in the coastal regions. Our 

results emphasize how important it is to include deeper carbon in calculations since only 44% 

of the SOC in our study was stored in the upper 1 m, with 56% of it at greater depths. 

Bockheim and Hinkel [2007] found 64% of SOC within the upper 1 m and 36% in the 1-2 m 

depth range. Tarnocai et al. [2009] calculated 48% for the upper 1 m, and 52% between 1 and 

3 m; when they included even deeper deposits, the ratio became 30% SOC above 1 m to 70% 

below. A number of different processes have contributed to the presence of organic carbon at 

depth in the sediments of the Yukon Coastal Plain including cryoturbation, alluvial 

deposition, ice-thrusting, accumulation in lacustrine basins, and possibly some aeolian 

deposition [Rampton, 1982]. Coastal erosion involves the mobilization of all the carbon in the 

soil column relative to the sea level, so it is essential to consider deep SOC in flux 

calculations. In more inland regions, processes that affect carbon cycling (such as the thaw of 
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the upper part of permafrost), are more likely to involve near-surface SOC only, so the 

consideration of carbon at greater depths may not be as critical. Several of the assumptions 

made in this study are conservative, particularly with regards to the 25% organic carbon 

content in the surface horizon and in extrapolating the values of 0.792% to the base of soil 

columns. In addition, the amount of carbon in some ice-thrust morainal units is likely 

underestimated since a minimum SOC value was used for most of the volume of the bluff, but 

glaciotectonic and thaw slump activity likely resulted in an interlayering of carbon-rich and 

carbon-poor layers.  

4.5.3 Material fluxes 

The results presented here provide fluxes of SOC (0.035 Tg a-1) and sediment (1.801 Tg a-1) 

from the Yukon Coastal Plain. The sediment flux is 17% more than the value given by earlier 

studies by Harper and Penland [1982] for the Yukon (and later used by Hill et al. [1991]). 

Those authors noted that their sediment flux was a first approximation only and was likely a 

maximum value since they were not accounting for ground ice volumes. The discrepancy with 

our results is partly due to the fact that their study considered less of the shoreline to be 

erosive (150 km vs. the approximately 280 km considered here), and partly due to probable 

differences in bluff height estimation. The only other study of SOC flux for the region is 

based on the entire shoreline of the Canadian Beaufort Sea [Macdonald et al., 1998] and 

provides a range of potential fluxes. Using data from Yunker et al. [1991], Macdonald et al. 

estimate annual flux to be 0.06 Tg a-1. Their value for the Yukon coast would be 0.015 Tg a-1, 

which is less than half of the flux found in this study. Again, they consider a shorter length of 

shoreline and only look at eroding peat, not other sediment contained in the coastal bluffs. 

Their maximum estimate for SOC flux is 0.3 Tg a-1 based on data from Hill et al. [1991] and a 

presumed SOC content for all coastal sediments of 5% by weight. The value for the Yukon 

portion of the coast would be 0.12 Tg a-1, which is 3.5 times our result. As seen above, 

however, eroded volumes did not account for ground ice and so are likely too high. It is 

interesting to note that even though SOC values for our terrain units ranged from 1.2% to 

15.6%, the value assumed by Macdonald et al. [1998] is very similar to our mean of 4.5% for 

all units. If our results from the Yukon Coastal Plain are applied to the other areas of peat 

erosion examined by Macdonald et al. [1998], the mean flux of SOC to the Canadian Beaufort 

Sea would be 0.17 Tg a-1, which is almost three times the value used to date in Arctic Ocean 

budgets [Rachold et al., 2004]. This is approximately 10% of the POC input by the 
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Mackenzie River each year [MacDonald et al., 1998; Hilton et al., 2015], which has the 

largest carbon input of any Arctic river [Rachold et al., 2004].  

The flux of SOC per meter of shoreline found in this study (131 kg C m-1) is intermediate to 

the results of studies for other Arctic Seas. Along the Alaskan Beaufort coast, estimates of the 

mean annual flux range from 73 kg C m-1 [Ping et al., 2011] to 149 kg C m-1 [Jorgenson and 

Brown, 2005], while results from Streletskaya et al. [2009] for the Kara Sea indicate a flux of 

154 kg C m-1. Rachold et al. [2004] found a mean of 263 kg C m-1for different coastal types 

along the Laptev Sea and 375 kg C m-1 for the East Siberian Sea. Sediment fluxes show 

similar trends for the different seas. The lower values for the Alaskan Beaufort and Kara Seas 

appear to be the result of lower bluffs and lower SOC contents, respectively. The higher 

fluxes from the Laptev and East Siberian Seas are chiefly the result of higher erosion rates 

[Vonk et al., 2012].  

Finally, it should be noted that the calculations in this study only involve sub-aerial erosion, 

although, over time, a significant amount of material can be eroded below the waterline [Aré, 

1988; Reimnitz et al., 1988; Vonk et al., 2012]. This is primarily due to the paucity of data 

available for the nearshore along the Yukon Coastal Plain. 

4.5.4 Organic carbon in nearshore sediments 

Our results for carbon in nearshore sediments (91.3% terrigenous and 8.7% marine) are 

similar to those of Vonk et al. [2012] who found that marine organic carbon constituted 7% of 

nearshore shelf sediments in the East Siberian Sea. The influence of the value for the marine 

end-member in the mixing model can be seen by examining some of the values invoked in the 

literature. If we had we chosen a heavier value of -17.5‰ proposed by Belicka and Harvey 

[2009], the proportion of terrigenous carbon would have been 94%. Using the lighter value  

(-24.0‰) for the marine end-member suggested by Naidu et al. [2000] would have resulted in 

a mean terrigenous OC value of 82%. Belicka and Harvey [2009] compared several different 

methods of estimating terrestrial organic carbon, including the isotopic mixing model. 

Although each of the four proxy methods they examined produced different results, the 

mixing model despite its sensitivity to the marine end-member, produced intermediate results. 

Because of the variability of the marine end-member, C/N ratios are used here to help in 

assessing the source of organic carbon in nearshore sediments. Figure 4.5 shows a plot of 

these two parameters for the nearshore samples. Although most samples are heavier than the 

terrigenous end-member, indicating a marine influence, the high C/N ratios help to confirm 

the strong contribution of terrigenous carbon to these samples. Previous studies of organic 
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carbon in the Beaufort Sea show a progressive decrease in the terrigenous component as 

distance from shore increases [Naidu et al., 2000; Macdonald et al., 2004]. No obvious trend 

was seen in our data set when comparing terrigenous carbon contents with distance from 

shore, likely due to the fact that the maximum distance from shore was limited to 500 m. 

However, it is interesting to note that the two samples with the highest marine content (open 

circles in Figure 4.5) were taken north of Herschel Island; although this area has one of the 

highest fluxes of C per meter of shoreline, it is furthest from the mainland, and therefore most 

likely to be subject to marine influences. Several studies show an overall shift towards heavier 

δ13C values from east to west in the Beaufort Sea due to decreased influence of the Mackenzie 

River and to the greater importance of marine productivity in the more nutrient-rich waters in 

the west [Naidu et al., 2000; Dunton et al., 2006]. Our data are consistent with that trend and 

are intermediate between values measured on the Mackenzie Shelf to the east and the Alaskan 

shelf to the west [Goñi et al., 2000; Naidu et al., 2000; Macdonald et al., 2004]. 

Knowing how much of the OC in the nearshore sediments is of terrestrial origin provides an 

indication of how much of the annual flux is being sequestered in those sediments and how 

much may be remineralized or exported off-shelf. Following Macdonald et al. [1998], we 

estimate OC burial based on sedimentation rate and the proportion of OC in marine 

sediments. Sedimentation rates for the area adjacent to the Mackenzie Delta are relatively 

well known, but there is very little information for the shelf area to the west. Based on data 

from Harper and Penland [1982], rates range from 2 mm a-1 near the delta to less than 0.1 mm 

a-1 in more distal areas. If we use the lower value of sedimentation and assume a solid density 

of 2.6 g cm-³ and a porosity of 60% for the marine sediments, then the annual flux of material 

to the seafloor for the entire shelf off the Yukon coast (which covers an area of 3100 km2 

according to Macdonald et al. [1998]) would be 0.32 Tg a-1. Of this, 1.5% is OC based on our 

measurements, 91.7% of which is of terrestrial origin. Therefore, 0.004 Tg or 12.7% of the 

OC eroded from the coastal sediments is sequestered in the nearshore sediments. This 

estimation requires validation based on extensive 210Pb/137Cs dating of sediment cores from 

the shelf, comparable to the approach used by Vonk et al. [2012]. The OC not sequestered in 

the nearshore is mineralized or transported off the shelf (de Haas et al., 2002; Hedges et al., 

1997). There is strong support that TerrOC is involved in both processes. For instance, a 

considerable amount of terrigenous material has been found in sediment traps at the shelf 

edge [O’Brien et al., 2006] and beyond [Belicka et al., 2002, 2009; Stein & Macdonald, 

2004a], and Dunton et al. [2006] demonstrate that TerrOC may constitute up to 70% of the 

dietary requirements of species in the nearshore along the Alaskan Beaufort Sea.  
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4.6 Conclusion 

This study provides the first in-depth estimate of soil organic carbon (SOC) content in coastal 

sediments of the Yukon Coastal Plain, and the first to specifically account for the volumes 

taken up by ground ice in those calculations. SOC is shown to constitute a large proportion of 

coastal bluffs. SOC accounted for between 0.5 and 49% by weight of the sediments sampled. 

This resulted in a mean carbon density of 41 kg C m-3 in the top 1 meter of soil. Mean values 

differed based on terrain units, being highest in fluvial sediments (53 kg C m-3) and lowest in 

marine deposits (30 kg C m-3), although differences between units were not considered 

significant in most cases. A considerable amount of SOC was also seen at depth, with the top 

meter accounting for only 43.8% of the total SOC in the soil column. In coastal flux studies, 

the entire soil column must therefore be considered, since failing to do so can result in 

underestimating carbon transfer by more than half. Terrain units with the lowest overall 

values of SOC were high bluffs with a high mineral content, while those with the highest SOC 

values were low bluffs with a thick organic cover. Wedge ice and massive ground ice 

constitute a significant portion of coastal sediments, with wedge ice accounting for up to 53% 

of the volume in some cases in the upper, carbon-rich soil layers. The variation of ground ice 

with depth is less important in low bluffs. If ground ice is not taken into consideration, flux 

measurements can be overestimated by 19% for SOC and 16% for sediment. The annual flux 

of organic carbon from coastal erosion along the Yukon Coastal Plain is 0.035 Tg a-1. 

Extrapolating these results to the area east of the Mackenzie Delta would result in a total 

coastal flux of organic carbon from the Canadian Beaufort Sea of 0.17 Tg a-1. This is almost 

three times more than the values used to date in organic carbon budget calculations 

[Macdonald et al., 1998; Rachold et al., 2004]. The sediment flux for the Yukon part of the 

Beaufort Sea coast is 1.801 Tg a-1, which is 17% higher than previous estimates due to 

differences in the length of shoreline considered and probable differences in cliff height 

estimates. First estimations indicate that up to 12.7% of the organic carbon contributed to the 

nearshore by coastal erosion is sequestered in the shelf sediments. The rest is either 

metabolized in the nearshore or exported off the shelf by waves or ice action. 
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Context 

Coastal erosion leads to the mobilization of considerable amounts of carbon and sediments, 

each year (Chpt. 4). However, the contribution of retrogressive thaw slumps (RTSs) to the 

sediment and carbon fluxes is not accounted for in these calculations. The previous study 

focused on material fluxes which were a direct consequence of shoreline retreat. Since the 

mobilization of organic matter in RTSs is mainly taking place along the headwall and in the 

slump floor, rather than directly along the shoreline, RTSs deliver considerable amounts of 

material to the nearshore zone, without impacting much of the shoreline. The following study 

was conducted in order to improve the understanding of the factors triggering RTS activity 

and, in particular, which role coastal erosion plays for these processes. This is the first step 

towards a better understanding of how enhanced coastal retreat is influencing material fluxes 

along the Yukon coast. 
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5 Terrain controls on the occurrence of coastal 

retrogressive thaw slumps along the Yukon 

Coast, Canada 

ABSTRACT 

Retrogressive thaw slumps (RTSs) are among the most active landforms in the Arctic; their number 

has increased significantly over the past decades. While processes initiating discrete RTSs are 

well defined, the major terrain controls on the development of coastal RTSs at a regional scale are not 

well-defined. Our research reveals the main geomorphic factors that determine the development of 

RTSs along a 238 km coastal segment of the Yukon Coast, Canada. We 1) show the current extent of 

RTSs, 2) ascertain the factors controlling their activity and initiation, and 3) explain the differences in 

the density and areal coverage of RTSs. We mapped and classified 287 RTSs using high-resolution 

satellite images acquired in 2011. We highlighted the main terrain controls over their development 

using univariate regression trees. Both activity and initiation of RTSs were influenced by coastal 

geomorphology: active RTSs and RTSs initiated after 1972 occurred primarily on terrains with slope 

angles greater than 3.9° and 5.9°, respectively. The density and coverage of RTSs were constrained by 

the volume and thickness of massive ice bodies. Differences in coastal erosion rates along the coast 

did not affect the model. We infer that coastal erosion rates averaged over a 39-year period are unable 

to reflect the complex relationship between RTSs and coastline dynamics. We emphasize the need for 

large-scale studies of RTSs – to evaluate their impact on the ecosystem and to measure their 

contribution to the global carbon budget. 

_____________________________________ 

A manuscript with equal content is published as: 

Ramage, J., A.M. Irrgang, U. Herzschuh, A. Morgenstern, N. Couture, and H. Lantuit (2017). Terrain Controls 

on the Occurrence of Coastal Retrogressive Thaw Slumps along the Yukon Coast, Canada. Journal of 

Geophysical Research: Earth Surface. DOI: 10.1002/2017JF004231. 
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5.1 Introduction 

Permafrost degradation processes are highly dynamic and profoundly reshape Arctic 

landscapes. Disturbances caused by ground subsidence and collapse (thermokarst and thermal 

erosion) induced by these processes can greatly affect the tundra ecosystem [Kokelj et al., 

2013; Malone et al., 2013; Lantz et al., 2009]. Dynamic degrading permafrost landforms 

represent major sources of instability, affecting biomass and hydrologic fluxes in the Arctic 

[Abbott et al., 2016]. 

Thermokarst landforms develop when ice-rich permafrost thaws. Retrogressive thaw slumps 

(RTSs) are a type of slope failure, which are amongst the most dynamic thermokarst 

landforms in the Arctic. These slope failures can be initiated following active layer 

detachment, lateral and thermal erosion along the coast [Kokelj and Jorgenson, 2013; Kokelj 

et al., 2009b; Lantuit et al., 2012a; Burn and Lewkowicz, 1990], expansion of thermoerosional 

gullies [Bowden et al., 2008], or wildfire [Lacelle et al., 2010]. RTS morphology comprises a 

vertical headwall, an inclined headscarp, a floor filled with flow deposits and a lobe that 

conveys thawed sediments downslope [Burn and Lewkowicz, 1990].  

The number of RTSs has increased considerably across the Arctic in the last decades [Brooker 

et al., 2014; Lantuit et al., 2012a; Lacelle et al., 2010; Kokelj et al., 2009b; Lantuit and 

Pollard, 2008; Lantz and Kokelj, 2008], mostly in ice-rich permafrost terrains located on the 

ice marginal glaciated landscapes [Kokelj et al., 2017]. Studies describing the dynamics of 

inland RTSs, occurring on plateaus [Segal et al., 2016; Lacelle et al., 2015; Brooker et al., 

2014; Lacelle et al., 2010], in deltas, and along lakeshores [Kokelj et al., 2009a; Lantz and 

Kokelj, 2008] have shown that RTSs have increased in both size and number. Moreover, their 

headwalls have retreated extensively over the past decades [Lantuit et al., 2005; Lewkowicz, 

1987a]. These disturbances have a considerable impact on the surrounding ecosystems, 

strongly affecting terrestrial [Tanski et al., 2016; Cray and Pollard, 2015; Cannone et al., 

2010; Lantz et al., 2009; Lantz and Kokelj, 2008] and aquatic ecosystems [Chin et al., 2016; 

Houben et al., 2016; Chipman et al., 2016; Kokelj et al., 2013] by reworking sediments and 

mobilizing carbon, nitrogen and nutrients.  

RTSs can go through several cycles of activation and stabilization. Many RTSs are 

polycyclic; they superimpose on surfaces previously affected by RTS activity. Polycyclicity is 

associated with the destabilization of formerly stabilized surfaces, when incompletely melted 

massive ground ice is being re-exposed by erosional processes [Lantuit and Pollard, 2008; 

Burn, 2000]. In coastal settings, polycyclicity occurs when coastal and surficial erosion or 
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changes in the physical properties of the sediments expose massive ice bodies to solar 

radiation and sensible heat [Lantuit et al., 2012a, 2008]. 

While climatic factors influence the development of RTSs [Kokelj et al., 2015b; Balser et al., 

2014; Lantz and Kokelj, 2008], their impact only becomes decisive in a certain geomorphic 

context [Kokelj et al., 2017; Kokelj et al., 2015b]. For example, the effect of incoming solar 

radiation on the permafrost greatly varies depending on slope aspect and ground ice content 

[Lacelle et al., 2010; Lewkowicz, 1988]. Precipitation influences the activity of RTSs through 

its impact on the surficial flow on gently sloping scar zones: increased surficial flow allows 

maintaining RTSs activity and therefore contribute to the occurrence of larger RTSs [Kokelj et 

al., 2015b]. 

In coastal environments, RTSs are undergoing a period of enhanced activity since the 1950s 

[Segal et al., 2016; Kizyakov et al., 2013; Lantuit et al., 2012a; Lantuit and Pollard, 2005; 

Wolfe et al., 2001]. Sixty five percent of Arctic coasts are unlithified and characterized by 

high ice contents [Lantuit et al., 2012b], which are subject to erosion and slumping. Along the 

Canadian Beaufort Sea, 60% of the coast which is comprised of unconsolidated sediments is 

eroding [Harper, 1990]. Wave energy, through its impact on coastal erosion likely plays a 

major role in RTSs initiation [Lantuit et al., 2011; Jones et al., 2008; Mars and Houseknecht, 

2007]. As it is the case for inland RTSs, coastal RTSs are rather triggered by shoreline 

erosional processes rather than by changes in air temperature [Lacelle et al., 2010]. Therefore, 

the reported accelerating rates of coastal erosion in the Arctic [Barnhart et al., 2014b; 

Overduin et al., 2014; Jones et al., 2009a] likely influence coastal RTS dynamics. In turn, the 

variability of short-term shoreline dynamics in the Arctic is partially influenced by mass-

wasting processes acting along permafrost coasts since coastal RTSs greatly contribute to the 

release of sediments from land to the nearshore zone in the Arctic [Tanski et al., 2017; Obu et 

al., 2017a; Lantuit and Pollard, 2005]. 

The impact of coastal erosional processes on coastal RTSs has been reported in previous 

studies [Obu et al., 2017a; Lantuit et al., 2011]. We hypothesize that coastal erosion rates will 

emerge as the most decisive factor in the development of coastal RTSs. However, one must 

understand the impacts of coastal erosion processes on a regional scale in order to reach a 

conclusive insight. Using statistical analyses, our research provides new understanding of the 

distribution and dynamics of coastal RTSs. It highlights the main geomorphic factors 

influencing the development of RTSs along a 238 km coastal segment of the Yukon Coastal 

Plain, Canada. We 1) describe the current extent of RTSs, 2) ascertain the factors controlling 

their activity and initiation, and 3) explain differences in the density and areal coverage of 
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RTSs. Our findings will help predict the future evolution of RTSs and their potential impacts 

on the coastal ecosystem.  

5.2 Study Area 

The study area comprises a 238 km-long coastal segment of the Yukon Coastal Plain 

including Herschel Island, Canada (Fig. 5.1).  

The Yukon Coastal Plain is an erosional surface underlain by unconsolidated glacial and 

glacial-marine deposits, which accumulated during the Pleistocene and Holocene [Rampton, 

1982]. The study area is located at the interface between the easternmost part of Beringia (Fig. 

5.1) – unglaciated during the Late Wisconsin (MIS 2) – and the westernmost margin of the 

Laurentide ice sheet, which reached a maximum ice extent at ca. 16 200 years BP [Fritz et al., 

2012]. The overall landscape reflects this history. The formerly non-glaciated part of the 

Yukon Coastal Plain is gently sloping and only incised by stream valleys, fluvial deltas, 

alluvial fans and thermokarst basins. The formerly glaciated part is underlain by ice-rich 

permafrost and has a heterogeneous topography, comprising areas of ice-rich permafrost of 

glacial origin and moraine deposits highly reworked by periglacial processes. Ice-rich cliffs 

constitute 35% of the coast [Harper, 1990]. Herschel Island is a moraine thrust deposited at 

the margin of the glaciated area, located 2 km off the Yukon mainland coast. It is one of the 

largest moraine deposits in the area, consisting of unconsolidated and fine-grained marine and 

glacigenic sediments [Mackay, 1959; Pollard, 1990]. On average, 30% to 60% of Herschel 

Island is composed of ground ice, mostly expressed as massive ice [Pollard, 1990; Rampton, 

1982]. 

Available air temperature records (from west to east: Komakuk Beach, Herschel Island and 

Shingle Point) are similar across the study area throughout the year [Burn and Zhang, 2009]. 

The meteorological stations located at the extremities of the study area – Komakuk Beach in 

the west and Shingle Point in the east – recorded highly correlated air temperatures (r2 > 0.90 

for most months) between 1995 and 2007 [Burn and Zhang, 2009]. The mean summer air 

temperature (June, July and August, 1971-2000) is 6.0 °C at Komakuk and 8.7 °C at Shingle 

Point [Environment Canada, 2017]. Precipitation is the main climatic difference between the 

two stations. Komakuk Beach receives an average summer precipitation of 79.8 mm, while 

112.9 mm of precipitation falls at Shingle Point (June, July, August, 1971-2000) 

[Environment Canada, 2017]. The influence of the Mackenzie River on seawater temperature 

and sea ice extent is the main forcing on the local precipitation patterns [Burn and Zhang, 

2009].  
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Figure 5.1: Location of the study area. The numbers represent the coastal segments stretching along the coast 

from west to east. The limit of the glaciation was reproduced after Dyke and Prest [1987] and the surficial 

sediments after Rampton [1982]. 

The western Yukon Coast is undergoing widespread coastal retreat [Harper, 1990]. The mean 

annual erosion rate between Komakuk Beach and Shingle Point was -1.2 m per year between 

1951 and 2009. There is a general spatial pattern of decreasing erosion rates from west to east 

along the Yukon Coast [Konopczak et al., 2014].  

The study area is divided into 36 coastal segments (Fig. 5.1), derived from the Arctic Coastal 

Dynamics Database [Lantuit et al., 2012b; Lantuit and Pollard, 2005] and refined by Couture 

[2010] to account for ground ice, surficial geology and geomorphology. Coastal heights range 

from 0.5 m to 27.6 m (Table S2 in the Supportive Information) and average slopes are 

between 0° and 22°. Ten of the segments are protected from direct wave influence by spits 

and barrier islands. Estimates of the volume of ground ice in the different coastal segments 

along the coast come from the model developed by Couture and Pollard [2017]. The model 

takes into account 14 input variables including soil characteristics, measured volumetric ice 

contents and geomorphic information. Ground ice varies between coastal segments; occurring 

as massive ice, pore ice and wedge ice, and ranges from 0% to 74% [Couture and Pollard, 

2017]. The heterogeneity of coastal segments, including the surficial geology, is inherited 

from the glacial history of the area. Most of the segments fall into one of three surficial 
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geology units: ice-thrust moraines (30%); lacustrine plains (23%) and rolling moraines (16%). 

The remaining segments (30%) are underlain by alluvial fans, stream terraces, floodplains and 

outwash plains [Rampton, 1982]. 

5.3 Methods 

5.3.1 Mapping of RTSs and landform classification 

We manually digitized each RTS at a 1:2 000 scale using ArcMap (ESRI, version 10.3) from 

high-resolution satellite images acquired in July (13th and 18th), August (31st) and September 

(13th) 2011 (multispectral GeoEye-1 and WorldView-2 – 1.8 m resolution in multi-spectral 

and 0.5 m in panchromatic view). We exclusively mapped coastal RTSs, which we defined as 

features occurring within 500 m of the coast. 

We classified RTSs according to their activity (Fig. 5.2). Active RTSs are characterized by 

steep headwalls exposing ice-rich permafrost, slump floors with thawed sediments and incised 

gullies. Stable RTSs comprise gently sloping and vegetated headwalls, vegetated slump floors 

and no visible active gully systems [Lantuit and Pollard, 2008; Wolfe et al., 2001]. Stable 

polycyclic RTSs include the areas of active RTSs located within their boundaries. We 

additionally classified RTSs according to their initiation date, defining RTSs initiated after 

1972 as occurring on surfaces that had never been affected by slumping processes before the 

1970s. For this purpose, we used a series of 21 aerial photographs from 1972 and one 

photograph from 1976 (Supportive Information ds05), which jointly cover the entire study 

area [National Air Photo Library, Canada] and geo-coded all images to the 2011 satellite 

images using PCI Geomatic’s Geomatica Orthoengine© software [2014]. Again, RTSs were 

digitized in ArcGIS 10.3 at a 1:2 000 scale. The aerial photographs have a resolution of 3 m 

(Supportive Information ds05). We distinguished between two kinds of RTSs. The first class 

comprised RTSs initiated after 1972, identified in 2011 on surfaces that were not affected by 

slumping on the historical aerial photographs. All the other RTSs (i.e., RTSs already 

detectable in 1972) were put into the second class. Even if we were not able to define the 

specific date of RTS initiation, the distinction between RTSs that initiated after 1972 and 

other RTSs allowed us to better understand RTS dynamics related to polycyclic activity. The 

use of different imagery for mapping RTSs might have affected the size of the RTSs that were 

detectable and introduced some limitations related to accuracy. However, differences in 

resolution between aerial photographs and satellite imagery were ca. 1.2 m and were deemed 

satisfactory for interpretation and mapping purposes. 
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Figure 5.2: GeoEye image from 18 July 2011 illustrating the differences between active and stable RTSs. The 

depicted RTS is located in the eastern part of the study area, at King Point (segment 32). The oblique photograph 

was taken from a helicopter during fieldwork in July 2015. 
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Table 5.1: Summary of spatial information and terrain parameters extracted for each coastal segment. The data 

was calculated for this study based on satellite imagery from 2011, aerial photographs from 1972 and LiDAR 

dataset from 2013 or derived after [a] Rampton [1982] and [b] Couture [2010]. Environmental variables used as 

response variables in the model are indicated in bold. See Supportive Information ds02 and ds03. 

Variable name Description Unit Source 

RTS characteristics 

Area_ha Areal extent of a RTS ha Satellite imagery 

Activity Activity of the RTS in 2011: active or stable Satellite imagery 

Initiation RTSs initiated after 1972 and their activity (active–

stable) 

Aerial photographs 

Azimuth Orientation of the RTS ° Satellite imagery 

Z_MEAN Mean height within the slump floor of a RTS m (a.s.l) LiDAR 

S_MEAN Mean Slope within the slump floor of a RTS ° LiDAR 

Coastal_le Width of the RTS lobe m Satellite imagery 

NEAR_DIST Distance from the RTS to the shore m Satellite imagery 

Spatial information 

Segment_name Name of the Coastal Segments [b] 

Glaciated Glacial history - Yes: glaciated; No: non-glaciated [b] 

Geolunit Surficial Geology [a] 

Area Areal extent of the Coastal Segments ha Satellite imagery 

CL Coastal length km Satellite imagery 

CH Cliff height: median of elevation points (25 m inland) m LiDAR 

S500 Slope 500m: average slope calculated over 500 m 

inland 

° LiDAR 

Spit Presence (1) or absence (0) of spit along the coast Satellite imagery 

E50-11 Erosion rate between 1952 and 2011 m  yr-1 Satellite imagery 

E70-11 Erosion rate between 1972 and 2011 m  yr-1 Satellite imagery 

Terrain characteristics 

PEI Percentage of excess ice % [b] 

PIV Percentage of ice volume % [b] 

AL Active layer depth cm [b] 

e Soil porosity g / cm3 [b] 

Dm Depth to the top of massive ice m (a.s.l) [b] 

Dbm Depth to the bottom of massive ice m (a.s.l) [b] 

DMI Thickness of the massive ice (Dbm-Dm) m (a.s.l) [b] 

Wt Mean ice wedge width m (a.s.l) [b] 

Ws Mean ice wedge spacing m (a.s.l) [b] 

PI Pore ice % [b] 

WI Wedge ice % [b] 

MI Massive ice % [b]
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5.3.2 Environmental variables 

Environmental data that we used include local geomorphic parameters and coastal erosion 

rates. We did not take into account climatic factors. Geomorphic parameters and erosion rates 

are derived from various sources with different temporal and spatial resolution. For 

consistency, we refined the boundaries of the coastal segments defined by Couture [2010] 

based on the satellite imagery from 2011.  

Table 5.2: List of the Response Variables Used in the Univariate Regression Tree Algorithms. The response 

variables are given for each coastal segment. 

Response variables Explanation 

Density Number of RTSs in segment / Total coastal length of segment 

Coverage (Sum of surface areas of RTSs in segment / Total surface area of segment) * 100 

Activity Percentage of active RTSs  

Initiation Percentage of  RTSs that initiated after 1972 

5.3.2.1 RTS characteristics 

Using ArcMap 10.3, we derived RTS morphologies (Table 5.1, RTS characteristics) and 

extracted morphological and spatial information for each coastal segment (Table 5.1, spatial 

information) from an airborne LiDAR dataset acquired in July 2013 [Kohnert et al., 2014]. 

The LiDAR dataset has a final georeferenced point cloud data vertical accuracy of 

0.15 ± 0.1 m and covers most of the study area, with a scan width of 500 m. While visible on 

the satellite images, a total of 39 RTSs occurred in areas outside of the area covered by the 

LiDAR so we discarded those features from further analyses. RTS characteristics (Table 5.1) 

summarize the morphologic information for the area within each RTS shapefile. The mean 

elevation above sea level (Z_MEAN) provides information about the relative elevation of the 

slump floor of a RTS (Fig. 5.3). We used the mean slope of the slump floors (S_MEAN) as an 

indicator of the potential for removal of material from the slumps (Fig. 5.3).  
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Table 5.3: RTS Main Characteristics Derived From the Lidar Data set. 

Type N Size (ha) 

 (med, range) 

Slope (°) 

 (mean) 

Aspect (°) 

 (med) 

Lobe width (m) 

 (med, range) 

Active 203 0.15, 20.8 15.3 ± 6.7 NE, 45.8 29.3, 1109 

Stable 84 1.09, 19.9 13.3 ± 4.2 NE, 48.2 40.5, 963 

All 287 0.24, 20.8 14.7 ± 6.1 NE, 46.7 31.1, 1109 

Initiated after 1972 119 0.16, 16.7 11.3 ± 9.4 NE, 49.7 26.1, 1024 

5.3.2.2 Spatial information 

Information concerning the coastal segments on which the RTSs developed is summarized in 

the spatial information (Table 5.1). This information was calculated using the high-resolution 

satellite imagery, except for the mean cliff heights and coastal slopes, which we derived from 

the LiDAR dataset. The mean cliff height represents the mean values of elevation points 25 m 

inland from the shoreline, measured along transects placed every 100 m within a coastal 

segment. Elevation points that fell within a RTS were discarded. Coastal change rates from 

1972 to 2011 were measured using the Esri ArcGIS extension Digital Shoreline Analysis 

System (DSAS) version 4.3 [Thieler et al., 2009] applied on the satellite imagery from 2011 

[Irrgang et al., 2017]. 

5.3.2.3 Terrain characteristic 

In addition to the spatial information, we used terrain characteristics from a study from 

Couture [2010] (see Data S1 in the Supportive Information). Terrain characteristics for each 

segment were either derived from direct measurements from bluff exposures and shallow 

cores or were estimated from published datasets. Couture and Pollard [2017] quantified 

ground ice at a landscape level and provided ice contents (volumes of each type of ice - pore 

ice, wedge ice and massive ice, volumetric ice content and volume of excess ice), for each 

coastal segment. The variable “Thickness of massive ice” (DMI) was estimated by subtracting 

the depth to the top of massive ice bodies (Dm) in a coastal segment from the depth to the 

bottom (Dbm) (Table 5.1). When the bottom of the massive ice was buried under reworked 

sediments, it was assumed to extend to the base of the bluff [Couture, 2010].  
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Figure 5.3: Scheme of RTSs showing RTS characteristics. All elevation data were derived from the lidar data 

set. The length of the shoreline was manually digitized for the entire study area. RTS elevation (Z_MEAN) and 

slope (S_MEAN) were calculated for the RTS floor, while the area of the RTS included the whole surface 

including the headwall. The cliff heights (CH) were defined for each segment as points located on transect every 

100 m along the coast, 25 m inland. The segment slopes (S500) were an average of the slopes calculated for a 

whole segment, starting from 25 m inland to 500 m. 

5.3.3 Univariate regression trees 

Univariate regression tree models were fitted using R (The R Foundation, version 3.3.1) in 

order to characterize terrain controls on RTS distribution. We applied univariate regression 

trees (rpart package version 4.1-10, [Breiman et al., 1984]) to highlight the environmental 

parameters (explanatory variables) that explained most variation in RTS abundance 

(univariate response variables) and the main thresholds in the datasets. Response variables 

used in the models (Table 5.2) are univariate and were tested against 16 environmental 

parameters (Table 5.1). Through recursive partitioning, the regression trees repeatedly split 

the dataset into binary groups (Supportive Information ds01). Each split is defined by a simple 

rule, which minimizes the sums of squares within the two groups formed by the split 

[Breiman et al., 1984]. The optimal tree size was determined by the complexity parameter, 

which is used when pruning the tree to minimize the mean relative square error. This method 

is robust and can incorporate dependent variables as well as discrete data [De'ath and 

Fabricius, 2000]. The scripts are available in the Supportive Information. 
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5.4 Results 

5.4.1 Characteristics of RTS along the coast 

5.4.1.1 Distribution 

Based on the 2011 satellite imagery, we detected 287 coastal RTSs along the Yukon Coast. 

All RTSs were located in the formerly glaciated part of the study area; more than half (53%) 

faced north-northeast, reflecting the general orientation of the coast. In total, 12% (28.1 km) 

of the entire coastline was incised by RTS lobes, which had a median width of 31 m. The size 

of RTSs varied both over the entire area and within the coastal segments (Fig. 5.4). The 

median size was 0.24 ha (mean = 1.52 ha) (Table 5.3). The largest RTS was observed on 

Herschel Island East (segment 13, 20.81 ha), the smallest at Stokes Point West (segment 20, 

0.01 ha). On average, the largest RTSs were found on ice-thrust moraines (med = 0.27 ha, 

range = 20.80 ha) and lacustrine plains (med = 0.20 ha, range = 13.60 ha), while the smallest 

RTSs occurred on rolling moraines (med = 0.17 ha, range = 14.65 ha). 

Among the 287 RTSs, 203 (71%) were active and had clear morphological differences 

compared to the stable RTSs (Table 5.3): active RTSs were 7 times smaller (med = 0.15 ha) 

than stable RTSs (med = 1.09 ha), their floors had slightly steeper slopes, and they had 

narrower slump lobes (Table 5.3). 

In total, 119 of the 287 RTSs (41%) were initiated after 1972. Compared to the overall RTSs, 

RTSs initiated after 1972 were smaller (med = 0.18 ha), with gentler slopes and narrower 

slump lobes (Table 5.3). RTSs initiated after 1972 were found on 14 coastal segments. At 

Sabine Point West (segment 33) and Workboat Passage West (segment 8), the three observed 

RTSs initiated after 1972, and on Herschel Island North 77% of the RTSs initiated after 1972. 

In total, 51% of the RTSs occurring on ice-thrust moraines had developed since the 1970s, 

35% of the RTSs initiated after 1972 on lacustrine plains and 24% of the RTSs initiated after 

1972 on rolling moraines. 

Of the RTSs that initiated after 1972, 72 were active and 47 were stable in 2011 (Supportive 

Information, Table S1, ds02). Active RTSs that initiated after 1972 had most likely remained 

active until 2011. On the other hand, stable RTSs that initiated after 1972 went through a 

period of activity and stabilized within this period. Forty percent of the RTSs that initiated 

after 1972 were stable, which is higher than the percentage of stable RTSs (22%). RTSs were 

more active, or reactivated, where slumping processes had previously affected the coast. 

Active RTSs that initiated after 1972 were smaller than stable RTSs that initiated after 1972 

(0.10 ha vs. 0.68 ha), had steeper slopes (16.4° vs. 12.6°) and narrower slump lobes (20.7 m 
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vs. 46.0 m). 

Figure 5.4: Distribution of RTSs according to their size and coastal erosion rates between the 1970s and 2011 

along the study area. All RTSs were found in the eastern part of the study area, which was glaciated during the 

last glacial maximum. The largest RTSs were found on ice-thrust moraines. Rates of coastal change are 

described in Irrgang et al. [2017]. 

5.4.1.2 Terrain factors controlling the activity and initiation of the RTSs 

Both the activity and the initiation of the RTSs were related to the geomorphology of the 

coastal segments (Fig. 5.5).  

The slope (S500) and coastal height (CH) were the primary factors controlling the activity of 

RTSs (Fig. 5.5, a). The model did not show other factors because their contribution was not 

significant. Most of the active RTSs (n = 200, 98%) were found in coastal segments (n = 21) 

with a slope angle greater than 3.9°. Of these 200 active RTSs, 149 (74%) were found within 

coastal segments (n = 9) with cliff heights higher than 11.0 m. The median cliff height in the 

latter segments was 15.5 m.  

RTSs initiated after 1972 (Fig. 5.5, b) occurred mainly on segments with a slope equal to or 

greater than 5.0°. We observed only two RTSs initiated after 1972 on a segment with a 

smaller slope angle (1.8°): Philips Bay (segment 25). However the mean slope did not 

represent the area on which RTSs occurred, because this coastal segment is characterized by 

the presence of different coastal types: the western and eastern parts of the segment are bay 
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areas, protected by spits. RTSs were observed along the central part of the segment, a north-

facing coast open to the sea. The average slope angle on which RTSs occurred was 9.2°, 

while RTSs initiated after 1972 occurred on steeper slopes, with an average angle of 10.6°. 

5.4.2 Density and areal coverage od RTSs along the Yukon Coast 

5.4.2.1 Differences among coastal segments 

Along the entire Yukon Coast, RTSs occurred with a density of 1.2 RTSs per km of coast. 

However there was great heterogeneity, with RTSs present in only 19 of 36 segments. They 

all occurred within the formerly glaciated area (Fig. 5.6), where the mean density was 2.3 

RTSs per km of coast. RTSs were most abundant at Shingle Point West and Stokes Point 

West (segments 36 and 20, 4.2 RTSs per km of coast). At Shingle Point West, 87% of RTSs 

were active while at Stokes Point West, active RTSs represented 42% of the total RTSs. The 

study area as a whole was characterized by active slumping; active RTSs (71%) were more 

abundant than stable RTSs in most of the coastal segments. Differences in the occurrence of 

RTSs were observed between geological units (Table 5.4). In total, 60% of the RTSs occurred 

on ice-thrust moraines with a density of 2.4 RTSs per km of the coast. In contrast, 29% of the 

RTSs occurred on rolling moraines with a density of 2.0 RTSs per km of coast, and 11% on 

lacustrine plains with a density of 0.6 RTSs per km of coast.  

RTSs covered a total area of 401.8 ha, which represents 3% of the 500 m-wide and 238-km 

long study area strip and 7% when considering only the coastal segments where RTSs 

occurred. In all segments except Herschel Island East (segment 13), West (segment 11), North 

(segment 12) and on Sabine Point East (segment 35) the area covered by stable RTSs was two 

thirds larger than the area covered by active RTSs. The coverage of RTSs was heterogeneous: 

the area covered by RTSs was less than 1% in 4 segments and more than 10% in 8 segments. 

King Point North West (segment 29) had the largest coverage of RTSs: 6 RTSs (4 active and 

2 stable) covered 16% of the segment area. Herschel South (segment 10) had the smallest area 

covered by RTSs relative to the number of RTSs occurring on this segment (1% coverage, 31 

RTSs). The total area occupied by RTSs that initiated after 1972 was proportionally smaller 

than the total area occupied by RTSs. Active RTSs represented 71% of the total number of 

RTSs and occupied 38% of the total area covered by RTSs while active RTSs that initiated 

after 1972 represented 25% of the total amount of RTSs and covered 4% of the total area 

covered by RTSs. Similarly, stable RTSs represented 29% of the total number of RTSs and 

occupied 62% of the total area covered by RTSs while stable RTSs that initiated after 1972 

represented 16% of the total amount of RTSs and covered 20% of the total area covered by 
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RTSs. Those results emphasize the difference in size between RTSs that initiated after 1972 

and the others. 

Table 5.4: Number, density, and coverage of RTSs for each coastal segment. Abbreviations for the surficial 

geology are given in Table 5.1. 

Seg

ment 

# 

Surficial 

Geology 

Coastal Length 

(km) 

Number of RTS Density of RTS 

(RTS/km of coast) 

Coverage of RTSs 

(%) 

1 Ff 3.2 0 0.0 0.0 

2 Ft 1.1 0 0.0 0.0 

3 L 8.1 0 0.0 0.0 

4 L 1.8 0 0.0 0.0 

5 L 13.5 0 0.0 0.0 

6 Ff 8.9 0 0.0 0.0 

7 Ff 28.4 0 0.0 0.0 

8 Mm 5.0 1 0.2 0.1 

9 Gp 10.3 0 0.0 0.0 

10 Mr 12.5 31 2.5 1.4 

11 Mr 5.5 18 3.3 12.9 

12 Mr 17.3 22 1.3 1.4 

13 Mr 11.3 28 2.5 12.9 

14 Gp 3.8 0 0.0 0.0 

15 Mm 2.7 0 0.0 0.0 

16 Mm 0.8 2 2.4 13.6 

17 L 2.8 0 0.0 0.0 

18 Mm 2.9 10 3.5 10.6 

19 L 2.2 4 1.8 4.1 

20 Mm 2.9 12 4.2 1.7 

21 Mm 5.0 0 0.0 0.0 

22 L 3.9 4 1.0 0.6 

23 Mm 2.6 7 2.7 12.8 

24 Mm 5.2 0 0.0 0.0 

25 L 9.7 5 0.5 0.6 

26 Fp 13.5 0 0.0 0.0 

27 Gf 1.4 0 0.0 0.0 

28 Mr 24.2 74 3.1 12.7 

29 Mm 3.3 6 1.8 16.3 

30 L 2.5 0 0.0 0.0 
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31 L 1.1 0 0.0 0.0 

32 L 3.8 12 3.2 9.4 

33 L 2.7 2 0.7 0.1 

34 Mm 2.4 7 2.9 6.9 

35 L 2.5 4 1.6 3.0 

36 Mm 9.0 76 4.2 5.5 

5.4.2.2 Terrain factors controlling the density and area coverage of RTSs 

The main terrain factors controlling the density and coverage of RTSs are presented in Figure 

5.7. The thickness of massive ice bodies within a coastal segment (DMI) was the main factor 

explaining the high density of RTSs (Fig. 5.7, a), whereas the percentage of massive ice by 

volume (MI) was the most influential factor for large coverage of RTSs (Fig. 5.7, b). The 

model showed that high densities of RTSs were found in coastal segments that contained 

massive ice with an average thickness of more than 1.5 m (DMI > 1.5). This was the case in 

14 coastal segments and explained the occurrence of 240 RTSs (84%). In 22 coastal segments 

where massive ice was absent or less than 1.5 m thick – 47 RTSs (16%) – the slope angle was 

the main factor controlling the density of RTSs. Among those RTSs, 42 were located on 

segments which had a slope angle greater than 3.9°, with a median slope of 6.2. In one of the 

coastal segments (Philips Bay, segment 25, 5 RTSs), the occurrence of RTSs was not 

explained by either the thickness of the massive ice bodies or the degree of slope. However, 

as mentioned earlier, this coastal segment is characterized by the presence of different coastal 

types and average values might not reflect adequately the environment on which RTSs were 

occurring. 

The main terrain control over the coverage of RTSs was the percentage of massive ice. RTSs 

affected a larger surface area of coastal segments that contained massive ice equal to or 

greater than 14%. For 13 coastal segments, mostly underlain by moraine deposits the massive 

ice was greater than 14%. Of those segments, 2 had no RTSs while 11% of the surface area of 

the remaining 11 segments was affected by RTSs.  
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Figure 5.5: Univariate regression tree relating (a) the activity and (b) the initiation of RTSs to the 16 

environmental variables used in the model; n indicates the number of segments included in each node. The slope 

and cliff height of the coastal segments were most influential in controlling both activity and initiation of RTSs. 

The box and whisker plots display variation in the activity and initiation of RTSs (%) for the segments (n) that 

fall in each node. 
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Figure 5.6: Density map of RTSs along the Yukon Coast. No RTSs were found in the formerly unglaciated area. 

The density varied greatly among the segments in the glaciated area. 
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Figure 5.7: Univariate regression tree relating (a) the density and (b) the areal coverage of RTSs to the 16 

environmental variables used in the model; n indicates the number of segments included in each node. Ground 

ice characteristics (DMI, the thickness of the massive ice bodies, and the percentage of massive ground ice) were 

the most influential factors for explaining the density and coverage of RTSs (Figure 7a). The box and whisker 

plots display variation in density (#RTS per km2) for the segments (n) that fall in each node. Slope angle 

explained the differences in coverage (ha) of RTSs (Figure 7b). The box and whisker plots display the variation 

in coverage for the segments (n) that fall in each node. Secondary factors were not named because they were not 

considered having a relative importance by the model. 
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5.5 Discussion 

5.5.1 Characteristics and distribution of RTSs along the Yukon Coast 

With a density of 1.2 RTSs per km of coast, the Yukon Coast is one of the Arctic areas most 

affected by retrogressive thaw slumping [Segal et al., 2016; Kokelj et al., 2015a; Lacelle et 

al., 2010]. The Yukon Coast is undergoing a period of active slumping: 71% of all mapped 

RTSs were active in 2011 and 60% of the total number of RTSs initiated after 1972. Our 

results confirm the observations made by Lantuit et al. [2012a] and Wolfe et al. [2001] who 

show that RTSs increased greatly between 1970 and 2000 in some areas of the Yukon Coast: 

the number of RTSs increased by 22% on Herschel Island and by 25% along the eastern part 

of the Yukon Coast. With a median size of 0.16 ha, RTSs initiated after 1972 were smaller 

than RTSs, which initiated prior to 1972 (0.24 ha). Stable RTSs were 7 times larger than 

active RTSs, however they often conjoin several former active RTSs. For polycyclic RTSs, 

we could only identify stable RTSs whose extent exceeded the area of the active RTSs located 

within them and therefore only accounted for large stable RTSs. RTSs along the Yukon Coast 

had a median size of 0.24 ha, relatively small compared to the size of other RTSs occurring in 

the Arctic: Segal et al. [2016] found that in other previously glaciated areas of the Canadian 

Arctic, RTSs size varied on average between 0.98 ha and 5.35 ha, with the majority of the 

disturbances larger than 0.05 ha. Coastal RTSs were the smallest (0.98 ha on average in the 

Jesse Moraine area, Banks Island), but still larger than along the Yukon Coast. One reason for 

this peculiarity may be that compared to Segal et al. [2016] the high-resolution dataset from 

2011 used in our study allowed identification of RTSs as small as 0.01 ha. However, when 

removing RTSs smaller than 0.05 ha, the median size of the RTSs still remained low with 

0.28 ha. Overall, 30% of the active RTSs identified in 2011 developed on surfaces occupied 

by stable RTSs in the 1970s. The reactivation of formerly stabilized surfaces, combined with 

the small size of the RTSs in the region, reflects the polycyclic behavior of the RTSs along 

the coast. In coastal environments, stable RTSs can reactivate when erosion exposes buried 

massive ice bodies, often as a result of storm events [Lantuit et al., 2012a; Kokelj et al., 

2009b; Lewkowicz, 1987b].  

5.5.2 Terrain factors explaining RTS occurrence 

Ground ice characteristics favored RTS occurrence and extent along the coast. As observed 

by Harper [1990], ground ice plays a crucial role in influencing coastal morphology and 

stability along the Yukon Coast and is of crucial importance for RTS development.  
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While focusing on coastal RTS dynamics, our results confirm the general patterns identified 

in previous studies on RTS occurrences in northern Canada. Kokelj et al. [2017] mapped 

RTSs in northern Canada and highlighted the strong correlation between RTS development 

and ice-rich moraine deposits found on the eastern margin of the late Wisconsinan glaciation. 

Our results support these observations; the density and coverage of RTSs along the Yukon 

Coast were higher on moraine deposits. Moraine deposits usually combine all factors 

favorable for RTS development: they form crested ridges made up of a mixture of sediments 

and ice - including massive ground ice - that had been deposited during the melt of the ice 

sheet, and remained as permafrost under cold conditions.  

The thickness of the massive ice body was the most important factor explaining high densities 

of RTSs along the Yukon Coast. Lantuit et al. [2012a] showed that during polycyclic RTS 

activity, the first phase of RTS development depends on the pace of the headwall retreat and 

the angle of repose of the slump floor, while the second stage of RTS development depends 

on the depth of the remaining massive ice body and the coastal retreat rate. Our results – 

through the relationship between the density of RTSs and the thickness of the massive ice 

body – suggest that not only the depth but also the thickness of the massive ice bodies plays a 

role in the polycyclicity of RTSs.  

The volume (thickness and area) of massive ice was the main factor explaining the expansion 

of RTSs within a segment. In the case of reactivated RTSs, the size of the RTSs depends on 

the volume of the buried massive ice remaining underneath the stabilized RTS surface on 

which they reactivate. RTSs grow until ground ice is exhausted. This is supported by Burn 

[2000] following observations of RTSs along the Stewart River in Mayo, Canada. However, 

RTSs can stop growing if the remaining massive ice bodies become buried under thawed 

sediments. The condition for a RTS to grow therefore depends on the capacity of the slump 

headwall to remain exposed [Lantuit et al., 2012a], which is constrained by the geometry of 

the RTS [Lewkowicz, 1987a]. 

5.5.3 Coastal processes 

Our statistical analyses highlight the direct relation between coastal geomorphology and RTS 

activity and initiation (Fig. 5.8). Active RTSs occurred in areas where the slope angle was 

greater than 3.9° and where cliff heights were higher than 11.0 m. RTSs that were initiated 

after 1972 were found on terrain with slope angles greater than 5.9°. Slope angle was one of 

the main factors sustaining RTSs in ice-rich permafrost terrain. In general, RTSs occurred 

only on terrain with slopes angles steeper than 3.9° and more specifically on terrain with 

mean slope angles of 6.2°. These results are in the same range as the observations from 
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Lantuit et al. [2012a] for coastal RTSs (Herschel Island; mean slope angles of 6.2° and 5.8° 

for stable and active RTSs, respectively) and Balser et al. [2014] for inland RTSs (Noatak 

Basin; mean slope angles of 9.4°). The slope angle has an effect on the activity of RTSs 

because it influences the evacuation of thawed material, which is a precondition to expose 

massive ice and to perpetuate headwall retreat [Lantuit et al., 2012a; Lacelle et al., 2010]. The 

condition for a slope to remain at an angle that allows the headwall to be exposed depends on 

the intensity of coastal erosion processes on the coast. 

Wave erosion at the base of the slope can lead to slope destabilization, thus triggering or 

reactivating RTSs through removal of the insulating soil layer fronting the massive ice 

[Lantuit et al., 2012a, 2008; Burn and Lewkovicz, 1990; Aré, 1988]. The intensity and 

direction of the waves lead to different dynamics along the coast [Harper, 1990] and are 

major factors controlling coastal erosion and potential RTS initiation. Contrary to our initial 

hypothesis, coastal erosion rates did not have a direct influence on the response variables in 

our model. The erosion rates used in the model did not emerge as significant predictors. This 

could be due to discrepancies related to the temporal scale of our dataset, or it could suggest 

an indirect influence of coastal erosion on the dynamics of coastal RTSs. We used mean 

erosion rates that were calculated for each segment over long time spans, 1972-2011 [Irrgang 

et al., 2017]. Those long-term erosion rates average out the effects of discrete storm events 

which crucially influence the magnitude of coastal erosion along the Yukon Coast [Lantuit et 

al., 2012a]. In turn, RTSs can also affect the rates of shoreline movement along the Yukon 

Coast [Obu et al., 2017a] by offsetting coastal retreat by sediments release to the shore and 

nearshore. For example, the shoreline may advance during a period of a RTS activity due to 

the accumulation of sediment on the shore, which forms the slump lobe. This fluctuating 

supply of material from the eroding RTS, combined with inter-seasonal variability in wave 

energy, can weaken the effect of waves in eroding the coast. The complexity of this 

interaction makes it challenging to estimate the impact of coastal erosion on RTS dynamics 

using long term averaged coastal erosion rates. 

However, we suggest that coastal erosion processes – through their destabilization of the coast 

– contribute to maintaining RTSs activity and setting the pace of polycyclicity. Erosion

impacts the dynamics of RTSs along the Yukon Coast through its indirect action on coastal 

geomorphology. Coastal erosion processes maintain preconditions for RTSs [Lantuit et al., 

2012a]; they expose buried massive ice bodies and sustain the slope angle of the RTS floors, 

allowing further retreat of the headwall [Lewkowicz, 1987b]. 
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5.6 Conclusions 

From the 2011 imagery, we identified 287 RTSs along a 238 km coastal segment of the 

Yukon Coast. All RTSs occurred within the boundary of the last glacial maximum. The 

majority of the RTSs along the coast were polycyclic and active. Our study defined the main 

terrain factors controlling the development of RTSs along a 238 km coastal segment of the 

Yukon Coastal Plain. Geomorphology – slope angle and cliff height – explained the 

occurrence of both active coastal RTSs and coastal RTSs that initiated after 1972. Thickness 

of the massive ice bodies and slope angle explained high density of coastal RTSs. Likewise, 

areal coverage of coastal RTSs was related to the amount of massive ice within a segment. 

RTSs grow until all ice is thawed or is buried under thawed sediments [Burn, 2000]. 

Coastal erosion processes were not fully reflected by coastal erosion rates. However, by their 

action on coastal geomorphology, coastal erosion processes maintain the preconditions for 

reactivation of RTSs and thus have an indirect effect on the development of RTSs. This is the 

first study showing terrain controls on coastal RTSs using statistical analyses at a regional 

scale. It confirms earlier observations on terrain control over RTSs in the Arctic [Segal et al., 

2016; Kokelj et al., 2015a; Lantuit et al., 2012a; Lewkowicz, 1987b]. 

We emphasize the need for large-scale studies of RTSs to evaluate their impact on the 

ecosystem and to measure their contribution to the global carbon budget. 

Figure 5.8: Scheme illustrating the processes contributing in the development of coastal RTSs, highlighted by the 

model. In the model, the response variables (RTS coverage, density, and activity) were explained by a complex 

interaction between the environmental variables (coastal erosion processes, geomorphology, and massive ice 

content). Thickness of the massive ice bodies and slope angle explained high density of coastal RTSs. Likewise, 

areal coverage of coastal RTSs was related to the amount of massive ice within a segment. Coastal erosion 
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processes indirectly create the preconditions for the development of coastal RTSs by destabilizing coastal 

geomorphology and maintaining massive ground ice exposed. 
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Context 

In the previous chapters rates of shoreline change, as well as the resulting carbon and 

sediment fluxes were quantified. The goal of the following chapter is to shed light on the 

impacts of coastal dynamics on the human component. Even though no permanently occupied 

settlements are existent along the Yukon coast, it is extensively and very diversely used by 

humans. While the Inuvialuit are for example using the coast for pursuing their traditional 

lifestyle (e.g., whaling), the sparse infrastructure in form of two landing strips is still used for 

the maintenance of the warning systems. The focus of the next chapter lays in showing how 

present and future coastal changes may influence living along the coast. 

One of the main results of the PYRN Young Researchers workshop session called 

“Community-based research – Do’s and Don’ts in Arctic Research”, held prior to the ICOP 

2016 conference was to earlier involve interested Arctic community members in Arctic 

research [Lenz et al., 2017]. Taking this outcome into consideration, the following study was 

conducted with Richard Gordon, Inuvialuit Elder and Chief Ranger of Qikiqtaruk – Herschel 

Island Territorial Park, being part of the study from the stage of the study design on. 
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6 Impacts of past and future coastal changes on 

the Yukon coast – threats for cultural sites, 

infrastructure and travel routes 

ABSTRACT 

The Beaufort Sea coast of the Yukon Territory, Canada, is a highly dynamic landscape. Cultural sites, 

infrastructure, and travel routes used by the local population are particularly vulnerable to coastal 

erosion. To assess threats to cultural sites, infrastructure and travel routes, rates of coastal change for a 

210 km length of the coast were analyzed and combined with socio-economic and cultural 

information. Rates of coastal change were derived from aerial imagery from the 1950s, 1970s, 1990s 

and 2011. Using these data, conservative (S1) and dynamic (S2) shoreline projection scenarios were 

constructed to predict shoreline positions for the year 2100. The locations of cultural features in the 

archives of a Parks Canada database, the Yukon Archeology Program, and derived from a review of 

existing literature were combined with projected coastal changes. Between 2011 and 2100, 846 ha 

(S1) and 2243 ha (S2) are expected to be eroded, which results in a loss of 46% (S1) to 50% (S2) of all 

cultural sites by 2100. The last actively used camp and two nearshore landing strips will likely be 

threatened by future coastal processes. Future coastal erosion and sedimentation processes will 

increasingly threaten cultural sites and influence travelling and living along the Yukon coast. 

______________________ 

A manuscript with equal content is in review in the Journal: Arctic Science. 

Irrgang, A.M., H. Lantuit, R. Gordon, A. Piskor and G.K. Manson (in review). Impacts of past and future coastal 

changes on the Yukon coast – threats for cultural sites, infrastructure and travel routes. Arctic Science. 
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6.1 Introduction 

The Beaufort coast of the Yukon Territory is extensively used by the Inuvialuit and other 

Indigenous and non-Indigenous peoples. Settlements along the coast were present till the 

middle of the 20th century [Nagy, 1994; Thomson, 1998] reflecting the intimate relationship 

between the Inuvialuit and the coast [Nagy, 1994; Alunik et al., 2003]. Thus, many cultural 

sites which give insight into the Inuvialuit way of life prior to contact with Europeans are 

situated along the Beaufort coast. Rare artifacts from their direct ancestors, the Thule Inuit, 

enrich the archaeological record of this region [Friesen and Arnold, 2008; Arnold, 2016; 

Friesen, 2016]. Also, numerous artifacts dating from the early 19th century, after the arrival of 

the first Europeans, can be found in the area; these cultural materials are evidence of the early 

explorers [Franklin, 1828, Amundsen, 1908], the whaling era [Bockstoce, 1986] and the 

presence of missionaries [Saxberg, 1993]. More recent history shows that the Yukon coast 

became both strategically and economically important in the last decades. During the cold 

war, three Distant Early Warning (DEW) line stations were built along the Yukon coast as 

part of a strategy to mitigate against attack by intercontinental ballistic missiles and these 

stations remain active as part of the North Warning System [Neufeld, 2002; Lackenbauer et 

al., 2005]. Further, since the 1970s, the region has been episodically explored for the 

exploitation of potentially rich oil and gas resources [INAC, 2012, 2017b].  

Roughly two-thirds of the Yukon coast is part of Ivvavik National Park. The archaeological 

legacies of Ivvavik National Park were inventoried systematically in the years of 1996 and 

1997 [Thomson, 1998], and are supplemented by more detailed studies at the sites of Clarence 

Lagoon [Lyons, 2004], Nunaaluk Spit [Thomson, 2009], and Niaqulik Spit [Adams, 2004]. 

The archaeological studies were accompanied by coastal erosion studies, conducted at five 

main survey sites: Qainniurvik (Clarence Lagoon), Nunaaluk Spit, Qargialuk (Catton Point), 

Ikpikyuk west (Stokes Point west) and Niaqulik [Solomon, 1996; Forbes, 1997]. No other 

systematic analysis of archaeological sites has been conducted along the remaining Yukon 

mainland coast.  

Un-lithified and ice-bonded coasts are particularly prone to coastal erosion, as is reflected in 

their high retreat rates [Brown et al., 2003; Vasiliev et al., 2005; Mars and Houseknecht, 

2007; Jones et al., 2009a; Lantuit et al., 2012b; Günther et al., 2013, 2015; Barnhart et al., 

2014a; Overduin et al., 2014; Gibbs and Richmond, 2015; Obu et al., 2017a]. Erosion rates 

can reach as high as -9 m a-1 along the Yukon coast [Irrgang et al., 2017] and coastal erosion 

and flooding have the potential to put cultural heritage, existing infrastructure and travel 

routes at high risk [Jones et al., 2008; Forbes, 2011; Radosavljevic et al., 2015; Stern and 
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Gaden, 2015]. Many cultural sites along the Beaufort mainland coast, as well as along 

Qikiqtaruk (Herschel Island), have been or are about to be eroded [Jones et al., 2008; Friesen, 

2015; Radosavljevic et al., 2015; O’Rourke, 2017]. Investigations of the DEW line site at 

Qamaqaaq (Komakuk Beach) show that the landing strip has been eroding on average by 

approximately -1 m a-1 since the 1950s [Solomon, 1998; Konopczak et al., 2014].  

The objectives of this study are to assess the impacts of former and future coastline changes 

on cultural sites, infrastructure and travel routes in order to better understand how coastal 

dynamics are influencing living and traveling along the Yukon coast, and threatening 

evidence of past human activity and habitation. 

6.2 Study Area 

The study area spans approximately 210 km of the Yukon coast, from the international border 

with Alaska in the west to Tapqaq (Shingle Point) in the east (Figure 6.1) and comprises the 

10 km to 40 km wide Yukon Coastal Plain. Qikiqtaruk (Herschel Island) is not included in the 

study area. During the Wisconsinan Glaciation, the Laurentide Ice sheet extended to the west 

as far as Firth River and roughly two-thirds of the study area was covered by ice [Rampton, 

1982; Fritz et al., 2012]. Fine-grained lacustrine and alluvial sediments occur west of the Firth 

River. East of the Firth River, fine-grained lacustrine and outwash plains as well as rolling 

moraines are prevalent in the surficial geology [Rampton, 1982]. Qikiqtaruk (Herschel Island) 

became separated from the mainland most probably between 650 and 1600 years ago by a 

narrow and shallow (< 3 m) channel, known as Workboat Passage (Canadian Hydrographic 

Service, 1986; Burn, 2009; Burn, 2016). Backshore elevations vary from around 6 m near the 

Canadian – U.S. American border to 2 m within Workboat Passage, and up to 60 m east of 

Tikiraq (Kay Point). Ground-ice contents are high along the entire coast and reach as high as 

74% in the formerly glaciated area where massive ground ice beds are found [Harry et al., 

1988; Couture and Pollard, 2017]. The whole study area is underlain by continuous 

permafrost [Rampton, 1982]. Permafrost temperatures rose by 2.6 °C since 1905 [Burn and 

Zhang, 2009], which reflects the above-average rise of air temperatures in the Arctic in 

comparison to more temperate regions [Kaufman et al., 2009; Richter-Menge and Mathis, 

2016].  
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Figure 6.1: Study area of the Yukon coast showing the locations of cultural features and infrastructure. Basemap: 

30 m Yukon DEM, interpolated from the digital 1:50 000 Canadian Topographic Database [Yukon Department 

of Environment, 2016]. 

The Yukon coast has diverse coastal dynamics. Mean shoreline change rates are highest in the 

regions west of Firth River with rates of -0.9 to -1.4 m a-1 and lowest in the region of Tapqaq 

(Shingle Point) with -0.1 m a-1 [Irrgang et al., in review]. However, locally along gravel 

features, for example along the barrier islands of Nunaaluk Spit and the spit of Tapqaq 

(Shingle Point), high accumulation rates of up to 5 m a-1 occur [Irrgang et al., in review]. 

Coastal dynamics are limited to the ice-free period which occurs from the end of June to early 

October [Galley et al., 2016]. Storms, which are very effective in forcing coastal erosion and 

accumulation, peak in October during ice freeze up [Hudak and Young, 2002; Atkinson, 

2005]. The mean maximum wind speed in October is 12.8 m s-1 for the Beaufort Sea 

[Atkinson, 2005]. Most common wind directions are from the south-east and north-west, 

however the storms most effective in causing coastal change originate from the north-west 

[Hill et al., 1991b; Hudak and Young, 2002; Manson et al., 2005; Manson and Solomon, 

2007]. Astronomical tides are semidiurnal and with amplitudes of 0.3 to 0.5 m in the 

micro-tidal range [Harper, 1990]. Sea level rise in this region amounts to approximately 

3.5 ±1.1 mm a-1 [Manson and Solomon, 2007]. 
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Infrastructure within the study area is sparse. The two DEW line stations at Qamaqaaq 

(Komakuk Beach) and Ikpikyuk (Stokes Point) with their respective landing strips are the 

only permanent structures [Lackenbauer et al., 2005]. The landing strip at Qamaqaaq 

(Komakuk Beach) is built on approximately 6 m high, flat polygonal tundra, while the landing 

strip at Ikpikyuk (Stokes Point) is built on a set of approximately 1 m high beach ridges. 

Transportation along the Yukon coast during the ice-free season is mainly done by boat. 

Workboat Passage is an important travel route which is taken by local travellers in order to 

avoid navigating the potentially rough water north of Qikiqtaruk (Herschel Island) and is also 

used as shelter by barges. Pauline Cove, a former Inuvialuit and whalers settlement at 

Qikiqtaruk (Herschel Island) [Bockstoce, 1986] is part of the Qikiqtaruk- Herschel Island 

Territorial Park and is well-frequently by local travellers. Along the mainland coast, other 

than a few widely spread single cabins, the only regularly used remaining camp is at Tapqaq 

(Shingle Point). Since the abandonment of the last settlements in the 1950s, no settlements are 

present along the Yukon coast [Nagy, 1994]. 

6.3 Methods 

6.3.1 Data for shoreline projections 

The calculation of shoreline projections is based on shoreline change data from Irrgang et al. 

[in review]. The shoreline position was digitized using orthorectified aerial images from the 

1950s, 1970s, 1990s and for 2011 on GeoEye-1 and WorldView-2 satellite images [Digital 

Globe, 2014, 2016]. The Esri ArcGIS extension Digital Shoreline Analysis System (DSAS) 

version 4.3 [Thieler et al., 2009] was used to calculate shoreline change rates in the study area 

for three time periods, being 1950s-2011, 1970s-1990s and 1990s-2011. A total of 1967 

transects at 100 m alongshore intervals were analysed to obtain annual mean rates of change 

using the method of end point rates (EPRs) [Thieler et al., 2009]. The coastal landform 

classification from Irrgang et al. (in review) was used to associate the change (i.e., 

acceleration or deceleration) of the EPRs to different coastal landforms. This information was 

used for a differentiated shoreline projection (section 3.1.2). The landforms were 

distinguished in the 2011 images and were grouped into five classes: 1. beach, barrier island, 

spit, 2. inundated tundra, 3. tundra flats, 4. tundra slopes and 5. active tundra cliff. (Table 6.1, 

after Irrgang et al., in review).  
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Table 6.1: Coastal landform classification. 

Class 

number 

Coastal landform 

class 

Definition 

1 Beach, barrier island, 

spit 

Subaerial sand and gravel beaches which are surrounded by water from 

both sites, such as spit extensions from the mainland, barrier islands 

fronting the mainland, lagoons and river inlets 

2 Inundated tundra Tundra inundated due to thaw subsidence and/or coastal flooding as an 

effect of sea level rise. This class includes wetlands and tidal flats. 

3 Tundra flats low lying tundra with no evident active cliff or inactive cliff 

4 Tundra slopes Inactive cliffs and inactive retrogressive thaw slumps which are flattened 

and vegetated due to the absence of coastal erosion 

5 Active tundra cliff Cliffs and bluffs which are actively eroding 

6.3.2 Shoreline projection for the conservative scenario (S1) 

In the conservative scenario (S1), a purely linear shoreline projection was used. S1 is based on 

the EPRs from the 1950s to 2011. The EPR at each transect was multiplied by the number of 

years between 2011 and 2100 (89 years) to derive a transect-wise projected shoreline using 

ArcMap 10.3. Since this approach uses rates of coastal change which were averaged over 

60 years, the effects of severe storm events are smoothed. Thus, we consider the S1 scenario 

the “better case” scenario for future shoreline evolution. 

6.3.3 Shoreline Projection for the dynamic scenario (S2) 

In the dynamic scenario (S2), a different strategy to project shoreline position was used. We 

used the changes in EPRs from the 1970s to 1990s period to the 1990s to 2011 period to 

project the shoreline position.  

The transect-wise change in EPR was calculated by comparing the EPR from the 1970s to 

1990s to the EPR from the 1990s to 2011. To do this, a change index was calculated for each 

transect as follows:  

Ci = (EPR1990s-2011)/(EPR1970s-1990s)  ,          (6.1) 

where Ci is the change index, EPR1990s-2011 is the rate of change from the 1990s to 2011 and 

EPR1970s-1990s is the rate of change from the 1970s to 1990s. A median change index was then 

calculated for each coastal landform class. For the coastal landform classes 1, 2 and 3 (Table 

6.1), the calculations resulted in a net acceleration of shoreline changes, with positive change 

indexes of 1.86, 1.24 and 1.41, respectively. For the coastal landform classes 4 and 5 (Table 

6.1) a net deceleration of shoreline changes was calculated, with negative change indices of 

-1.46 and -1.25, respectively.
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The EPRs from the 1950s-2011 period were then multiplied by the respective change index to 

estimate the EPRs for the 2011-2030 period. The same method was then used to project rates 

of change to 2100 and subsequently project the shoreline position in 2100. This approach 

results in much greater EPRs for all classes with a positive change index, which cover the 

majority of the study area. Thus we consider the S2 scenario the “worse case” scenario for 

future shoreline evolution. 

6.3.4 Positioning and characterizing of cultural sites 

The positions and character of cultural features were provided for Ivvavik National Park 

between the Canada- U.S. American border and the Babbage River Delta by Parks Canada 

[Parks Canada Agency, 2007] (Figure 6.1). The Parks Canada database was expanded by 

combining it with a database of cultural features from the Yukon Archaeological Program 

[Yukon Government, 2016] which includes features outside Ivvavik National Park. The 

accuracy of points within the combined database is considered to be approximately 500 m 

which is lower than the projected average net shoreline movement by 2100. Since this would 

influence the calculations of the loss of cultural features, the point positions were improved, 

where possible. Therefore, GeoEye-1 and WorldView-2 satellite images from 2011 [Digital 

Globe 2014, 2016], geo-coded aerial images from the 1950s and 1970s [Irrgang et al., in 

review], aerial video collected by the Geological Survey of Canada in 1984 and 1999 [Forbes 

and Frobel, 1986, Solomon and Frobel, 1999], the location descriptions from Thomson 

[Thomson, 1998], site visits and imagery interpretation were used to review the position of 

each site. We were able to expand the original database by adding more detailed information 

about the nature and quantity of the features. In total, 137 points were added to the database, 

even though not all cultural features described in Thomson [1998] could be positioned on the 

imagery. The sites were separated into three groups: 1) housing, 2) burial sites and 

3) miscellaneous features (Table 6.2).
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Figure 6.2: Photos showing cultural features along the Yukon coast. From west to east: A) Qainniurvik (Clarence 

Lagoon): One wooden store house and one sheet metal structure at a Hudson’s Bay Company post, B) Nunaaluk 

Spit: Site of the former Inuvialuit settlement Hingigruaq, C) Nunaaluk Spit: Relicts of a cabin built by Alexander 

Steffanson in 1934, D) Qargialuk (Catton Point): Modern cabin together with several traditional Inuvialuit 

graves (possible pre-contact), E) Niaqulik Spit: Relicts of a cabin and the outline of the foundation of a second 

building – both were part of an Inuvialuit settlement, F) Kinnaq (King Point): grave of Gustav Juel Wiik, who 

died in 1906 at the Gjøa expedition led by Roald Amundsen. Grave was moved inland several times [Hill, 1990]. 

The site locations are indicated in Figure 6.1. 

Table 6.2: Cultural feature classes 

Cultural feature class Features included 

Housing Tent structures, sod houses and cabins 

Burial sites Inuvialuit and European burial sites 

Miscellaneous features Ice houses, lean-tos, windbreaks, drying racks, stages, refuse areas and 

unidentified or not further defined features and wooden structures 

6.3.5 Calculation of losses under the S1 and S2 scenarios 

Using Esri ArcMap 10.3, two polygon feature classes were created out of the S1 shoreline and 

the 2011 shoreline and the S2 shoreline, and the 2011 shoreline. The respective polygons 

were used to identify the cultural features that might be affected by shoreline changes under 

the S1 and S2 scenarios and to quantify future Yukon land loss along the coast. To provide 

more detailed information at permanent infrastructure, the landing strips of the DEW line 

stations at Qamaqaaq (Komakuk Beach) and Stokes Point were digitized and the airstrip 

polygons were used to quantify the length of landing strips which could be eroded under both 

scenarios. 
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6.3.6 Estimation of future dynamics in very dynamic areas 

Workboat Passage and Tapqaq (Shingle Point) are both areas of high importance for local 

transportation and recreation. Workboat Passage is enclosed by gravel spits, barrier islands 

and sand bars. Tapqaq (Shingle Point) is also a gravel spit. The S1 and S2 scenarios were not 

capable of drawing reasonable pathways of future coastal dynamics, because the past 

sediment movements were too dynamic. Instead, a detailed investigation of the shape of these 

gravel features was done for the 1950s, the 1970s and 2011 in order to understand their past 

development. This information is used to draw scenarios for the future development of 

Workboat Passage and Tapqaq (Shingle Point). 

6.4 Results and discussion 

6.4.1 Past and future shoreline change rates 

The mean rate of change from the 1950s to 2011 period amounts to -0.7 m a-1 and varies 

considerably within the study area [Irrgang et al., in review]. A general eastward decrease in 

shoreline change rates was identified. The highest mean shoreline change rates were measured 

from Qikiqtaruk (Herschel Island) towards the west, whereas the lowest shoreline change 

rates were measured in the east between Kinnaq (King Point) and Tapqaq (Shingle Point) 

(Figure 6.1). We attribute this pattern to the exposure of the western part of the coast to the 

most effective storms which originate from the northwest [Solomon, 2005; Manson and 

Solomon, 2007] and the comparatively low cliffs. In the eastern part of the study area, the 

coast is considerably higher and sheltered from northwesterly storms by its orientation 

towards the east and by Qikiqtaruk (Herschel Island) (Figure 6.1). 

Further, a link between EPRs and coastal landforms was detected. While sections of in the 

coastal landform class 2 and 5 were eroding particularly fast, landforms classified 4, for 

instance, were more stable. Coastal segments classified as 1 were, by far, the most dynamic. 

Both highest rates of accumulation and highest rates of erosion were measured in this class 

[Irrgang et al., in review]. 

The EPRs for the 1950s to 2011 time period build the foundation for both scenarios of future 

shoreline evolution. The S1 projection is solely based on the EPRs from the last 60 years. The 

S2 projection additionally incorporates changes of EPRs, which were calculated for each 

landform class (Chpt. 3.3.4). 

For the S1 scenario, the mean EPR for the study area amounted to -0.7 m a-1 over the 

2011-2100 period. The resulting mean land loss amounted to approximately -9.5 ha a-1. This 

could lead to a total loss of land of approximately 846 ha by 2100.  
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For the S2 projection, the mean EPR for the study area amounted to -2.2 m a-1 over the 

2011-2100 period. The resulting mean land loss amounted to approximately -25 ha a-1. This 

could lead to a total loss of land of approximately 2 243 ha by 2100. Since the change indices 

were found to be largest for the coastal landform classes 2 and 5, coastal retreat in these areas 

is expected to be fastest by 2100. Thus, cultural features lying in these areas are particularly 

prone to erosion. The landform classes 1 and 4 had negative change indices. While cultural 

features lying in the landform class 4 are considered to be less threatened by coastal erosion, 

cultural features lying in the landform class 1 are considered to be particularly threatened, 

because of the high natural dynamics of these landforms.  

The results of the S1 and S2 scenarios show reasonable lower and upper limits of projections 

for future shoreline positions, but also contain some simplifications. The change indices 

reflect past coastal dynamics that occurred during the 1990s to 2011 time period, including 

duration of the open water season, frequency and severity of storms and sea level rise. Any 

future increases in forcing which will exceed the order of magnitude of the past forcing are 

not considered by either projection. Prominent amplifying forcing factors are, for example, a 

further acceleration of sea level rise, or a complete loss of summer sea-ice. The rapid 

reduction of summer sea-ice already has had major effects on the sea state of the Beaufort Sea 

[Stroeve et al., 2011, 2014; Stammerjohn et al., 2012; Jeffries et al., 2013; Thomson et al., 

2016]. Together with the observed trend towards stronger autumn storms [Zhang et al., 2004], 

the height of the sea state is expected to rise [Vermaire et al., 2013; Thomson and Rogers, 

2014]. We expect these interactions to lead to an intensification of coastal erosion. 

Consequently, shoreline changes might get even more severe than in the S2 projection, which 

we considered our worst case scenario. 

6.4.2 Cultural sites 

In total, 168 cultural features along the Yukon coast are found at 19 separate areas, termed 

cultural sites (Table 6.3). At least 11 of the cultural sites are known to be former small 

settlements: Qainniurvik (Clarence Lagoon), Akilliriigvik, Hingigruaq, Nuunaluk, Qargialuk 

(Catton Point), Itpiliqpik (Whale Bay), Ikpikyuk west (Stokes Point west), Niaqulik (Head 

Point), Tikiraq (Kay Point), Kinnaq (King Point) and Tapqaq (Shingle Point) [Nagy, 1994, 

Thomson, 1998] (Figure 6.2). Out of the 168 cultural features, 48 features were categorized as 

housing, 28 features were burial sites and 82 features were added to the miscellaneous 

features group (Table 6.2, 6.3). Ten out of 42 known features at Hingigruaq [Thomson, 1998] 

could be located on satellite images and aerial photographs, but the data did not allow a 

further characterization of these features. No cultural features from the settlements at Tikiraq 
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(Kay Point) and Kinnaq (King Point) could be accurately positioned. No specific information 

about the quantity and position of cultural features could be obtained for Tapqaq (Shingle 

Point), aside from the identification of roof tops on imagery. A total of 52 roof tops could be 

detected on the satellite imagery from 2011. Since the broad majority of identified roof tops is 

presumably of modern origin and no confirming material specifying the nature of these roof 

tops was available, we did not include these features in the statistics about cultural features 

losses. In the past, coastal erosion has led to the loss of 44 cultural features, 26% of the total 

(Table 6.3). Under the S1 and S2 scenarios, 34 and 43 additional cultural features are going to 

be eroded, respectively. This amounts to 20% and 26% of the total inventoried cultural 

features. Consequently, 46% to 52% of all recorded cultural features could be eroded by 2100. 

Since not all sites could be digitized, this is considered a conservative estimate. Thus, coastal 

erosion is causing a reduction in the diversity of cultural features, some of which have already 

been eroded. However, the vulnerability varies between sites. While, for example, a cemetery 

at Igpikyuk west (Stokes Point, west) and several features at Ikpikyuk spit (Stokes Point spit) 

have been lost to erosion, so far no losses have been recorded at Qargialuk (Catton Point), 

Itpiliqpik (Whale Bay) and Arvagvik (Roland Bay). The former settlement of Niaqulik is 

particularly threatened under both scenarios (Figure 6.3). In the S1 scenario, 9 cultural 

features are expected to be eroded, whereas under the S2 scenario all cultural features are 

expected to be eroded by 2100. Figure 6.3 also demonstrates the relative performance of both 

shoreline projections. The projection algorithms linearly extrapolate the 2011 position of the 

shoreline based on measured shoreline change rates, but do not account for the topography of 

the inland area. On the eastern shore of Niaqulik, the 1950s-2011 EPR is related to the erosion 

of a low-lying inundating area and is thus comparatively high (Figure 6.3). Yet, this section of 

coast is backed by a much higher hinterland, which will most likely not erode at similar rates. 

The S2 scenario probably grossly overestimates the erosion of the shoreline. Erosion will 

most likely decelerate when the shoreline reaches higher topography. 
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Figure 6.3: Former settlement of Niaqulik. Base image: WorldView-2 scene from August 2011. 

The cultural features of the former settlement of Hingigruaq which could be digitized on the 

2011 images are not considered to be threatened in either scenario (Figure 6.4). By 2100, the 

shoreline in the S1 and S2 scenarios is expected to be 17 m to 20 m from the site (Figure 6.4). 

Even though the shoreline was 70 m apart from the site in 2011, driftwood lines present at 

1.8 m elevation relative to sea level and visible on the 2011 satellite images suggest that the 

surrounding lower-lying area is subject to large-scale flooding. Observations from 

Tuktoyaktuk, east of the Mackenzie River, and the Alaskan Beaufort coast to the west show 

that large scale flooding can inundate areas up to 2.4 m (relative to sea level) and 3.4 m 

(relative to sea level), respectively [Harper et al., 1988, Reimnitz and Maurer, 1979]. With an 

elevation of 2.8 m relative to sea level, Hingigruaq is low enough to be at risk for storm surge 

flooding. Continued erosion together with projected rise in relative sea level up to 1 m by 

2100 [NT Government, 2015; Horton, 2014] and the trend towards stronger autumn storms 

[Zhang et al., 2004] will make Hingigruaq more vulnerable towards flooding. Hingigruaq 

shows that the distance of the cultural site from the coast is no systematic protection against 

coastal processes, specifically against episodic flooding during storms. 
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Figure 6.4: Former settlement area of Hingigruaq. Ten out of 42 known cultural features could be located on the 

satellite image. Some of the features which could not be located on the images are considered to have been 

eroded by 2011 [Thomson, 1998].  

Tapqaq (Shingle Point) is the last remaining periodically occupied camp along the Yukon 

mainland coast (Figure 6.5). There are three areas of occupation on the spit: Down the Hill 

Camp, Middle Camp and Point Camp. As already stated in Chapter 6.3.4, most gravel features 

are too dynamic to develop reasonable shoreline projections. Thus, the past development of 

the spit was taken as a foundation for the estimation of future dynamics. A comparison of the 

area in the 1950s, the 1970s and 2011 reveals that the spit is largest in 2011. The length of the 

spit was approximately 6 000 m in the 1950s, and lengthened approximately 500 m to 

6 500 m by 2011 (Figure 6.5). The spit widened considerably between the 1950s and 2011 in 

the area of Down the Hill Camp, where in 2011 it was 110 m wide (Figure 6.5, inset a). In the 

area between Down the Hill Camp and Middle Camp, the spit migrated 100 m to the south 

and narrowed from approximately 100 m to 60 m between the 1950s and 2011. In the area of 

Middle Camp, the spit widened from approximately 50 m in the 1950s to 100 m in 2011 

(Figure 6.5, inset b). The greatest changes are in the area of Point Camp where the spit 

extended by approximately 500 m to the east between the 1950s and 2011 (Figure 6.5, inset 
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d). Some of the structures are therefore built on sediments that were deposited after the 1950s. 

Where the distal end of the spit was located in the 1950s with a width of 40 m, it is now as 

wide as 100 m (Figure 6.5, inset c). In summary, all camps lie in areas where the spit widened 

since the 1950s.  

Figure 6.5: Tapqaq (Shingle Point) with its three camps. From west to east: a) Down the Hill Camp, b) Middle 

Camp and c) Point Camp. The upper right inset d) is a zoom on the distal end of the spit. Base image: GeoEye-1 

scene from July 2011. 

The shoreline north of Down the Hill Camp has been retreating since the 1950s and erosion 

has accelerated since the 1970s. If this process continues in the future, Down the Hill Camp 

could be threatened by coastal erosion. Towards the north of Middle Camp is an area which 

has been accumulating sediment since the 1950s and thus Middle Camp is not considered 

immediately threatened by coastal erosion. Point Camp is also not considered immediately 

threatened.  

With projected relative sea level rise of up to 1 m by 2100 [NT Government, 2015; Horton et 

al., 2014], all three camps will become more prone to the risk of periodical flooding during 

storms, and eventually to permanent flooding due to sea level rise. Since storms have been 

observed to increase in frequency and intensity with ongoing climate change [McCabe et al., 

2001; Zhang et al., 2004; Vermaire et al., 2013], the risk of spit breaching is likely to increase 
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[Héquette and Ruz, 1991; Morton and Sallenger Jr., 2003]. The most vulnerable area was 

found to be between Down the Hill Camp and Middle Camp because it has been decreasing in 

width since the 1950s. With the predicted rise in sea level [Horton et al., 2014], extension of 

the open water season [Overland and Wang, 2007; Wang and Overland, 2009; Stroeve et al., 

2011, 2014; Barnhart et al., 2015] and increase in storminess [Vermaire et al., 2013], coastal 

erosion to the west of Tapqaq (Shingle Point) is expected to increase [Barnhart et al., 2014b] 

potentially providing more sediment to Tapqaq (Shingle Point) through alongshore drift 

processes.  

Whether sediment supply to Tapqaq (Shingle Point) from alongshore drift will be sufficient to 

effectively counteract inundation caused by sea level rise remains an important question of 

interest, both scientifically, and for the longevity of Tapqaq (Shingle Point). A subsequent 

study incorporating topography (e.g., LiDAR) data and bathymetry data, combined with 

hydrodynamic modelling would be necessary to more accurately estimate the flood risk and 

breaching risk for Tapqaq (Shingle Point). 
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Table 6.3: Results of the cultural sites investigations. Cultural class definitions are given in Table 6.2. 

C
u

lt
u

ra
l 

si
te

 
A

ll
 c

u
lt

u
ra

l 
fe

a
tu

re
s 

H
o
u

si
n

g
 

B
u

ri
a
l 

si
te

s 
R

em
a
in

in
g
 f

ea
tu

re
s 

Total number 

Eroded 

Eroded by 2100 

(S1) 

Eroded by 2100 

(S2) 

Total number 

Eroded 

Eroded by 2100 

(S1) 

Eroded by 2100 

(S2) 

Total number 

Eroded 

Eroded by 2100 

(S1) 

Eroded by 2100 

(S2) 

Total number 

Eroded 

Eroded by 2100 

(S1) 

Eroded by 2100 

(S2) 

Q
ai

n
n
iu

rv
ik

 
1
4
 

5
 

6
 

6
 

5
 

1
 

4
 

4
 

0
 

0
 

0
 

0
 

9
 

4
 

2
 

2
 

A
k
il

li
ri

ig
v
ik

 
8
 

3
 

1
 

1
 

3
 

1
 

2
 

1
 

0
 

0
 

0
 

0
 

5
 

2
 

3
 

0
 

B
ac

k
h
o
u
se

 R
iv

er
 

2
 

0
 

5
 

1
 

1
 

0
 

1
 

1
 

0
 

0
 

0
 

0
 

1
 

0
 

0
 

0
 

H
in

g
ig

ru
aq

 
1
0
 

0
 

0
 

0
 

n
/a

 
n
/a

 
n
/a

 
n
/a

 
n
/a

 
n
/a

 
n
/a

 
n
/a

 
n
/a

 
n
/a

 
n
/a

 
n
/a

 

N
u
n
aa

lu
k
  

5
 

3
 

2
 

2
 

2
 

1
 

1
 

1
 

0
 

0
 

0
 

0
 

3
 

2
 

1
 

1
 

W
o
rk

b
o
at

 P
as

sa
g
e 

3
 

1
 

0
 

0
 

1
 

0
 

0
 

0
 

1
 

1
 

0
 

0
 

1
 

0
 

0
 

0
 

K
an

iv
al

iu
ra

q
  

7
 

0
 

1
 

6
 

4
 

0
 

1
 

3
 

0
 

0
 

0
 

0
 

3
 

0
 

0
 

3
 

Q
ar

g
ia

lu
k
  

3
0
 

0
 

0
 

0
 

5
 

0
 

0
 

0
 

8
 

0
 

0
 

0
 

1
7
 

0
 

0
 

0
 

It
p

il
iq

p
ik

  
3
 

0
 

0
 

0
 

3
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

A
rv

ag
v
ik

  
2
 

0
 

0
 

0
 

1
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

1
 

0
 

0
 

0
 

U
p
in

ra
q
h
ir

v
iu

ra
q
  

1
1
 

1
0

 
1
 

1
 

2
 

2
 

0
 

0
 

0
 

0
 

0
 

0
 

9
 

8
 

1
 

1
 

Ik
p
ik

y
u
k
 w

es
t 

 
9
 

9
 

0
 

0
 

0
 

0
 

0
 

0
 

7
 

7
 

0
 

0
 

2
 

2
 

0
 

0
 

Ik
p
ik

y
u
k
 s

p
it

  
6
 

6
 

0
 

0
 

2
 

2
 

0
 

0
 

0
 

0
 

0
 

0
 

4
 

4
 

0
 

0
 

Ik
p
ik

y
u
k
 l

ag
o
o
n
  

1
7
 

2
 

3
 

1
 

0
 

0
 

0
 

0
 

6
 

0
 

6
 

6
 

1
1
 

2
 

3
 

1
 

Ik
p
ik

y
u
k
 e

as
t 

 
6
 

0
 

0
 

0
 

6
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

0
 

N
ia

q
u
li

k
 

2
1
 

2
 

9
 

1
5
 

7
 

0
 

5
 

7
 

4
 

0
 

0
 

4
 

1
0
 

2
 

4
 

8
 

K
in

n
aq

  
5
 

0
 

2
 

2
 

3
 

0
 

1
 

1
 

1
 

0
 

0
 

0
 

1
 

0
 

1
 

1
 

S
ab

in
e 

P
o
in

t 
4
 

2
 

2
 

2
 

2
 

1
 

1
 

1
 

0
 

0
 

0
 

0
 

2
 

1
 

1
 

1
 

R
em

ai
n

in
g

 s
it

es
 

(i
so

la
te

d
 f

in
d
s)

 

5
 

1
 

2
 

2
 

1
 

0
 

0
 

0
 

1
 

0
 

0
 

0
 

3
 

1
 

1
 

1
 

T
o
ta

l 
1
6
8
 

4
4

 
3
4
 

4
3
 

4
8
 

8
 

1
6
 

1
9
 

2
8
 

8
 

6
 

1
0
 

8
2
 

2
8
 

1
7
 

1
9
 



6.4 Results and discussion 119 

6.4.3 Infrastructure and travel routes 

The DEW line stations of Qamaqaaq (Komakuk Beach) and Stokes Point each have one 

landing strip (Figure 6.6 a and b). At Qamaqaaq (Komakuk Beach), 46 m of the landing strip 

was eroded since the 1970s. In the S1 scenario, a further 140 m may be eroded, shortening the 

landing strip to 980 m. In the S2 scenario 395 m are expected to be eroded, which will shorten 

the landing strip to 725 m. Additionally, changes in the state of permafrost, such as thawing 

and frost heaving, have the potential to cause damages to the landing strip [Hunter, 2013; 

Stern and Gaden, 2015]. At Stokes Point, the length of the landing strip was approximately 

1 100 m in the 1970s. Between the 1970s and 2011, 180 m was eroded. Both scenarios project 

a shortening of the landing strip to approximately 500 m. Further, the landing strip is situated 

on an average height of 1.2 m. With the regression of the shoreline and a further rise of sea 

level, the risk of flooding and permanent inundation might threaten the landing strips. 

Consequently, the shoreline projections and interpretation suggest that by 2100 the landing 

strips along the Yukon coast will be increasingly affected by erosion and flooding to the 

extent that they may become unsafe for loaded fixed-wing aircraft.  

Figure 6.6: a) Qamaqaaq (Komakuk Beach) DEW line station. The landing strip is built on approximately 6 m 

high, polygonal tundra. Base image: GeoEye-1 scene from July 2011, b) Stokes Point DEW line station. The 

landing strip is built on a set of approximately 1.2 m high beach ridges. Base image: WordView-2 scene from 

August 2011. 

Workboat Passage is an important travel route used by the local population in order to avoid 

exposed waters north of Qikiqtaruk (Herschel Island). Both entrances to Workboat Passage 

are defined by gravel spits and are highly dynamic (Figure 6.7). In the 1950s, the western 
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entrance was approximately 690 m wide, and widened by 20 m to 710 m by 2011. During the 

same time period, the Nunaaluk barrier island system migrated to the east and north, which 

increases the risk of boats and barges running aground while entering the passage. The eastern 

entrance narrowed from 1800 m in the 1970s to 690 m by 2011. The average depth within the 

passage is around 2 m with wide areas of shallow banks of -0.5 m in the southern part of the 

passage [Canadian Hydrographic Service, 1986]. Since coastal erosion and hence the amount 

of sediment in nearshore waters is expected to increase in the future (see above) we expect the 

sediment supply for all spits to remain stable or increase, even though further sea level rise 

may also lead to increased erosion of the spits. Since the tidal and wind-driven currents on 

both sites are strong and the entrances to the passage on both sites are up to 10 m deep 

[Canadian Hydrographic Service, 1986], the closure of either entrance is unlikely. Occasional 

strong storms from the west and from the east will help to maintain the entrances. 

Independent from the prevailing wind direction, the water is in constant movement through 

the passage and does not stagnate. Due to additional sediment transported into Workboat 

Passage, we expect that sediment deposition will increase and the passage will become 

shallower. We predict that, while Workboat Passage is very unlikely to fully close, overall 

shallowing and shifting shoals at the entrances will make travel in even small boats 

increasingly difficult.  

Figure 6.7: Workboat Passage. Inset a) zoom to its western entrance. Inset b) zoom to its eastern entrance. Lower 

base image: GeoEye-1 scene from July 2011. Upper base image: GeoEye-1scene from August 2011. 
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6.5 Conclusions 

Shoreline change rates derived from air- and satellite-borne imagery from the 1950s, 1970s, 

1990s, and 2011 were used to assess the impact of shoreline changes on cultural features, 

infrastructure, and travel routes along a 210 km length of the Yukon coast. These data were 

used to create conservative (S1) and dynamic (S2) scenarios to project two shoreline positions 

for the year 2100 in order to estimate how future shoreline changes may affect cultural sites, 

infrastructure, and travel routes. The main results are as follows: 

 Under the S1 scenario, a mean rate of change of -0.7 m a-1 was calculated. This results

in a mean future land loss of 9.5 ha a-1 along the entire study area and a total loss of

land of approximately 846 ha between 2011 and 2100. Under the S2 scenario, a mean

rate of change of -2.2 m a-1 was calculated, resulting in a mean future land loss of

25 ha a-1 along the entire study area and a total loss of land of approximately 2 243 ha

between 2011 and 2100.

 Past shoreline changes led to the erosion of 26% of all inventoried cultural features.

Additional 20% to 26% are expected to be eroded under the S1 and S2 scenarios,

leading to a loss of 46% (S1) to 52% (S2) of the inventoried cultural features along

the Yukon coast by 2100. Since not all existent cultural features could be mapped,

this is still a conservative estimate. Further, both shoreline projections do not

incorporate ground elevation data. Some cultural features which are not considered

threatened due to erosion under both scenarios may nevertheless be threatened due to

coastal flooding. In the future, coastal processes are expected to further reduce the

diversity of cultural features along the Yukon coast.

 All three camps at Tapqaq (Shingle Point) are built in areas in which the spit has been

widening since the 1950s and are not directly threatened by erosion. However, future

sea level rise and more intense storms have the potential to seriously threaten all three

camps. Highly resolved topography and bathymetry data would allow for more

accurate analyses and better prediction of the future risk of coastal erosion, spit

breaching and floodings at Tapqaq (Shingle Point).

 The landing strips of the two DEW line stations of Ikpikyuk (Stokes Point) and

Qamaqaaq (Komakuk Beach) are expected to be substantially shortened by 2100 to

530 m and 755 m, respectively. Additionally, due to its low elevation, the landing

strip at Ikpikyuk (Stokes Point) is in danger of becoming periodically or permanently

flooded. The projections suggest that all landing strips near the Yukon mainland coast

will be directly impacted by erosion and/or flooding by 2100.
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 The travel route through Workboat Passage between the mainland and Qikiqtaruk

(Herschel Island) is likely to remain open at both entrances. Nevertheless, increasing

sedimentation as a result of increased erosion of cliffs on Qikiqtaruk (Herschel Island)

might cause the passage to gradually shallow. Thus, we expect that Workboat Passage

will be increasingly challenging to navigate in the future.
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7 Discussion 

7.1 The importance of understanding climatic drivers of coastal changes 

The results from the first study (Chpt. 3) indicated that no coastal-wide acceleration in 

shoreline retreat was measurable between the 1950s and 2011. However, along six shorter 

sections of the coast, the key sites, for which additional imagery from the 1990s was 

available, the rates of change decreased from the 1970s to the 1990s and increased again over 

the 1990s to 2011 time period. Geodetic survey data from three field sites confirm these 

observations. These results correspond well with the continuous decrease in sea ice extent and 

longer open water seasons [Markus et al., 2009; Stroeve et al., 2014], as well as with the 

increasing intensity of storms and general warming of air, soil and water temperatures 

[AMAP, 2011; Overland et al., 2016; Timmermans, 2016]. However, the exact linkages 

between Arctic coastal dynamics and changing environmental forcing factors are still not 

fully understood. This is detrimental to the elaboration of models able to project future coastal 

evolution. To examine the combined and individual contribution of various forcing factors to 

the coastal dynamics, multivariate statistical models need to be developed. This would form a 

first step in increasing the capacity of projecting coastal response to future climatic changes 

and the impacts which come along therewith. Further, the development of statistical models is 

the first step towards the inclusion of Arctic coastal erosion processes in Earth system models. 

This is particularly important because, despite their large quantity, carbon fluxes from coastal 

erosion are not accounted for in these Earth system models. 

Previous studies are inconsistent when it comes to the statistical relationship between 

shoreline retreat and environmental variables. Some studies came to the conclusion that 

oceanic forcing (sea level rise, waves and storms) is of particular significance for shoreline 

retreat [Reimnitz and Maurer, 1979; Héquette and Barnes, 1990; Solomon et al., 1994; 

Héquette et al., 1995; Manson and Solomon, 2007]. Other studies emphasized that the 
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sedimentological and geocryological characteristics of the coast, consisting of fine grained 

sediments which are bond by ice, or the presence of ice in the water column renders Arctic 

coasts particularly vulnerable towards shoreline retreat [Reimnitz et al., 1985, 1988; 

Dallimore et al., 1996; Aré et al., 2008; Barnhart et al., 2014a]. One reason for these 

inconsistent conclusions is likely the dependence of these results on the scale at which the 

studies were conducted, and on regional variability. Some variables will explain the variance 

in shoreline retreat much better at the local scale than regionally or Arctic-wide. Another 

reason for the inconsistencies is the very limited availability of high spatial and temporal 

shoreline change and environmental forcing data. This greatly limits the capacity to derive 

robust statistical relationships between shoreline retreat and environmental forcing. Some 

studies have attempted to do so at the local scale [Lantuit et al., 2011; Jones et al., 2013; 

Barnhart et al., 2014a; Günther et al., 2015], yet regional analyses are still missing.  

7.2 The influence of shoreline change rates on retrogressive thaw slump activity 

In the fourth chapter, the spatial distribution and temporal activity of retrogressive thaw 

slumps along the Yukon coast was investigated. The chapter also determined the factors 

underpinning retrogressive thaw slump initiation and activity. With the help of univariate 

regression tree models, the main terrain controls for slump initiation and upkeep were found 

to be terrain slope and cliff height. The density and areal coverage were best explained by 

volume and thickness of massive ice bodies. Coastal erosion did not appear to be one of the 

driving factors for retrogressive thaw slump initiation. If the coast is not steep and high 

enough and not characterized by high ground ice contents, coastal erosion can be very intense 

but will not lead to the initiation of a retrogressive thaw slump. Instead, the cliff will either 

retreat more uniformly, like for example at the US-Canadian border (Figure 2.5 inset a), or at 

Stokes Point west (Figure 2.5, inset d), or shoreline retreat will occur in the form of block 

failures, like at Kay Point (Figure 2.5, inset e). Coastal erosion, however, plays an important 

role in facilitating retrogressive thaw slump initiation by removing the insulation layer which 

is protecting the massive ice body from thawing. Coastal processes also play an important role 

in sustaining retrogressive thaw slump activity by eroding the outflow material. In order to 

quantify the exact role of coastal erosion for retrogressive thaw slump initiation, a separate 

statistical analysis would be needed. In this analysis, the respective contribution of each 

process leading to the disturbance of the insulation layer would need to be investigated. Along 

the coast, these processes are mainly coastal erosion, active layer detachments and thermo-

erosional gully expansion. Since no data is available on the latter two processes, the relative 
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contribution of different triggering mechanisms to retrogressive thaw slump initiation cannot 

be determined. It is also very difficult to link distinct triggering mechanisms to the initiation 

of retrogressive thaw slumps, since retrogressive thaw slumps take years to develop, after 

being initiated [Kokelj and Jorgenson, 2013]. However, coastal erosion, as well as active 

layer detachments and thermo-erosional gully expansion, are processes which are likely to 

intensify in response to warming temperatures [Lantuit and Pollard, 2008; Lantz and Kokelj, 

2008; Gooseff et al., 2009]. Thus, the increased occurrence and activity of retrogressive thaw 

slumps [Wolfe et al., 2001; Lantuit and Pollard, 2005; Lantuit et al., 2012a; Kizyakov et al., 

2013; Segal et al., 2016] is very likely the direct effect of the intensification of multiple 

triggering mechanisms. 

The lack of a statistical relationship between retrogressive thaw slump triggering and coastal 

erosion rates mentioned above is also likely due to the method used to compute rates of 

shoreline change. The shoreline indicator used for shoreline digitalisation might have 

influenced the shoreline change rates and thus the multiple regression analyses results. Along 

sections of the coast where retrogressive thaw slumps were present, the digitalization of 

shoreline was done along the cliff toe and the rates of change were computed by comparing 

two successive shorelines in 2 dimensions (planimetric shoreline mapping). However, since 

mud lobes at the retrogressive thaw slump outflows in some cases temporarily displaced the 

shoreline seaward, accurate shoreline detection was hampered and DSAS analyses less 

accurate. Obu et al. [2016a] showed that the detection of volumetric erosion measurements 

reflects changes in environmental forcing more adequately than planimetric erosion 

measurements. Feeding the results of volumetric erosion measurements into the statistical 

model likely would reflect the importance of coastal erosion processes for retrogressive thaw 

slump initiation better. However, due to the lack of a digital elevation model for the Yukon 

coast for 1972, this method could not be applied in the present study.  

The non-significant link between shoreline change rates and retrogressive thaw slump 

initiation might also be associated with the long-time spans used to compute shoreline change 

rates. By using long term (39 years) rates of change, the impact of extreme events was 

averaged out. As described above, the initiation of a retrogressive thaw slump is caused by the 

destruction of the insulating soil and vegetation layer, which can be initiated by one severe 

storm. However, shoreline rates of change averaged over 39 years (1972-2011) do not reflect 

these single events. Instead, sub-decadal shoreline change rates would be more suitable, 

which would allow the detection of the effect of single storm events on shoreline recession. 

As the results from the geodetic surveys (Figure 3.5) show, the variation of year-to-year 
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erosion rates can be up to 10 times the long-term average rate. In order to alleviate this issue, 

repeat satellite imagery coverage on a yearly, if not on an intra-annual basis, would need to be 

acquired to capture geomorphological change at the coast in relation to storms. Geodetic 

surveys alone could not provide this kind of validation, because of the lack of information on 

the distribution of slumps along the entire coast. 

7.3 On the calculation of carbon fluxes from coastal erosion along the Yukon coast 

Chapter four aimed at calculating current fluxes of sediment and soil organic carbon from the 

coast. In the fourth chapter, the amounts of sediment and carbon fluxes mobilized by 

shoreline retreat were estimated at 1.801×1012 g and 0.035×1012 g, respectively. In the fifth 

chapter, it was shown that retrogressive thaw slumps occur along 28.1 km of the Yukon coast 

and that they are undergoing a phase of increased activity. Yet, the fluxes of sediment and soil 

organic carbon from retrogressive thaw slumps were not included. 

In soils of the Yukon coast, 44% of the total soil organic carbon in the soil column is stored 

within the top soil meter (Chpt. 4). In retrogressive thaw slumps, this top meter of soil is 

always eroded. Thus, retrogressive thaw slumps, even though they occur along a relatively 

short section of the shoreline likely contribute large amounts of carbon and sediments from 

the hinterland. Consequently, the soil organic carbon and sediment fluxes from shoreline 

retreat presented in chapter four are a lower-end estimation of past and current fluxes. The 

inclusion of carbon fluxes from retrogressive thaw slumps would provide a much greater flux 

of carbon to the Beaufort Sea. 

To get a rough estimate of these fluxes, the combination of the area affected by retrogressive 

thaw slumps with the carbon content of the top meter of soil would already give a first 

approximation. However, the carbon which is mobilized by thermokarst features, such as 

retrogressive thaw slumps, is subject to degradation prior to entering the ocean [Knoblauch et 

al., 2013; Tanski et al., 2017] and thus cannot be equated to the volumes computed with the 

simple estimation method outlined above. This outlines the need for identifying and 

quantifying the carbon degradation processes associated with permafrost degradation in the 

coastal zone. These processes have the potential to greatly alter the bioavailability of organic 

carbon and to change the magnitude of the flux estimates. This important field of study is 

necessary to the understanding of the whole spectrum of processes acting upon the material 

transferred to the nearshore zone, but is beyond the scope of this thesis. 
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7.4 Impacts of present and future coastal erosion on the natural and human 

environment 

The prediction of two different shoreline positions for the year 2100 in chapter six, allowed an 

estimation of the destroying effect of future shoreline changes on heritage sites. Under the 

more extreme scenario of shoreline change, 52% of the listed heritage sites would be lost to 

the ocean by 2100 (Chpt. 6). Thus, the diversity of historical sites as it is known at present 

times is successively destroyed by coastal processes. These estimates have a direct impact on 

coastal zone management. They can be used to prioritize which cultural sites to investigate 

first, in order to foster the preservation of archaeological goods and knowledge. Also the 

usage of the sparse infrastructure, in the form of two landing strips, will be severely restricted 

by 2100. Travelling on traditional boat routes is already affected due to increased 

sedimentation processes. 

The results of the studies in chapter three, four and five suggest that further climate warming 

might enhance sediment, nutrient, and carbon release to the Arctic Ocean. Increasing 

sediment fluxes into the Arctic Ocean will enhance the turbidity of the water and alter light 

availability, which is important for the nearshore fauna and flora [Eicken et al., 2005; Walsh, 

2005; Gradinger et al., 2009]. The entrainment of nutrients into the nutrient-deficient 

nearshore zone will also likely stimulate primary production, which can lead to enhanced 

algae blooms [Walsh, 2005]. On the other hand, higher light availability due to a shorter sea 

ice coverage will favour the development of new vegetated habitats at coastal seafloors, 

which will be able to store more carbon than is stored at the seafloor in present times [Walsh, 

2005; Krause-Jensen and Duarte, 2014]. A further consequence of increasing carbon dioxide 

values in the Arctic atmosphere and a reduced seasonal sea ice cover is the increase in carbon 

dioxide uptake in the Arctic Ocean and the resulting ocean acidification [Bates and Mathis, 

2009]. All these changes will impact the species composition of higher trophic levels like for 

example fishes, or whales. This in turn will influence the peoples’ traditional lifestyle and on 

the economy (e.g., fishing industry) in the North [Walsh, 2005; Forbes, 2011]. A further 

implication of a warming Arctic is, that the Arctic Ocean will get more accessible for 

industrial and commercial shipping [Smith and Stephenson, 2013; Stephenson and Smith, 

2015]. The successive opening of the North-West Passage to industrial shipping is leading to 

significant savings in time and expenses. However, the increasing ship traffic has negative 

effects on the surrounding environment. Two of main impacts are the introduction of 

pollutants to the atmosphere and to the water and the destabilizing effect which ships have on 

sea ice [Forbes, 2011]. On the other hand, the increasing accessibility of the Arctic to tourists 
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creates the opportunity to raise public awareness on the impacts of climate change and the 

great value of the Arctic as a unique ecosystem and living environment, as well as its 

importance for the global climate. 

7.5 Synthesis 

The increasing availability of remote sensing and ground-based information for the Yukon 

coast will help provide answers to the open research questions outlined in the previous 

sections. There is now high resolution altimetry data [Obu et al., 2016b; Kohnert et al., 2014], 

a shoreline change database (Chpt. 3), a sediment content, and ice content database (Chpt. 4), 

as well as a georeferenced set of images which allows the mapping of landforms such as 

retrogressive thaw slumps (Chpt. 5). Further, the cultural heritage site database (Chpt. 6) 

enriches the data by adding the human component to the biophysical system. 

This unique set of data, together with the results from this thesis, bears high potential for 

future studies. Cliff height and slope are the driving factors for slump initiation and ground 

ice content determines the areas where retrogressive thaw slumps occur (Chpt. 5). Part of 

these factors can already be retrieved using some of these new datasets. Some, like ground ice 

occurrence are more challenging to extract, but should form the focus of future research. The 

invention of a methodology to remotely sense the occurrence of ground ice combined with 

LiDAR data could help to detect areas which are prone to retrogressive thaw slump initiation. 

This would enable the establishment of a predictive system for retrogressive thaw slump 

occurrence. This would complement existing hazard potential maps, such as the ones devised 

for active layer detachments [Rudy et al., 2017]. An estimation of future retrogressive thaw 

slump initiation would also provide a more accurate estimation of future carbon fluxes from 

the Yukon coast into the Arctic Ocean. 

Since many factors driving coastal dynamics are expected to intensify, the need for an 

enhanced monitoring of Arctic shoreline change dynamics is becoming more acute. The usage 

of advanced technology, like for example UAVs (unmanned aerial vehicles), bears high 

potential for improving the spatial resolution of volumetric shoreline change data. The set-up 

of a tide gauge at the Yukon coast would allow to accurately relate coastal erosion to local sea 

level changes on sub-decadal periods. In combination, these additional observation techniques 

would provide valuable data for an in-depth understanding of coastal responses to an 

increasingly changing environment. The collection and standardization of coastal change data 

across all Arctic coasts in programs like “Arctic Coastal Dynamics” [Rachold et al., 2005; 
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Lantuit et al., 2012b] is crucial for a better understanding of coastal processes on an Arctic-

wide scale. 

In the Arctic coastal zone, terrestrial, atmospheric and oceanic processes, which are all 

influenced by the presence of ice, interact to shape the physical environment. This makes 

Arctic coasts very complex areas to study. Consequently, it is essential to account for 

processes from all spheres and their interrelationships in order to understand which role 

climatic change has on the Arctic coast and how changing coastal dynamics are influencing 

the living conditions in the Arctic. 
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8 Summary and Conclusions 

The overarching goal of this thesis was 1. to contribute to an improved understanding of the 

role coastal dynamics are playing for material fluxes and landscape evolution along the 

Yukon coast, as well as 2. to determine which impacts they have on infrastructure, travel 

routes and cultural sites. These objectives have been pursued in four separate studies which 

build the main body of this thesis. 

The investigation of spatial and temporal variability of shoreline changes along the ice-rich 

Yukon coast were done by using geo-coded aerial photographs from the 1950s, 1970s and 

1990s and satellite images from 2011. Shorelines were digitized from these images and DSAS 

analyses were performed. These analyses were complemented by geodetic field surveys 

performed along seven field sites in 2014 and 2015. The results showed no acceleration in the 

mean rate of shoreline change (-0.7 m a-1) along the whole Yukon coast, but the percentage of 

transects recording erosion increased through time. In 2011, 85% of all transects, covering 

210 km of the Yukon coast with a spacing of 100 m, recorded erosion. Further, analyses of 

shoreline dynamics along selected key sites revealed a significant acceleration in shoreline 

retreat over the last 20 years from -0.54 m a-1 between the 1970s-1990s, to -1.30 m a-1 

between the 1990s-2011. This development is also reflected in the results of the geodetic field 

site measurements. Along three sites, an increase of erosion rates was measured since 2006. 

Thus, the Yukon coast is experiencing the highest measured erosive activity since 64 years, 

which corresponds well with observations of further parts of the Beaufort coast, as well as 

with observations from the Siberian coasts. Since 16% of the coast was classified as inundated 

tundra, or low-lying tundra, the expected increase in severe storms and sea level rise might 

render these stretches of coast particularly vulnerable towards future coastal erosion. 

The mean annual sediment and soil organic carbon fluxes which were mobilized by coastal 

erosion within the time period from 1953 to 2011 amounted to 5.3×103 kg m-1 a-1 and 
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131 kg C m-1 a-1, respectively. An extrapolation of these rates to the area east of the 

Mackenzie Delta results in carbon fluxes which are almost three times as high as the values 

used to date for budget calculations. This was the first study performed along the Yukon coast 

which accounted for ground ice within the cliff, as well as for the sediment and carbon stored 

in the entire soil column. Since on average only 44% of the total soil organic carbon was 

stored in the first metre of soil, accounting for the whole soil column significantly increased 

the amount of carbon being mobilized by coastal erosion. However, accounting for ground ice 

in the soil column reduced the amount of soil organic carbon on average by 19%, and the 

amount of sediments by 16%. The usage of high resolved altimetry data for the estimation of 

mean cliff heights and erosion areas instead of shoreline lengths and mean erosion rates for 

the estimation of area losses further increased the accuracy of the results in comparison to 

previous estimates.  

The analysis of the role of coastal erosion for the initiation of retrogressive thaw slumps 

revealed that coastal erosion does not play a significant role statistically. Field observations 

and previous publications suggest, however, that shoreline retreat plays a crucial role for 

setting the preconditions for retrogressive thaw slump development and for sustained activity. 

Ground ice volume and thickness appeared to be the driving factors for retrogressive thaw 

slump initiation and the high ground ice volumes of the Yukon coast seem to be favorable for 

retrogressive thaw slump occurrence since the analyses revealed that the Yukon coast is one 

of the regions most affected by retrogressive thaw slumps along all Artic coasts. Further, the 

study showed that a total area of 402 ha was occupied by retrogressive thaw slumps in 2011. 

Although this area is relatively small, retrogressive thaw slumps deliver high amounts of 

sediments, carbon and nutrients from the hinterland. Thus, when calculating the amount of 

sediment and carbon fluxes mobilized by coastal erosion, it is important to account for fluxes 

derived from retrogressive thaw slump activity. 

In order to expand the scope of this thesis to the human environment, the present and potential 

future impacts of coastal dynamics on the people who are interacting with the coast were 

studied. The focus was on threats to cultural sites, since their relatively high abundance and 

diversity provides them a particular relevance of the preservation the cultural heritage of the 

Yukon coast. According to projected shoreline positions, 46% to 52% of all cultural features 

will be eroded by 2100, which will result in a great loss of cultural heritage along the Yukon 

coast. Since the projections are built on past rates of shoreline change, these are still 

conservative estimations. A quantitative analysis of shoreline dynamics along three main 

Inuvialuit summer camps at Tapqaq (Shingle Point) revealed that the three camps are not in 
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immediate danger at the present. However, further analyses, incorporating onshore and 

nearshore topography data are needed in order to give a more accurate estimation of the 

vulnerability of Shingle Point to future storms and floods. Therefore, and for further research, 

the installation of a tide gauge for a better monitoring of sea level along the Yukon coast is 

urgently needed. 

An investigation of the present and future conditions of transportation routes and 

infrastructure revealed that traveling along the Yukon coast will require a higher flexibility of 

the people in the future. The usage of the two landings strips at the Komakuk and Shingle 

Point DEW line stations will be increasingly restricted. Travelling by boat along the coast will 

get more challenging, since increasing sediment entrainment from coastal erosion results in 

the built up of new dynamic sand bars and shoals. Together with the fast changing extent and 

thickness of sea and river ice, which is traditionally used for transportation routes during the 

winter, people in the North will need to adapt to an increasingly dynamic coastal 

environment. 

The variability of shoreline dynamics along the Yukon coast (Chpt. 3) constituted an 

important part for the analyses conducted in the three consequent studies (Chpt. 4, 5, 6). 

These subsequent studies focused on impacts of coastal changes on the natural environment 

(Chpt. 4, 5), as well as on the human environment (Chpt. 6). Together, these four studies 

contribute to the current understanding of the interplay of natural processes in the coastal zone 

and their impacts on the human realm. With continuously warming climate, coastal erosion is 

expected to further increase. The estimation of a future shoreline position, which is based on a 

dynamic scenario in chapter six, exemplifies how the future coast along the Yukon might look 

like. A three-fold increase in mean rates of change, as is suggested in the S2 scenario, would 

result in an amplified mobilization of sediments and carbon from the coast by direct erosion, 

and through an intensification of thermokarst processes such as retrogressive thaw slumps. 

The release of greater amounts of carbon to the atmosphere will contribute to further 

warming. The enhanced entrainment of carbon, sediments and nutrients into the nearshore 

zone will affect the ecosystem, which, in turn, is supporting people and economy in the North. 

These intertwined components in the coastal zone call on novel interdisciplinary research 

approaches to provide a thorough understanding of the role coastal dynamics are playing in 

the change of the complex Arctic living environment.  
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Supporting 

Material 

All supporting material is available at: 

http://onlinelibrary.wiley.com/doi/10.1002/2017JF004231/full 

Data Set ds01: Shapefile containing 287 polygons, which represent retrogressive thaw 

slumps and associated geographic information. The shapefile is available online: 

doi:10.1594/PANGAEA.869573. 

Table S1: RTSs characteristics. The table includes morphological information for the 287 

retrogressive thaw slumps that occurred in 2011 along the Yukon Coast. 

Name Segment Segment_name Glaciated GEOLUNIT Area Coastal length Number of RTSNumber of Active RTSActive RTS Number of New RTSNew RTS Density of RTS

Information Segment Segment_name Glaciated Geolunit Area CL Number_RTSNumber_ARTSARTS_p Number_NRTSNRTS_p CDensity_RTS

Unit (ha) (km) (%) (%) (RTS per km of coast)

Source Rampton, 1982Rampton, 1982 This study Rampton, 1982This study This study This study This study This study This study This study This study

BRD Babbage River Delta Yes Fp 653.2 13.48 0 0 0 0 0 0

CL_E Clarence Lagoon E No Ft 50.7 1.09 0 0 0 0 0 0

CL_W Clarence Lagoon W No L 159.22 3.21 0 0 0 0 0 0

HER_E Herschel Island E Yes Mr 526.91 11.32 28 23 82.14 9 32.14 2.5

HER_N Herschel Island N Yes Mr 840.39 17.3 22 15 68.18 17 77.27 1.3

HER_S Herschel Island S Yes Mr 585.22 12.49 31 18 58.06 20 64.52 2.5

HER_W Herschel Island W Yes Mr 270.93 5.47 18 15 83.33 7 38.89 3.3

KaP_SE Kay Point SE Yes Mr 1179.3 24.18 74 50 67.57 35 47.3 3.1

KaPS Kay Point spit Yes mb 42.93 1.44 0 0 0 0 0 0

KB Komakuk Beach No L 654.8 13.53 0 0 0 0 0 0

KBW1 Komakuk Beach W1 No L 91.49 1.84 0 0 0 0 0 0

KBW2 Komakuk Beach W2 No L 399.82 8.13 0 0 0 0 0 0

KiP King Point Yes L 50.54 1.1 0 0 0 0 0 0

KiP_NW King Point NW Yes Mm 159.59 3.31 6 4 66.67 1 16.67 1.8

KiP_SE King Point SE Yes L 188.07 3.78 12 9 75 3 25 3.2

KiPL King Point lagoon Yes mb 110.1 2.49 0 0 0 0 0 0

MRF Malcolm River fan No Ff 442.78 8.88 0 0 0 0 0 0

MRF_bi Malcolm River fan with barrier islandsNo Ff 1410.88 28.36 0 0 0 0 0 0

PhB Phillips Bay Yes L 449.36 9.68 5 3 60 2 40 0.5

PhB_NW Phillips Bay NW Yes Mm 130.07 2.61 7 5 71.43 1 14.29 2.7

PhB_W Phillips Bay W Yes mb 257.96 5.24 0 0 0 0 0 0

RB_E Roland Bay E Yes L 110.02 2.24 4 3 75 0 0 1.8

RB_NW Roland Bay NW Yes L 140.72 2.83 0 0 0 0 0 0

RB_W Roland Bay W Yes Mm 141.23 2.86 10 8 80 0 0 3.5

SaP Sabine Point Yes Mm 120.36 2.41 7 5 71.43 2 28.57 2.9

SaP_E Sabine Point E Yes L 123.26 2.48 4 2 50 3 75 1.6

SaP_W Sabine Point W Yes L 133.77 2.68 2 2 100 2 100 0.7

ShP_W Shingle Point W Yes Mm 450.258 9.03 38 33 86.84 9 11.84 4.2

StP Stokes Point Yes mb 242.73 5.03 0 0 0 0 0 0

StP_SE Stokes Point SE Yes L 196.56 3.96 4 1 25 1 25 1

StP_W Stokes Point W Yes Mm 141.09 2.86 12 5 41.67 6 50 4.2

WhC Whale Cove Yes mb 133.41 2.71 0 0 0 0 0 0

WhC_E Whale Cove E Yes Mm 40.59 0.83 2 1 50 0 0 2.4

WhC_W Whale Cove W Yes Gp 182.97 3.82 0 0 0 0 0 0

WoP_E Workboat Passage E Yes Gp 497.85 10.32 0 0 0 0 0 0

WoP_W Workboat Passage W Yes Mm 235.27 5.03 1 1 100 1 100 0.2
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Name Segment Segment_name Total area of RTSCoverage_RTSSpit E50-11 E70-11 CH S500 Azimuth_RTSAL PIV

Information Segment Segment_name Area_RTS Coverage_RTSSpit E50-11 E70-11 CH S500 Azimuth_RTSAL PIV

Unit (ha) (%) (m/yr-1) (m/yr-1) (m) (°) (°) (cm) (%)

Source Rampton, 1982Rampton, 1982 This study This study This study This study This study This study This study This study Couture, 2010Couture, 2011

BRD Babbage River Delta 0 0 1 -0.9 -0.6 0.5 0 150 27.5

CL_E Clarence Lagoon E 0 0 0 -0.9 -1.1 1.81 1.7 100 2

CL_W Clarence Lagoon W 0 0 1 -1.6 -1.3 2.06 1.65 50 58.09

HER_E Herschel Island E 68.37 12.9752179 0 -0.8 -0.8 16.17 11.4 144 45 55.52

HER_N Herschel Island N 11.77 1.40050517 0 -0.7 -0.7 27.63 18.41 45 69 50.2

HER_S Herschel Island S 8.19 1.39866698 0 -1 -1 7.06 7.94 225 50 62.67

HER_W Herschel Island W 35.17 12.9804792 0 -0.8 -0.8 17.88 12.88 305 60 51.33

KaP_SE Kay Point SE 149.45 12.6730173 0 -0.1 -0.2 12.53 15.56 55 37 38.22

KaPS Kay Point spit 0 0 0 -1.2 -1.3 5.3 0 80 1.11

KB Komakuk Beach 0 0 0 -1.3 -1.4 5.87 3 3 39 57.71

KBW1 Komakuk Beach W1 0 0 0 -1.6 -1.8 5.41 3.48 1 50 66.37

KBW2 Komakuk Beach W2 0 0 0 -1.1 -1.5 6.49 2.87 50 52.29

KiP King Point 0 0 0 -0.6 0.4 6.29 4.34 26 34 52.1

KiP_NW King Point NW 26.03 16.3126772 0 -0.2 -0.3 17.24 21.96 42 50 47.53

KiP_SE King Point SE 17.61 9.36371915 0 -1.1 -1.2 5.38 5.37 29 42 73.58

KiPL King Point lagoon 0 0 1 -0.3 0.6 6.31 12.05 80 2

MRF Malcolm River fan 0 0 1 -0.8 -0.5 2.63 2.27 100 0

MRF_bi Malcolm River fan with barrier islands0 0 1 -0.2 -0.2 0.68 0.99 100 0

PhB Phillips Bay 2.97 0.66144679 0 -0.6 -0.7 2.56 1.77 10 50 47.18

PhB_NW Phillips Bay NW 16.72 12.8548092 0 -0.4 -0.3 7.69 7.48 48 83 61.82

PhB_W Phillips Bay W 0 0 1 -0.5 -0.7 0.61 1.55 80 2

RB_E Roland Bay E 4.56 4.14719387 0 -0.8 -0.8 4.64 4.1 32 35 53.78

RB_NW Roland Bay NW 0 0 0 -0.3 -0.4 4.07 3.67 31 65.24

RB_W Roland Bay W 14.96 10.5926138 0 -0.5 -0.5 4.56 4.49 45 50 51.5

SaP Sabine Point 8.36 6.94371569 0 -0.8 -0.9 15.78 10.1 28 50 59.65

SaP_E Sabine Point E 3.75 3.04234951 0 -0.4 -0.2 12.72 8.61 30 50 38.17

SaP_W Sabine Point W 0.07 0.05232862 0 -0.7 -0.5 14.52 8.59 26 50 30.38

ShP_W Shingle Point W 24.58 5.45998872 0 -0.2 -0.2 11.25 10.1 34 50 46.2

StP Stokes Point 0 0 1 -3.6 -4.4 3.44 8.16 45 80 5.79

StP_SE Stokes Point SE 1.24 0.63085063 0 0.4 0.3 9.01 5.7 46 28 55.59

StP_W Stokes Point W 2.38 1.68853321 0 -0.9 -0.9 10.9 5.7 35 35 53.15

WhC Whale Cove 0 0 1 -0.5 -0.4 0.7 1.7 80 2

WhC_E Whale Cove E 5.52 13.5994087 0 -0.2 -0.5 3.59 4.59 52 52 53.28

WhC_W Whale Cove W 0 0 1 -1 -1.2 1.75 2.25 32 57.35

WoP_E Workboat Passage E 0 0 1 -0.4 -0.4 2.14 2.39 38 39.59

WoP_W Workboat Passage W 0.12 0.05100523 0 -0.5 -0.5 5.36 6.16 350 34 54.87

Name Segment Segment_name PEI Depth to the top of massive iceDepth to the bottom of massive iceDMI Wt Ws e PI WI MI

Information Segment Segment_name PEI Dm Dbm DMI Wt Ws e PI WI MI

Unit (%) (m) (m) (m) (m) (m) (%) (%) (%)

Source Rampton, 1982Rampton, 1982 Couture, 2012Couture, 2013Couture, 2014Couture, 2015Couture, 2016Couture, 2017Couture, 2018Couture, 2019Couture, 2020Couture, 2021

BRD Babbage River Delta 0 0 0 0 0 0 0.54 100 0 0

CL_E Clarence Lagoon E 0 0 0 0 1.7 18 0.36 100 0 0

CL_W Clarence Lagoon W 22.88 1 3 2 1.7 16 0.44 39.21 13.12 47.66

HER_E Herschel Island E 12.98 2.5 11.5 9 2.1 12 0.47 49.57 7.88 42.55

HER_N Herschel Island N 2.15 2.5 8.5 6 2.1 12 0.47 82.82 3.56 13.62

HER_S Herschel Island S 34.98 0 0 0 2.1 12 0.41 77.79 22.21 0

HER_W Herschel Island W 4.45 10 16 6 2.1 12 0.47 80.2 3.73 16.07

KaP_SE Kay Point SE 0 10 12 2 2.3 12 0.41 77.27 8.78 13.95

KaPS Kay Point spit 0 0 0 0 0 0 0.36 100 0 0

KB Komakuk Beach 22.16 0 0 0 1.7 16 0.44 85.69 14.31 0

KBW1 Komakuk Beach W1 38.49 2 3.5 1 1.7 16 0.44 39.08 12.01 48.91

KBW2 Komakuk Beach W2 11.83 0 0 0 1.7 16 0.44 86.25 13.75 0

KiP King Point 0 0 0 0 2.3 12 0.52 72.41 27.59 0

KiP_NW King Point NW 0 10 15 5 2.3 12 0.47 73.67 5.29 21.04

KiP_SE King Point SE 43 7 11.5 4 2.3 9 0.52 36.39 15.2 48.42

KiPL King Point lagoon 0 0 0 0 0 0 0.36 100 0 0

MRF Malcolm River fan 0 0 0 0 1.7 14.5 0.52 0 0 0

MRF_bi Malcolm River fan with barrier islands0 0 0 0 1.7 18 0.33 0 0 0

PhB Phillips Bay 0 0 0 0 1.7 16 0.46 87.57 12.43 0

PhB_NW Phillips Bay NW 32.62 3 6 3 2.3 12 0.42 59.14 13.56 27.3

PhB_W Phillips Bay W 0 0 0 0 0 0 0.36 100 0 0

RB_E Roland Bay E 0.75 0 0 0 1.7 16 0.51 95.28 4.72 0

RB_NW Roland Bay NW 10.04 0 0 0 2.3 15 0.6 81.98 18.02 0

RB_W Roland Bay W 0 3 5 2 2.3 12 0.52 75.98 10.28 13.74

SaP Sabine Point 20.05 7 14 7 1.5 12 0.48 69.25 2.29 28.46

SaP_E Sabine Point E 0 2 6 4 1.7 12 0.47 63.45 3.9 32.65

SaP_W Sabine Point W 0 0 0 0 1.7 12 0.47 95.1 4.9 0

ShP_W Shingle Point W 0 1 6 5 2.3 12 0.44 68.07 8.38 23.55

StP Stokes Point 0 0 0 0 0 0 0.36 100 0 0

StP_SE Stokes Point SE 17 0 0 0 1.7 8 0.45 86.29 13.71 0

StP_W Stokes Point W 0 5 7 2 2.3 12 0.53 78.11 8.61 13.28

WhC Whale Cove 0 0 0 0 0 0 0.36 100 0 0

WhC_E Whale Cove E 15.35 1.5 3.5 2 2.3 12 0.43 33.02 28.2 38.78

WhC_W Whale Cove W 16.68 0 0 0 2.3 20 0.47 86.2 13.8 0

WoP_E Workboat Passage E 1.62 0 0 0 2.3 12 0.37 63 37 0

WoP_W Workboat Passage W 26.48 0 0 0 2 7.5 0.37 60.36 39.64 0
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Table S2: Terrain characteristics. The table includes all geographic information for the 

coastal segment along the Yukon Coast. 

Name of the coastal 

segment on which 

the RTS occur

Geologic 

unit on 

which the 

RTS occur

Aerial 

surface of 

the RTS

Stage of 

developme

nt of the 

RTS

Initiated 

after 1972
Lobe width

Orientation 

of the RTS

Mean 

elevation 

within the 

RTS floor

Slope 

within the 

RTS

RTS_ID Segment_name Geolunit Area_ha Type Initiation Coastal_le Azimuth Z_MEAN S200RTS

ha m ° m (a.s.l) °

1 Herschel Island E Mr 0.11 active YES 13.5 135 17.05 11.36

2 Herschel Island E Mr 0.1 active YES 21.47 135 18.37 12.59

10 Herschel Island E Mr 0.09 active YES 17 135 11.45 12.94

14 Herschel Island E Mr 0.13 active YES 22.8 180 16.39 11.67

17 Herschel Island E Mr 0.18 active YES 3.65 182.75 20.43 9.52

18 Herschel Island N Mr 0.19 active YES 10.3 180 24.07 16.74

22 Herschel Island S Mr 0.18 active YES 44.75 214.54 5.71 14.65

26 Herschel Island N Mr 1.24 active YES 21 98.07 32.82 17.93

30 Herschel Island N Mr 0.57 active YES 12.48 58.1 30.63 15.08

31 Herschel Island N Mr 0.07 active YES 24.95 60 12.78 25.5

33 Herschel Island N Mr 0.09 active YES 0 45 29.87 19.48

34 Herschel Island N Mr 0.1 active YES 0 35 29.86 21.09

37 Herschel Island N Mr 0.11 active YES 0 35 37.45 12.59

48 Herschel Island W Mr 0.29 active YES 27.24 293.08 15.63 22.06

49 Herschel Island W Mr 0.53 active YES 5.98 293.08 15.17 28.69

50 Herschel Island S Mr 0.07 active YES 14.97 240 6.43 13.69

51 Herschel Island S Mr 0.09 active YES 40.02 270 2.41 3.87

52 Herschel Island S Mr 0.07 active YES 93.92 249.28 4.65 6.93

71 Kay Point SE Mr 1.29 active YES 1023.92 76.34 37.38 14.3

72 Kay Point SE Mr 0.52 active YES 19.15 56 29.06 18.86

80 Kay Point SE Mr 0.11 active YES 49.93 60.68 4.85 9.99

81 Kay Point SE Mr 0.03 active YES 11.91 45 2.95 14.77

87 Kay Point SE Mr 0.06 active YES 23.6 35 4.75 5.27

91 Kay Point SE Mr 0.15 active YES 25.37 51.58 14.68 24.63

92 Kay Point SE Mr 0.04 active YES 12.42 45 9.06 30.76

93 Kay Point SE Mr 0.08 active YES 13.89 35 16.49 26.6

94 Kay Point SE Mr 1.04 active YES 27.41 53.87 33.35 12.16

95 Kay Point SE Mr 0.1 active YES 27.41 56.01 13.19 21.96

100 Kay Point SE Mr 0.06 active YES 26.1 35 6.45 14.75

102 Kay Point SE Mr 0.14 active YES 18.03 51.76 17.7 18.06

103 Kay Point SE Mr 1.14 active YES 20.48 49.7 27.29 16.28

104 Kay Point SE Mr 0.84 active YES 52.43 33.61 32.02 17.89

107 King Point NW Mm 0.05 active YES 515.26 43.71 14.11 30.25

117 King Point SE L 0.29 active YES 58.63 35 10.18 21.23

120 Sabine Point Mm 0.06 active YES 14.63 25.07 8.6 17.03

123 Sabine Point E L 0.44 active YES 33.98 33.53 10.72 12.21

129 Shingle Point W Mm 0.06 active YES 14.43 31.63 11.97 15.94

130 Shingle Point W Mm 0.14 active YES 53.54 29.2 8.86 19.37

132 Shingle Point W Mm 0.14 active YES 28.43 35 14.2 13.69

149 Shingle Point W Mm 0.02 active YES 12.36 45 8.31 24.28

150 Shingle Point W Mm 0.05 active YES 18.23 10 9.28 16.62

159 Shingle Point W Mm 0.11 active YES 19.44 45.78 15.32 26.07

160 Shingle Point W Mm 0.24 active YES 81.16 41.82 8.3 19.33

162 Shingle Point W Mm 0.04 active YES 3.07 25 14.61 20.29

163 Shingle Point W Mm 0.06 active YES 16.17 43.95 7.2 20.65

165 Sabine Point W L 0.05 active YES 0 25.82 18.2 20.01

166 Sabine Point W L 0.02 active YES 0 25.82 19.42 23.52

167 Phillips Bay L 0.18 active YES 0 332.79 6.48 8.39

169 Herschel Island N Mr 1.49 active YES 10.64 168.82 39.74 7.95

174 Herschel Island W Mr 0.08 active YES 29.25 315 8.22 23.99

175 Herschel Island W Mr 0.07 active YES 18.14 330 5.06 19.38

179 Herschel Island E Mr 0.11 active YES 47.51 135 7.72 24.37
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Name of the coastal 

segment on which 

the RTS occur

Geologic 

unit on 

which the 

RTS occur

Aerial 

surface of 

the RTS

Stage of 

developme

nt of the 

RTS

Initiated 

after 1972
Lobe width

Orientation 

of the RTS

Mean 

elevation 

within the 

RTS floor

Slope 

within the 

RTS

RTS_ID Segment_name Geolunit Area_ha Type Initiation Coastal_le Azimuth Z_MEAN S200RTS

ha m ° m (a.s.l) °

184 Kay Point SE Mr 0.04 active YES 22.39 35 12.41 26.86

196 Kay Point SE Mr 0.02 active YES 19.08 45 3.77 7.6

197 Stokes Point W Mm 0.04 active YES 28.36 35.27 6.67 19.79

198 Stokes Point W Mm 0.01 active YES 3.88 35 5.17 26.39

200 Herschel Island W Mr 0.08 active YES 0 315 17.21 21.56

201 Herschel Island W Mr 0.22 active YES 28.99 293.08 14.28 28.1

202 Herschel Island N Mr 1.1 active YES 0 1.9 36.2 24.31

203 Herschel Island N Mr 0.14 active YES 0 360 40.98 24.08

206 Herschel Island S Mr 0.05 active YES 93.92 260 2.75 8.51

223 Herschel Island S Mr 0.12 active YES 21.42 252.03 6.39 15.9

232 Herschel Island S Mr 0.43 active YES 100.39 291.51 4.51 10.97

235 Herschel Island S Mr 0.04 active YES 39.16 155.11 0.48 11.09

236 Herschel Island S Mr 0.02 active YES 14.15 135 1.02 12.84

238 Herschel Island E Mr 0.13 stable YES 22.8 180 15.42 19.65

239 Herschel Island N Mr 0.68 stable YES 156.67 175 5.25 12.14

240 Herschel Island N Mr 1.93 stable YES 21 98.07 37.22 13.27

241 Herschel Island N Mr 0.21 stable YES 0 35 37.39 13.03

242 Herschel Island N Mr 0.89 stable YES 12.48 58.1 31.87 16.4

243 Herschel Island N Mr 0.68 stable YES 82.24 46.09 23.3 27.86

246 Herschel Island W Mr 1.1 stable YES 27.24 293.08 17.11 16.61

247 Herschel Island S Mr 0.15 stable YES 14.97 225 8.78 19.65

248 Herschel Island S Mr 0.35 stable YES 66.45 260 3.58 14.87

249 Herschel Island S Mr 0.27 stable YES 24.14 230 0.79 12.86

250 Herschel Island S Mr 0.47 stable YES 93.92 249.28 6.27 9.35

251 Herschel Island S Mr 0.23 stable YES 26.87 175 8.15 10.26

252 Herschel Island S Mr 0.25 stable YES 40.01 191.44 8.04 13.09

253 Herschel Island S Mr 0.27 stable YES 56.93 225 7.1 12.25

254 Herschel Island S Mr 0.05 stable YES 17.66 215 5.01 13.28

255 Herschel Island S Mr 0.67 stable YES 179.03 226.2 4.95 13.18

257 Herschel Island S Mr 1.18 stable YES 72.05 210.96 6.87 8.94

259 Herschel Island N Mr 0.07 stable YES 0 7.49 37.61 20.93

260 Herschel Island N Mr 0.08 stable YES 0 10 39.85 15.38

273 Herschel Island E Mr 0.03 active YES 490.2 140 0 0

275 Workboat Passage W Mm 0.12 active YES 0 350 0 0

292 Herschel Island S Mr 0.45 stable YES 66.25 260 0 0

298 Stokes Point W Mm 0.47 stable YES 93.88 41.3 13.39 9.77

303 Kay Point SE Mr 6.73 stable YES 392.92 71.32 28.31 15

305 Kay Point SE Mr 0.73 stable YES 93.78 61.43 11.14 14.53

310 Phillips Bay L 1.08 stable YES 282.92 332.69 3.73 11.89

311 Sabine Point E L 0.1 stable YES 0 20 15.33 16.98

312 Sabine Point Mm 1.13 stable YES 136.13 27.72 16.02 15.11

319 King Point SE L 0.16 stable YES 41.05 20.11 5.84 14.74

325 Kay Point SE Mr 1.75 stable YES 1.68 30.03 42.4 12.02

326 Kay Point SE Mr 1.08 stable YES 0 29.09 47.84 12.17

327 Kay Point SE Mr 2.34 stable YES 129.29 31.31 18.27 11.02

328 Kay Point SE Mr 3.58 stable YES 106.65 31.16 22.19 12.8

335 Herschel Island E Mr 0.24 stable YES 0 135 27.01 8.28

337 Stokes Point W Mm 0.17 stable YES 0 35.53 13.9 13.74

338 Stokes Point W Mm 0.1 stable YES 33.85 32.67 9.81 23.54

340 Sabine Point E L 1.43 stable YES 46.03 27.02 18.8 11.16

341 King Point SE L 3.54 stable YES 431.56 20.64 8.22 11.67

342 Kay Point SE Mr 2.25 stable YES 205.19 34.26 13.57 12.09
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the RTS occur
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Aerial 

surface of 
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RTS_ID Segment_name Geolunit Area_ha Type Initiation Coastal_le Azimuth Z_MEAN S200RTS

ha m ° m (a.s.l) °

343 Kay Point SE Mr 5.55 stable YES 391.04 34.24 18.84 12.01

345 Kay Point SE Mr 16.72 stable YES 963.07 44.28 19.44 9.62

346 Kay Point SE Mr 14.77 stable YES 849.39 64.64 14.49 8.5

347 Phillips Bay NW Mm 0.12 stable YES 33.05 45 4.29 6.73

348 Stokes Point SE L 0.89 stable YES 28.47 44.08 5.33 12.63

349 Stokes Point W Mm 0.24 stable YES 29.91 38.32 10.1 11.44

354 Kay Point SE Mr 0.76 stable YES 142.06 46.7 5.77 10.59

364 Kay Point SE Mr 3.39 stable YES 212.38 52.5 24.91 18.32

365 Kay Point SE Mr 1.55 stable YES 208.12 38.1 11.52 12.16

426 Kay Point SE Mr 0.13 active YES 41.77 45 29.36 10.4

427 Kay Point SE Mr 0.18 active YES 61.48 45 23.98 9.08

428 Kay Point SE Mr 0.04 active YES 21.05 45 17.63 6.32

429 Kay Point SE Mr 0.18 active YES 80.17 45 16.08 6.08

430 Kay Point SE Mr 0.07 active YES 20.37 45 20.81 7.7

443 Kay Point SE Mr 0.07 stable YES 42.68 45 0 7.5

9 Herschel Island E Mr 20.82 active active 677.33 129.29 21.01 8.94

11 Herschel Island E Mr 0.21 active active 44.65 149.05 8.02 17.23

12 Herschel Island E Mr 0.54 active active 75.74 156.84 9.96 15.3

13 Herschel Island E Mr 2.07 active active 154.41 162.57 9.32 7.33

15 Herschel Island E Mr 4.78 active active 201.6 1.21 24.04 9.6

16 Herschel Island E Mr 5.94 active active 201.6 176.1 24.58 9.52

19 Herschel Island S Mr 0.41 active active 35.45 218.8 6.45 8.19

21 Herschel Island S Mr 0.07 active active 30.38 225 6.25 7.21

24 Herschel Island S Mr 0.11 active active 44.66 155.81 3.55 11

25 Herschel Island S Mr 0.11 active active 54.78 135 2.08 11.49

35 Herschel Island N Mr 0.18 active active 13.76 25.52 17.82 20.84

36 Herschel Island N Mr 3 active active 339.45 13.51 25.79 25.62

39 Herschel Island W Mr 4.83 active active 390.8 316.72 26.77 17.91

40 Herschel Island W Mr 8.25 active active 366.24 314.32 28.25 13.81

41 Herschel Island W Mr 8.36 active active 458.59 309.39 15.66 15.72

45 Herschel Island W Mr 0.31 active active 30.64 315 5.04 11

46 Herschel Island W Mr 1.7 active active 66.97 296.31 11.4 13.39

47 Herschel Island W Mr 0.89 active active 4.02 291.51 20.64 20.31

53 Roland Bay W Mm 6.64 active active 716.65 47.98 9.63 9.41

57 Roland Bay E L 1.33 active active 393.98 33.03 5.72 9.87

59 Stokes Point W Mm 0.21 active active 54.73 35.38 11.06 10.47

60 Stokes Point W Mm 0.05 active active 54.73 34.33 8.66 20.05

61 Stokes Point W Mm 0.33 active active 74.35 33.18 11.77 10.98

64 Kay Point SE Mr 0.06 active active 29.3 63.41 3.13 12.97

65 Kay Point SE Mr 0.17 active active 56.72 59.82 10.94 12.82

66 Kay Point SE Mr 0.04 active active 29.64 35 7.14 13.78

67 Kay Point SE Mr 0.08 active active 29.64 66.11 10.74 14.41

68 Kay Point SE Mr 0.07 active active 44.26 66.29 9.47 15.2

98 Phillips Bay NW Mm 0.31 active active 39.97 49.88 10.36 10.47

99 Phillips Bay NW Mm 0.3 active active 56.72 48.78 6.59 10.37

101 Kay Point SE Mr 0.21 active active 34.63 51.76 11.84 16.86

106 King Point NW Mm 0.83 active active 9.81 40.14 17.26 8.7

110 King Point SE L 0.56 active active 104.66 27.77 3.02 3.65

118 Sabine Point Mm 3.98 active active 408.79 27.8 22.47 17.48

119 Sabine Point Mm 0.09 active active 32.3 28.12 9.34 23.93

128 Shingle Point W Mm 0.05 active active 9.44 35 10.95 14.56

135 Shingle Point W Mm 0.19 active active 53.39 25.78 11.91 26.3
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136 Shingle Point W Mm 0.22 active active 40.26 30.41 14.73 22.86

137 Shingle Point W Mm 0.14 active active 13.71 35 17.81 25.16

148 Shingle Point W Mm 0.09 active active 6 28.79 20.42 22.21

151 Shingle Point W Mm 0.04 active active 18.43 360 7.22 21.97

152 Shingle Point W Mm 0.12 active active 20.93 26.72 15.24 21.1

153 Shingle Point W Mm 0.16 active active 33.24 28.98 16.45 26.41

154 Shingle Point W Mm 0.15 active active 25 10 18.37 24.82

155 Shingle Point W Mm 0.17 active active 28.33 10 18.73 25.86

156 Shingle Point W Mm 0.16 active active 37.9 28.57 17.3 28.5

157 Shingle Point W Mm 0.1 active active 14.16 35 22.72 26.74

158 Shingle Point W Mm 0.29 active active 28.71 39.28 12.28 17.4

161 Shingle Point W Mm 0.06 active active 12.75 39.56 12.07 21.19

172 Herschel Island W Mr 1.96 active active 297.59 312.83 14.75 23.75

180 Herschel Island E Mr 0.37 active active 111.25 154.7 11.21 21.17

182 Herschel Island N Mr 0.07 active active 13.76 45 19.72 23.15

183 Herschel Island N Mr 0.28 active active 2.91 26.88 23.32 28.97

186 Shingle Point W Mm 0.1 active active 20.39 33.43 10.39 24.31

189 Roland Bay E L 0.12 active active 393.98 26.81 2.69 9.49

192 Herschel Island W Mr 0.23 active active 5.64 311.68 21.21 17.84

193 Herschel Island E Mr 0.94 active active 45.76 180 21.33 12.15

194 Herschel Island S Mr 0.05 active active 14.6 270 4.98 14

205 Herschel Island N Mr 0.41 active active 2.83 45 30.5 16.75

207 Herschel Island E Mr 0.09 active active 22.79 185 15.96 21.51

208 Herschel Island E Mr 0.4 active active 14.01 180 23.77 12.7

211 Phillips Bay NW Mm 0.29 active active 26.16 45.65 8.55 10.68

214 Sabine Point E L 1.78 active active 36.41 32.43 25.48 12.37

218 Roland Bay W Mm 0.34 active active 86.69 46.31 5.44 8.04

224 Kay Point SE Mr 0.76 active active 56.72 63.61 11.03 14.31

225 Whale Cove E Mm 2.56 active active 254.11 52.36 8.86 7.72

227 Phillips Bay NW Mm 0.34 active active 30.6 47.31 9.93 9.54

234 Herschel Island S Mr 0.36 active active 110.51 270 5.5 10

237 Herschel Island S Mr 0.26 active active 33 220 9.83 10.95

244 Herschel Island W Mr 2.2 stable active 66.97 296.31 26.66 20.47

245 Herschel Island W Mr 0.62 stable active 4.02 292.2 34.97 10.25

258 Herschel Island S Mr 0.87 stable active 35.45 218.8 7.27 13.85

261 Whale Cove E Mm 2.96 stable active 254.11 52.82 10.19 9.2

297 Roland Bay E L 4.57 stable active 393.98 32.02 12.22 10.17

299 Phillips Bay NW Mm 14.66 stable active 39.97 48.44 15.6 10.05

318 Sabine Point Mm 6.86 stable active 408.79 27.9 21.91 14.87

323 King Point SE L 13.62 stable active 104.66 28.09 9.88 10.01

324 King Point NW Mm 9.8 stable active 9.81 43.92 19.14 13.37

332 Herschel Island E Mr 1.9 stable active 44.65 149.05 15.21 7.82

333 Herschel Island E Mr 12.37 stable active 75.74 161.09 26.63 10.07

334 Herschel Island E Mr 2.2 stable active 22.79 184.82 17.79 18.69

350 Roland Bay W Mm 4.28 stable active 716.65 48.01 7.44 12.88

351 Stokes Point W Mm 0.52 stable active 74.35 32.43 17.7 8

352 Stokes Point W Mm 0.16 stable active 54.73 34.33 14.8 12.5

353 Kay Point SE Mr 0.25 stable active 56.72 59.82 18.08 13.88

358 Stokes Point W Mm 0.41 stable active 0 35.06 18.26 8.67

366 Kay Point SE Mr 0.75 stable active 56.72 66.22 17.96 11.08

4 Herschel Island E Mr 7.36 active stable 423.39 115.47 10.25 6.5

5 Herschel Island E Mr 1.43 active stable 131.52 114.9 18.84 8.08
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6 Herschel Island E Mr 0.1 active stable 26 135 5.44 9.32

7 Herschel Island E Mr 0.24 active stable 10.82 122.68 22.38 14.71

8 Herschel Island E Mr 1.24 active stable 74.73 124.87 20.49 11.31

23 Herschel Island S Mr 0.09 active stable 24.74 240 6.63 7.75

44 Herschel Island W Mr 5.67 active stable 20.52 301.81 14.11 12.05

54 Roland Bay W Mm 0.06 active stable 22.07 35 4.99 7.57

55 Roland Bay W Mm 0.23 active stable 67.74 45 5.81 10.69

56 Roland Bay W Mm 0.02 active stable 11.85 45 2.82 17.16

58 Roland Bay E L 0.11 active stable 50.37 32.1 5.53 19.5

62 Kay Point SE Mr 0.14 active stable 26.96 45 5.77 14.11

63 Kay Point SE Mr 0.04 active stable 26.96 59.2 3.71 16.08

69 Kay Point SE Mr 0.36 active stable 49.61 65.63 18 17.31

70 Kay Point SE Mr 0.07 active stable 59.65 45 4.3 15.94

73 Kay Point SE Mr 0.93 active stable 0 74 34.24 10.39

74 Kay Point SE Mr 0.14 active stable 6.07 71.36 22.1 17.72

75 Kay Point SE Mr 0.09 active stable 12.59 69.63 15.23 25.96

76 Kay Point SE Mr 5.11 active stable 307.81 74.78 23.2 19.42

78 Kay Point SE Mr 0.09 active stable 31.08 90 7.97 25.91

79 Kay Point SE Mr 0.27 active stable 543.28 71.18 24.78 9.81

82 Kay Point SE Mr 0.05 active stable 11.91 45 3.96 17.57

83 Kay Point SE Mr 0.32 active stable 20.92 55.58 5.52 11.93

84 Kay Point SE Mr 0.03 active stable 63.88 35 3.6 7.51

85 Kay Point SE Mr 0.07 active stable 14.58 35 4.74 15.47

86 Kay Point SE Mr 0.85 active stable 137.29 58.52 4.68 8.13

88 Kay Point SE Mr 0.06 active stable 18.64 45 11.58 14.41

89 Kay Point SE Mr 0.04 active stable 0 45 18.48 14.74

90 Kay Point SE Mr 0.15 active stable 12.23 51.76 15.79 17.15

96 Phillips Bay L 0.31 active stable 64.23 0.7 5.85 7.02

97 Phillips Bay L 0.11 active stable 342.2 10 8.44 9.2

105 Kay Point SE Mr 0.1 active stable 1.59 31.39 30.52 24.94

108 King Point NW Mm 0.93 active stable 122.11 47.74 5.71 8.37

111 King Point SE L 0.09 active stable 38.81 31.61 3.16 7.41

112 King Point SE L 0.18 active stable 67.2 23.95 2.77 7.61

113 King Point SE L 0.03 active stable 1109.25 45 1.11 3.96

114 King Point SE L 0.03 active stable 24.2 35 1.19 5.06

115 King Point SE L 0.2 active stable 36.01 36.29 2.95 7.47

121 Sabine Point Mm 0.17 active stable 77.48 23.28 4.23 20.82

122 Sabine Point Mm 0.13 active stable 77.48 35 6.57 15.05

124 Shingle Point W Mm 1.91 active stable 137.28 25.15 21.3 10.81

125 Shingle Point W Mm 0.52 active stable 34.42 36.03 17.94 19.18

126 Shingle Point W Mm 0.44 active stable 42.11 39.62 12.82 5.17

127 Shingle Point W Mm 0.43 active stable 44.06 40.68 21.51 24.11

131 Shingle Point W Mm 0.11 active stable 20.57 27.06 14.03 7

133 Shingle Point W Mm 0.06 active stable 6.17 35 15.4 18.09

134 Shingle Point W Mm 0.04 active stable 0 35 16.58 7.6

164 Shingle Point W Mm 0.02 active stable 258.72 34.63 2.17 29.08

185 Shingle Point W Mm 0.06 active stable 29.28 35 3.51 21.25

187 King Point SE L 0.3 active stable 99.34 26.03 3.05 7.92

188 King Point SE L 0.24 active stable 99.34 29.68 2.49 7.12

212 Kay Point SE Mr 1.04 active stable 59.65 68.52 20.12 9.51

213 King Point NW Mm 2.61 active stable 10.98 29.47 38.74 13.71

215 Stokes Point SE L 0.13 active stable 0 45.64 8.27 15.28
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216 Roland Bay W Mm 0.07 active stable 630.19 47.27 4.83 10.12

217 Roland Bay W Mm 0.07 active stable 630.19 43.67 3.37 13.45

219 Roland Bay W Mm 0.16 active stable 47.31 45 5.07 8.13

222 Herschel Island E Mr 7.52 active stable 1.59 123.75 41.96 9.54

226 Phillips Bay NW Mm 1.66 active stable 161.51 52.51 10.85 8.85

229 Kay Point SE Mr 0.1 active stable 31.1 59.72 7.2 24.12

230 Kay Point SE Mr 0.6 active stable 1023.92 58.55 21.94 14.9

233 Herschel Island S Mr 0.45 active stable 103.83 258.66 5.63 9.37

256 Herschel Island S Mr 0.6 stable stable 12.85 219.8 6.46 5.46

296 Roland Bay W Mm 4.03 stable stable 22.07 45.78 8.43 10.22

300 Kay Point SE Mr 17.58 stable stable 49.61 63.61 22.26 13.19

301 Kay Point SE Mr 19.94 stable stable 19.15 67.23 28.43 15.24

302 Kay Point SE Mr 6.65 stable stable 31.08 74.22 26.91 16.44

304 Kay Point SE Mr 9.12 stable stable 543.28 69.45 22.04 13.99

306 Kay Point SE Mr 8.78 stable stable 11.91 57.47 29.04 12.27

308 Kay Point SE Mr 3.73 stable stable 18.64 50.66 27.88 13.26

309 Phillips Bay L 1.89 stable stable 64.23 0.7 6.66 12.75

313 Shingle Point W Mm 5.93 stable stable 6.17 23.55 21.51 12.6

314 Shingle Point W Mm 0.76 stable stable 20.57 26.74 18.43 20.12

315 Shingle Point W Mm 3.13 stable stable 34.42 39.18 15.47 21.19

316 Shingle Point W Mm 3.31 stable stable 29.28 33.88 15.68 13.75

317 Shingle Point W Mm 8.13 stable stable 137.28 27.62 25.47 13.94

355 King Point NW Mm 13.62 stable stable 10.98 29.47 32.31 23.08

357 Kay Point SE Mr 6.63 stable stable 12.59 72.45 22.13 17.84

361 Stokes Point SE L 0.04 stable stable 0 45.64 7.6 16.46

362 Stokes Point SE L 0.18 stable stable 0 51.68 6.87 13.92

363 Kay Point SE Mr 7.99 stable stable 27.67 72.07 35 14.54
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Table S3: Metadata for the 21 aerial photographs. 
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Abbreviations 

and Nomenclature 

Notation Meaning SI-Unit 

% percent; a number or ratio as a fraction of 100 

‰ per mille; a number or ratio as a fraction of 1000 

cm Centimetre 1×10-2 m 

°C Degree Celsius °C 

a Latin: annus; year 

AC Accumulation 

ACD Arctic Coastal Dynamics 

AL Active Layer depth m 

AMAP Arctic Monitoring and Assessment Programme 

BOR Border section 

BORs Border short GPS section 

BP Before Present (before 1950) 

CH Cliff height m 

CH4 Methane 

Chpt. Chapter 

Ci Change index 

CL Coastal Length m 

CLA Clarence Lagoon section 

CLAs Clarence Lagoon short GPS section 

CO2 Carbon dioxide 

CSRS-PPP Canadian Spatial Reference System- Precise Point Positioning 

C/N ratio Carbon/Nitrogen ratio 

DEM Digital Elevation Model 

DEW line station Distant Early Warning line station 

DGPS Differential Global Positioning System 

Dbm Depth to the bottom of massive ice m 

Dm Depth to the top of massive ice m 

DMI Thickness of the massive ice (Dbm-Dm) m 

DOA Loss of accuracy due to digitizing process 

DSAS Digital Shoreline Analysis System 

E East 

e Soil porosity 

E50-11 Erosion rate between 1952 and 2011 m a-1 

E70-11 Erosion rate between 1972 and 2011 m a-1 

EGR Ground resolution m 

EPR End Point Rate m a-1 

et al. Latin:et alii; and others 

ER Erosion 

F Annual Flux of SOC or sediment  kg a-1 

g Gram 1×10-3 kg 

GCP Ground Control Point 

h Thickness of a soil layer m 

ha Hectare 104 m² 

i.e. Latin: id est; that is 

IBA Important Bird Area 

INAC Indigenous and Northern Affairs Canada 

IPCC Intergovernmental Panel on Climate Change 

kg Kilogram 1 kg 

KAY Kay Point section 

KNG King Point section 

KNGs King Point short GPS section 



xii  Abbreviations and Nomenclature 

KOM Komakuk Beach section  

KOMs Komakuk Beach GPS section  

LiDAR Light Detection and Ranging  

LOA Loss of Accuracy m 

M Total Mass of material per soil column kg 

m Metre m 

m² Square metre m² 

m³ Cubic metre m³ 

MC Mass of SOC in a soil column kg 

MIS Marine isotope stage  

mm Millimetre 1×10-3 m 

Mi Massive Ice  

Ms Mass of mineral sediment in a soil column kg 

n Number of samples  

N Nitrogen; North  

NT Northwest Territories  

NRCan Natural Resources Canada  

NUN Nunaluk Spit section  

NUNs Nunaluk Spit GPS section  

NW North West  

Pg Petagram 1×1012 kg 

PEI Percentage of excess ice  

PI Pore Ice  

PIV Percentage of ice volume  

RCP Representative Concentration Pathways (for IPCC scenarios)  

RMS Root Mean Squared Error  

RTS Retrogressive Thaw Slump  

S1 Conservative shoreline projection scenario  

S2 Dynamic shoreline projection scenario  

S500 Slope 500m inland  

SE South East  

SHI Shingle Point section  

S_MEAN Mean slope of the slump floor  

SOC Soil Organic Carbon  

STO Stokes Point section  

 t  Temporal residual between two measurements a 

TC Total Carbon kg 

TerrOC Terrigenous Organic Carbon kg 

Tg Teragram 1×109 kg 

TN Total Nitrogen kg 

TOC Total Organic Carbon kg 

TP Tie Point  

U Uncertainty in shoreline position m 

UNESCO United Nations Educational, Scientific and Cultural Organization  

U.S. United States  

vol% per cent by volume  

W West  

WBP Workboat Passage section  

WHB Whale Bay section  

WI Wedge Ice  

Ws Mean ice wedge spacing m 

Wt Mean ice wedge width m 

yr year  

Z_MEAN Mean elevation above sea level m 

%wt Percent by weight  

δ13C Stable carbon isotope ratio  

δ13Corg Stable soil organic carbon isotope ratio  

ρb Dry bulk density  kg m-3 

ρi Bulk density of ice kg m-3 
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