
1. Introduction
Accelerated sea ice loss and the possibility of ice-free summers in the Arctic has increased the interest in po-
tential human activities in the far North (Stephenson et al., 2011). To address the planning and safety concerns 
associated with this, government and private agencies need better predictions of sea ice at subseasonal to seasonal 
timescales (Jung et al., 2016). Over the past few years, many operational centers are already starting to provide 
such forecasts with longer lead times, although the skill of these forecasts—and how to assess the skill in the first 
place—is still under question (Smith et al., 2015).

There are numerous metrics to measure and quantify the accuracy of a forecast against observation, or “true” 
conditions, depending on the variable in question (Wilks, 2019). Whether or not forecasts are considered skillful 
depends not only on the metric to measure the forecast error, but also what benchmark is used to measure skill 
against. The skill of the forecast produced by a particular forecast system can be compared against that of an 
earlier version of the same system (e.g., Balan-Sarojini et al., 2019), a different forecast system (e.g., Zampieri 
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et al., 2018, 2019), and also against a simpler reference forecast for benchmark (e.g., Pohlmann et al., 2004; Woert 
et al., 2004).

Model outputs are commonly compared against two observation-based reference forecasts: Climatology and 
Persistence. Climatology is based on the historical records for the given time of the year. Depending on the var-
iable, it can be a simple mean or a probabilistic estimate of a binary target as described below. In the presence 
of a significant seasonal cycle and for lead times longer than just a few days, a climatological forecast needs to 
change with lead time according to the evolving time of the year. Persistence, on the other hand, is maintaining 
the initial state of the variable—thus giving a constant output of the variable. A persistence forecast can also be 
constructed such that the seasonal evolution, estimated from previous years, is taken into account, resulting in an 
anomaly persistence forecast. For either of these benchmark approaches, a secular trend can be taken into account 
to derive a trend-adjusted variant of such a forecast (Van den Dool et al., 2006). By design, persistence has better 
forecast skill at shorter lead times, whereas climatology is more skillful at longer lead times when errors approach 
a saturation level due to chaotic error growth (Woert et al., 2004). Finally, a damped anomaly persistence forecast 
attempts to combine persistence and climatology in such a way that it gradually transitions from the persisted 
to the climatological state, thereby optimizing the skill of the forecast at intermediate lead times (Van den Dool 
et al., 2006; Wayand et al., 2019).

Anomaly persistence and damped anomaly persistence can be applied easily to continuous quantities on a grid-
cell per grid-cell basis and have been used as benchmark forecasts for quantities such as sea-surface tempera-
ture on decadal timescales (e.g., Pohlmann et al., 2004) and sea-ice concentration on seasonal timescales (e.g., 
Wayand et al., 2019). However, for spatial objects such as the ice-edge location (that corresponds to a binary, 
rather than a continuous, gridded field), it can be difficult to establish meaningful autocorrelations at longer 
timescales; anomalies in this case tend to migrate spatially with the seasonal cycle (e.g., Goessling et al., 2016), 
which means that initial anomalies at one location may not be relevant at the same location after some time, 
but they might still hold information about anomalies at a different nearby location. This spatial migration is 
not taken into account by existing approaches of damped anomaly persistence for sea ice concentration: The 
damped-anomaly benchmark in Wayand et al. (2019) applies an exponential decay of local sea ice concentration 
anomalies, and in the “ECMWFpres” system (detailed below), the initial sea ice concentration is kept fixed for 
15 days and then relaxed toward climatology. In contrast to these grid-cell by grid-cell methods, our approach 
utilizes sea ice anomalies for prediction in a more thorough way by transferring information across the domain 
and not just at increasing lead times.

In this study, we focus on sea ice edge and sea ice presence. For any daily data set of sea ice concentration (SIC), 
sea ice is considered to be present in all grid points with 15% or higher ice concentration. This gives a binary “ice 
versus no-ice” map for each day, and the 15% concentration contour effectively gives the ice edge. For a model 
output with multiple ensemble members, the ensemble mean of such binary maps results in a probabilistic meas-
ure of ice presence, termed sea ice probability (SIP), for each day. Similarly, taking the mean of such binary ice 
presence maps for the same date over a number of years in the past results in the climatological SIP for the date. 
While it is possible to create a climatological forecast using the concentration output from models, we will use 
the terms climatology and climatological forecast (CLIM) in this manuscript to refer only to the climatological 
SIP derived from the satellite-based concentration records, which is described in Section 2.1. Similarly, to derive 
a binary ice edge from a probabilistic forecast, the median contour (where SIP = 50%) is used to determine the 
boundary of ice presence, as used in Section 5.

In the case of ice edge, an important variable for marine activities in the Arctic, the mismatch between predicted 
and “true” ice edges can be quantified using the Spatial Probability Score (SPS; Goessling & Jung, 2018). The 
SPS (and its deterministic counterpart, the Integrated Ice Edge Error; see Goessling et al., 2016) determines the 
area where ice is either under forecast or over forecast in comparison to the true outcome. Palerme et al. (2019) 
compared the SPS to the (modified) Hausdorff distance (MHD; Dukhovskoy et al., 2015), another commonly 
used verification metric and determined that the SPS is more robust and less affected by isolated patches of ice. 
Therefore, we will primarily be using SPS as the comparison metric in this study, but will also use MHD to test 
whether our results are robust with respect to the choice of the metric.

In terms of lead-time, Zampieri et al. (2018, 2019) have shown that some operational subseasonal-to-seasonal 
(S2S) forecast systems are more skillful than climatology in predicting the location of the ice edge several weeks 
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ahead. After 1.5 months, however, even the most skillful dynamical forecast system is not performing better than 
climatology. This can be compared against perfect-model studies, which suggest that the ice edge position can 
be predictable up to 6 months ahead (Goessling et al., 2016), suggesting that forecast calibration (not applied 
in Zampieri et al., 2018, 2019) and/or forecast system improvements should in principle be possible. Moreover, 
simple initial-state persistence tends to outperform these uncalibrated dynamical systems for at least the first 
3–4 days, leaving a temporal window between about 4 and 45 days where the best system can be considered 
skillful beyond the simple benchmark methods (Zampieri et al., 2018, 2019). However, given the simplicity of 
strict initial-state persistence and climatology, the term skillful might be complacent in the sense that a less naive, 
but still simple, benchmark forecast method building on the concept of damped anomaly persistence may exhibit 
similar skill or even outperform existing dynamical forecast systems.

In this context, we have developed a method to predict the location of the sea ice edge that combines the cli-
matologically derived probability of ice presence with initial (present) anomalies of the ice edge. In contrast to 
previous damped anomaly persistence methods that propagate local sea ice anomalies forward in time on a per-
grid-cell basis, our method also propagates information spatially from the location of the initial ice edge to nearby 
locations where corresponding anomalies may not be visible at the initial time but only later, as the seasonal cycle 
advances. Here, we describe the method and an assessment of the forecasts produced. This paper is structured as 
follows: Data used for creating the forecasts are presented in Section 2, followed by a description of the applied 
verification metrics in Section 3. The Spatial Damped Anomaly Persistence (SDAP) method is described in de-
tail in Section 4. In Section 5, we go through the results from verifying the forecasts produced with our method 
compared against other traditional references, as well as against the performance of model-based S2S forecast 
systems. The paper concludes with a short discussion in Section 6.

2. Data
2.1. Sea Ice Concentration Observations

We have used the Global Sea Ice Concentration Climate Data Record from the Ocean and Sea Ice Satellite 
Application Facility (OSI SAF) to determine the climatological and initial sea ice edge. The data are labeled as 
OSI-450 for years 1979–2015 and is based on passive microwave measurements. From 2016 onward, OSI-450 
was extended as OSI-430b and is available with a 16-day latency. Alongside the microwave measurements, these 
products also use operational analyses and forecasts from the European Centre for Medium- Range Weather 
Forecasts (ECMWF) for atmospheric corrections. A near real time version of this record without the additional 
corrections is also available as OSI-430. All of the data are freely available on the OSI SAF website and further 
details regarding the processing are described by Lavergne et al. (2019). OSI-450 (and OSI-430b) records are 
given on a Lambert Azimuthal Equal Area polar projection, also known as the EASE2 grid. The two hemispheres 
are separated and the horizontal grid spacing is 25 km. Following this setup, our forecasts are also produced on 
the EASE2 grid at 25 km resolution for each hemisphere.

2.2. Subseasonal-to-Seasonal (S2S) Forecast Data

We compare the performance of our forecasts against the performance of the models from the Subseasonal to 
Seasonal (S2S) Prediction Project. The S2S database contains forecasts and reforecasts from several major oper-
ational centers. We have measured the uncalibrated concentration forecasts of five dynamical sea ice forecasting 
systems—the European Centre for Medium- Range Weather Forecasts (ECMWF), the Korea Meteorological 
Administration (KMA), Météo-France (MF), the National Centers for Environmental Prediction (NCEP), and 
the UK Met Office (UKMO). Alongside, we also used concentration forecasts from an older version of ECMWF 
(here named “ECMWFpres”) where the sea ice state is prescribed using initial persistence for the first 15 days and 
then relaxed toward climatology. Further description regarding the S2S project is given by Vitart et al. (2017). For 
a consistent comparison, all forecasts have been interpolated to a common grid with 1.5° horizontal resolution 
and only the period between 1999 and 2010 are considered in the analysis, in line with the analysis provided in 
Zampieri et al. (2018, 2019). We have, however, excluded the forecast from the Chinese Meteorological Admin-
istration (CMA) and increased the coverage of the sea mask used in this analysis.
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3. Verification Metrics
3.1. Spatial Probability Score

We are primarily using the SPS (Goessling & Jung, 2018) for verification of the sea ice forecasts, which is de-
fined as the spatial integral of the squared probability difference (i.e., the half-Brier Score) as:

SPS = ∫𝐴𝐴
(𝑃𝑃𝑓𝑓 (𝑥𝑥) − 𝑃𝑃𝑜𝑜(𝑥𝑥))2𝑑𝑑𝐴𝐴 

where Pf and Po are the forecasted and observed SIP. Since the S2S models provide ensemble forecasts of sea ice 
concentration, we can derive a continuous (non-binary) probability of ice presence. The resulting score, which is 
in area units, quantifies the area of mismatch between forecasts and observations. Measuring SPS of a determin-
istic or binary forecast results in the Integrated Ice Edge Error (IIEE; Goessling et al., 2016). We also use the SPS 
in our method for empirically optimizing the weights by which our initial binary (anomaly persistence) forecast 
of the ice-edge location is damped toward climatology, resulting in a probabilistic (damped anomaly persistence) 
forecast as detailed in Section 3.

3.2. Modified Hausdorff Distance

Given that we have used the SPS not only for evaluation but also for the empirical estimation of optimal damp-
ing weights (detailed below), we have also used a second verification metric to validate the skill of our method. 
The Modified Hausdorff Distance (MHD; Dukhovskoy et al., 2015; Palerme et al., 2019) measures the distance 
between two contours and the resulting score is in distance units. For two contours A and B, with points a and b 
in each, MHD is defined as:

MHD(𝐴𝐴𝐴𝐴𝐴) = max {mean𝑎𝑎∈𝐴𝐴𝑑𝑑(𝑎𝑎𝐴 𝐴𝐴); mean𝑏𝑏∈𝐴𝐴𝑑𝑑(𝑏𝑏𝐴 𝐴𝐴)} 

Since MHD only considers the ice edge (and not the probability of ice presence), the ice edge has been derived 
from each probabilistic forecast using the SIP = 50% contour. As SPS and MHD measure forecast skill quite 
differently, using both metrics can reveal whether or not the forecasts from our method are skillful independent 
of the verification metric used.

4. Spatial Damped Anomaly Persistence (SDAP) Method
The steps toward creating the SDAP forecast of the ice edge location can be divided into two main phases. In the 
initialization phase, the initial anomaly in ice edge location is first derived from the climatological Sea Ice Proba-
bility (SIP; the probability of sea ice concentration exceeding 15%) at points constituting the initially observed ice 
edge and then inherited (projected using nearest-neighbor interpolation) from the initial ice edge to each point of 
the (quasi-) global grid. In the forecasting phase, the inherited anomaly and the climatology valid for the forecast 
target date are compared to determine; first, a deterministic ice edge forecast by specifying “ice” versus “no ice” 
at each grid point corresponding to a binary anomaly persistence forecast and second, a probabilistic forecast 
by relaxing the deterministic forecast toward climatology resulting in a damped anomaly persistence forecast. A 
schematic overview of the whole procedure is provided in Figure 2.

Our method, detailed in the following, propagates the initial anomalies in local sea ice extent in space by spatial 
inheritance, and then uses the anomalies to predict SIP in time based on the seasonal evolution of the climato-
logical sea ice probability. The rationale of this approach is based on the assumption that anomalies, especially 
in the ice and ocean state associated with an ice edge anomaly, have a certain spatial and temporal correlation 
length. For example, if the ice edge extends further than usual into the ocean, this might have been caused ther-
modynamically by colder-than-usual regional temperatures (e.g., due to anomalous atmospheric circulation) that 
would also have caused thicker-than-usual and/or denser floes in the adjacent pack ice and colder-than-usual 
sea-surface temperatures (SST) in the adjacent open ocean. If this situation occurred during the melt season, 
the thicker-than-average ice would hamper the ice-edge retreat; if it occurred during the freeze season, the cold-
er-than-average SST would facilitate the ice-edge advance.
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For both initialization and forecasting phases of the method, we make use of the climatological sea ice proba-
bility (SIP) at each grid point, derived as the fraction of years in the preceding 10 years with ice concentration 

𝐴𝐴 𝐴 15% at the same date. For initialization, we use the climatological SIP for the initial date (hereby referred to as 
CLIM_init) and for forecasting, the climatological SIP for the target date (hereby referred to as CLIM_target). 
The climatological SIP for each date is also one of the traditional reference forecasts used in the result section, 
where it is simply referred to as CLIM. For each date, a Gaussian filter with a radius of 220 km is applied to 
smoothen the climatological probability field. This results in smooth SIP contour lines that are advantageous for 
the subsequent steps.

4.1. Initialization Phase

The initial ice edge, defined as the 15% contour of ice concentration on the initialization date, is overlaid on 
CLIM_init. For every point along the initial edge contour, the anomaly is first measured by subtracting the clima-
tological SIP at the nearest grid cell from median probability (50%). If the ice edge is in a region of high (or low) 
climatological probability, the anomaly is negative (or positive). In other words, if the local ice extent (region 
with ice present) is smaller (or larger) than the climatological median, the ice edge should be in a region of high 
(or low) climatological probability and the anomaly is negative (or positive). Next, these anomalies are copied 
from the initial edge to the climatological median contour (corresponding to 50% ice-presence probability) using 
nearest-neighbor match to find the closest points. This intermediate step helps avoid biased patterns of spatial 
inheritance that otherwise occur due to geometrical effects (not shown). The anomaly is then passed (spatially 
“inherited”) to the full grid, using a nearest-neighbor search to find the closest point on the climatological median 
contour from each grid cell, resulting in a map as shown in Figure 1b.

In some cases, a grid cell that has (does not have) ice in the initial observation might inherit a strong negative 
(positive) anomaly from the median, which causes the initial forecast at day 0 to not have (have) ice in the grid-
cell. This initial mismatch generally occurs in cases where the observational gradient of ice presence is locally 
reversed compared to the climatological gradient of ice presence probability. The problem is simply solved by 
checking the initial day forecast and replacing the anomaly inherited from the climatological median with the 
anomaly at the grid cell (i.e., 50% minus the climatological probability of ice presence) for grid cells with an 
initial mismatch. This step, labeled as initial state correction in the schematic, results in an adjusted probability 
anomaly map (Figure 1c) that can be persisted in time and used for forecasting.

4.2. Forecasting Phase

Using the adjusted anomaly map from the initialization phase (Figure 1c), a forecast for any lead time can be 
created by simply adding the anomaly to the climatological SIP (CLIM_target) at each grid cell for the target date 
and then using a 50% threshold. For example, if we initialize our forecast on September 1 and want to forecast the 
sea ice edge 29 days later, then we add the anomaly from September 1 to the climatological SIP for September 
30 (Figure 1d). For every grid point, if the resulting probability is 50% or more, then we assign that point to be 
ice-present. This gives a map of 1 (ice) and 0 (no-ice) which is our deterministic (binary) Spatial Anomaly Per-
sistence forecast (SAP) of ice presence (Figure 1e).

The binary SAP forecast, corresponding to a single sharp ice edge, does not take into account that the spatial and 
temporal correlation scales of anomalies are limited. For example, an initial ice edge anomaly in March obvi-
ously carries much less information about ice edge anomalies in the following September, when (in most Arctic 
regions) the ice edge will be far away from the initial location, and sufficient time will have passed to turn initial 
anomalies into largely uncorrelated anomalies. Therefore, we create a probabilistic ice forecast by damping our 
deterministic forecast toward climatology. For each lead-time, a damped probabilistic forecast is obtained as the 
weighted average of the deterministic prediction and the climatological probability. The optimal anomaly weights 
are determined by using a training set of forecasts, where we compute the SPS for anomaly weights between 0 
and 1 in steps of 0.05, for each combination of lead time and initial time of the year and finding the weights that 
minimize the error. The optimized anomaly weights for each hemisphere (described in Section 5.2) can then be 
used for other, independent, years to get the probabilistic Spatial Damped Anomaly Persistence (SDAP) forecast 
(Figure 1 inset “f”).
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In our study, we initialize the forecasts at the start of each month between 1989 and 2020 and make predictions 
of the ice edge for the following year. The first 10 years of the period are used for empirical training to determine 
the anomaly weights (see Figure 6) and are thus excluded from the analysis. The remaining 22 years (1999–2020) 
have been used for the evaluation shown in the results below. For comparison against the forecasts from dy-
namical models in the S2S data set (Section 5.4), the forecasts from our method were interpolated to the coarse 
1.5°S2S grid and only years 1999–2010 were used as in Zampieri et al. (2018, 2019).

5. Results
Here, we present the evaluation of the forecasts from our method compared against other traditional benchmarks 
for ice edge forecast as well as against forecasts from dynamical models in the S2S data set. Alongside climato-
logical SIP (here referred to as CLIM) and initial-state persistence (PERS), the 50% contour of the climatological 
probability has also been used to generate a binary forecast—the climatological median (CLIM-MED). Similarly, 
the 50% contour of the spatial damped anomaly persistence (SDAP) has been used to generate a median damped 

Figure 1. Map of the Arctic domain showing the climatological probability field for first of September 2020, and steps of the forecasting method (in insets) for the 
region selected. Insets “b” and “c” show the inherited and adjusted anomaly fields, “d” shows the climatological probability field for the target date (30 September, 
2020), “e” shows the Spatial Anomaly Persistence forecast and “f” shows the Spatial Damped Anomaly Persistence forecast for the target date. In each panel, the 
red line denotes the 15% contour of the observed ice concentration for the relevant date while the dashed black lines show the 10%, 50%, and 90% contour of the 
climatological probability field. Maps “b” and ”c” use the Anomaly color scale while all other maps use the Sea Ice Probability color scale. Further details are in the 
text.
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Figure 2. Schematic showing the steps taken to generate the Spatial Damped Anomaly Forecasts. Alongside the two phases described in the text (Initialization and 
Forecasting), the steps for creating the climatological SIP (CLIM) for each day-of-year (doy) are also shown separately. The blue panels represent the input data, cyan 
panels represent CLIM and red panels represent the forecast outputs. The gray panels show intermediate products that are used for several forecasts. The maps and 
contours mentioned in the steps of the schematic can be seen in various panels of Figure 1. Further details are given in the text.
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anomaly persistence forecast (SDAP-MED), which is different from the binary Spatial Anomaly Persistence 
forecast (SAP) described in Section 4.2.

5.1. Comparison Against Traditional Benchmarks

The SPS result of all forecasts, averaged between 1999 and 2020 and across all seasons (Figure 3), reveals that 
the performance of the SAP forecast is better than CLIM up to day 15 and better than CLIM-MED up to day 39 in 
both hemispheres. The performance of SDAP is better than SAP, outperforming CLIM at 2 months of lead time 
by an average of 0.03 million km2 in the Arctic (0.04 million km2 in the Antarctic). While SAP forecasts show 
an improvement over simple persistence from day 6, SDAP is better from day 3. The method design enables this 
forecast to perform at least as well as CLIM even at long lead times, leading it to be the most skillful forecast in 
this comparison set at all lead times, except the first 2–3 days where PERS is marginally better.

As mentioned in Section 3.1, SPS of binary forecasts is the same as their Integrated Ice Edge Error. Since SPS 
rewards the probabilistic information in a forecast (Goessling & Jung, 2018), both CLIM and SDAP have a clear 
advantage over their binary counterparts. CLIM-MED has a near constant skill loss of 0.3 million km2 in the 
Arctic (0.5 million km2 in the Antarctic) compared to CLIM. The error of SDAP-MED is low initially (similar 
to the other anomaly forecasts) and converges toward the error of CLIM-MED, similar to how the error of SDAP 
converges toward the error of CLIM.

Given that our methodology uses the SPS to optimize the anomaly weights, it is possible that using the SPS also 
as a verification metric leads to an overestimation of the skill. We thus also use the Modified Hausdorff Distance 
(MHD) as an independent verification metric, although the MHD can be applied only to the binary (medi-
an-based) forecast variants. While this verification method measures the forecast skill quite differently compared 
to SPS (Palerme et al., 2019), repeating the evaluation of the binary forecast variants with the MHD instead of 
the SPS overall provides a very similar picture: The SDAP-MED forecast outperforms the CLIM-MED forecast 

Figure 3. Spatial Probability Score (SPS) at increasing lead times (in days) for all forecasts averaged across all forecasts initialized between 1999 and 2020. The two 
dashed lines (CLIM-MED and SDAP-MED) are binary forecasts derived by assigning the ice edge at the 50% contour of the probabilistic forecasts (CLIM and SDAP). 
Further details are in the text.
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throughout the lead-time range, the undamped (SAP) forecast outperforms the CLIM-MED forecast up to 60 days 
lead time in the Arctic (43 days in the Antarctic), and simple persistence outperforms the other forecasts only 
slightly during the first few days (Figure 4). The confirmation of the overall results with an independent metric 
provides additional confidence in our reference forecast method.

The previous analysis was based on outputs averaged over the entire time period. Given the strong seasonal cy-
cle of Arctic sea ice and the processes that dominate the sea ice budget, we now assess the performance of our 
method as a function of season. The SPS for SDAP forecasts generally increase with lead time for all initialization 
months, approaching and mimicking the SPS of the climatological forecast (Figure 5). The errors are on average 
higher for the summer period in both hemispheres and also during the late winter in the Arctic when the sea ice 
is at its largest extent. These seasonal cycles can be linked to corresponding variations of the ice edge length, 
although the December/January SPS maximum in the Antarctic is more likely related to enhanced interannual 
lateral ice edge variability (Goessling et al., 2016).

5.2. Anomaly Weights

As mentioned above, the deterministic anomaly forecasts are damped by empirically determined weights and 
added to an inversely weighted climatology to derive the probabilistic anomaly forecast. The weights, derived 
independently for each hemisphere (see Figure 6) using SPS results from the optimization period of 1989–1998, 
reveal the timescale at which information from the initial anomalies is lost and climatology becomes more in-
formative. By day 30, the initial-anomaly weights decrease to 50% for most initializations, but most forecasts 
have not been completely damped to climatology even at 3 months of lead time. In both hemispheres, the anomaly 
weight stays high for a longer period at the end of the summer melt season—August/September in the Arctic and 
February in the Antarctic.

The weight of the anomaly is not always decreasing monotonically (Figure 6), although the influence of initial 
conditions should generally decrease with time. While some intermittent fluctuations can be caused by sampling 

Figure 4. Same as Figure 2, but for Modified Hausdorff Distance (MHD) of the binary forecasts compared to the observed ice edge.
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uncertainty due to the limited optimization period, we argue that some of this can be linked to what is known as 
reemergence of sea ice anomalies (Blanchard-Wrigglesworth et al., 2011): When over the course of the seasonal 
cycle, the (climatological) ice edge first migrates away from the initial location and then later returns to a similar 
location, the initial ice edge anomalies may carry more information for that later state than for the earlier—but 
more remote—intermediate state. This seems to be the case in particular for the Arctic forecasts initialized at the 
beginning of August, which exhibit a local minimum of the anomaly weight around days 35–40 (around the sea 
ice minimum) and higher weights again thereafter until around day 70 (Figure 6). The increased anomaly weight 
acts to keep the associated forecast error below the error of climatology for longer compared to other initialization 
months (Figure 5).

5.3. September 2020 as an Illustrative Example

To illustrate our forecast method, we now consider the example of the Arctic ice edge with the initial condition 
on 1 September 2020, as shown in Figure 1. Sea ice extent in the Arctic during September 2020 was the second 
lowest in satellite records and during October 2020 was the lowest October ice extent measured (NSIDC, 2020). 
Persistent offshore winds from the Siberian coast, associated with a positive phase of the Arctic Oscillation (AO) 
during the preceding winter, meant that the Eurasian parts of the Arctic were mostly ice-free and had strong neg-
ative anomalies (as seen in Figure 1b).

SDAP forecasts in this particular case are better in the American part of the Arctic than in the Eurasian part 
(Figure 7). The forecasts correctly suggest that positive anomalies would persist in the southeastern Beaufort Sea 
(on the left in each panel) until the end of the month, and even the persistence of the ice-free patch within the ice 
cover of the Beaufort Sea is correctly forecast, although the position is shifted. In the Greenland Sea and Fram 
strait, the forecasts are fairly accurate at days 15 and 30, and still better than the climatological median at day 45. 
North of the Laptev Sea, the forecast retains the initial negative anomalies—as dictated by the concept of anoma-
ly persistence—and thus shows a similarity in shape to the initial ice edge. While a small patch remains accurately 
ice-free at day 30, the overall forecast in this region shows an expansion of the high-probability areas toward the 

Figure 5. Spatial Probability Score for the first 120 days of Spatial Damped Anomaly Persistence forecasts initialized at the start of each month (as represented by the 
colored lines), alongside CLIM for each date (black continuous line), with results averaged between 1999 and 2020.
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coast following the seasonal evolution of the climatological probabilities. By contrast, the actual ice edge does not 
follow the usual seasonality but remains largely unchanged, thereby developing even stronger negative anomalies. 
The SDAP forecast remains better than climatology, but the anomaly intensification is not captured. This high-
lights the limitation of the SDAP approach, given that it is based on the persistence of anomalies.

North of Franz Joseph Land, the initial anomaly is strongly negative, yet there is ice present along the island 
coasts (in a positive anomaly region), allowing some parts of the median edge to inherit positive anomalies. 
Depending on the exact position of a grid cell in relation to the median and ice-edge contours, it might inherit 
different anomalies and predict different ice conditions. This can result in some discontinuity artifacts in the 
SDAP forecasts, as seen in this region at day 45, where some grid cells of the ocean in this region have a lower 
probability of ice presence than the surrounding region or show discontinuity in the SDAP-MED contour. We 
discuss this issue further in Section 6.

5.4. Comparison Against S2S Data Set

The main motivation for this study is to use the damped anomaly forecast as a reference benchmark for evaluating 
dynamical sea ice models. Therefore, here, we compare the performance of the forecasts from this method against 
those from the S2S Prediction database (Vitart et  al.,  2017), in line with the analyses presented in Zampieri 
et al. (2018, 2019). The results for the S2S models shown here are similar to those found by Zampieri et al. (2018, 
2019), although the scores have increased throughout due to the use of a larger sea mask. The SDAP forecasts for 
years 1999–2010 were remapped to the common 1.5°S2S grid for this analysis and this has led to an increase in 

Figure 6. Anomaly weights for the Spatial Damped Anomaly Persistence (SDAP) forecast as a function of initialization month and lead time (first 120 days). These 
weights determine the ratio of Spatial Anomaly Persistence forecast to climatology in the SDAP forecast and are measured using the optimization of Spatial Probability 
Score as described in the text.
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forecast error relative to climatology—in contrast to the evaluation on the OSI-SAF grid (Figure 2), the SDAP 
error now reaches and slightly surpasses the climatological error around a 60-day lead time in the Arctic (Figure 8 
left; see also Figure S2 in Supporting Information S1).

The undamped (thus binary) SAP forecast has a similar forecast skill as UKMO and KMA in both hemi-
spheres (Figure 8), despite the fact that these forecast systems have the advantage of providing ensemble-based 

Figure 7. Observed sea ice conditions in the Arctic for 1 September 2020 and the corresponding Spatial Damped Anomaly Persistence (SDAP) forecasts at lead times 
of 15, 30, and 45 days. In each of the panels, the black lines show the contours of climatological probability (10%, 50%, and 90%) and the green line shows the median 
contour of SDAP forecast, while the red line shows the actual observed ice edge on the respective date.
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probabilities rather than a binary ice edge. The damped (thus probabilistic) SDAP forecast in the Arctic clearly 
outperforms UKMO and KMA and is about as skillful as ECMWF. The latter is the best-performing model in the 
S2S set (Zampieri et al., 2018, 2019) and (without calibration) the only one that is more skillful than climatology 
beyond day 15 in the annual average. In the Antarctic, our SDAP method even outperforms the (uncalibrated) 
ECMWF ensemble, in particular beyond a 20-day lead time when the ECMWF system appears to develop biases 
so that climatology provides a better forecast beyond a 32-day lead time.

We also compare the performance of the SDAP forecasts against those from the S2S data set using Modified 
Hausdorff Distance (MHD; Figure S1 in Supporting Information S1). Due to the differences in the method, in-
cluding that MHD can be applied only to binary forecasts (based on the median ice edge where applicable), MHD 
measurements do not precisely mirror the results of the SPS measurements (for all models). Yet the ranking of 
the models is similar and the anomaly forecasts have a high skill compared to most other models or climatology. 
The average MHD of the ECMWF forecasts is again the lowest in the S2S set, except at short lead times below 
12 days. The SDAP forecasts outperform the ECMWF forecasts in the short range and roughly match the skill of 
ECMWF at longer lead times, particularly in the Antarctic.

6. Summary and Conclusion
This paper describes a novel method to forecast the presence and extent of sea ice in the Arctic or Antarctic 
based on persistence and damped persistence of probabilistic anomalies. The method requires only historical and 
initial ice presence information to make the predictions, yet remains more skillful than climatological forecasts 
at month-long lead times. This is in contrast to most of the models from the S2S database, of which (without 
calibration) only one model performs better than climatology beyond 12 days of lead time.

The SDAP method uses the probabilistic anomaly from the initial date, which is spatially distributed (“inherited”) 
by a nearest-neighbor search, and adds it to the climatology of the target date to generate a deterministic anomaly 

Figure 8. Spatial Probability Score for forecasts from the subseasonal to seasonal data set, alongside climatology (CLIM), initial state persistence, Spatial Anomaly 
Persistence and Spatial Anomaly Damped Persistence forecasts, averaged across all seasons and years between 1999 and 2010.
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persistence forecast. With increasing lead time, the deterministic anomaly is damped to generate a probabilistic 
forecast. At longer lead times, one can expect that dynamical and thermodynamical processes cause the initial 
anomalies to be less informative. Therefore, the method has been designed to increase the damping with time 
and converge to climatology at long lead times. The anomaly weights, determined empirically using the refore-
casts between 1989 and 1998, show that initial anomalies remain highly informative (weight 𝐴𝐴 𝐴 30%) for about 
20–30 days in most months and even longer in late summer. It is likely that in the Arctic, as the climatological ice 
edge shifts with the continued decrease in ice extent, the optimal damping should also change.

We note that there are instances of sharp spatial transitions in the anomalies inherited to the grid (as described in 
Section 5.3) due to the spatial distribution of the initial ice edge. Spatially smoothing the anomaly before passing 
it to the grid or limiting the nearest-neighbor search to the main ice pack could smoothen the transition. Explicitly 
adding a spatial component to the damping might also be better than using a pan-Arctic anomaly weight that 
evolves only with lead time. This might also have the potential to implicitly capture the reemergence of anoma-
lies when the ice edge returns to a location over the course of the seasonal cycle after the extent has reached its 
maximum or minimum. Nevertheless, the empirical approach used here, while simplistic, gives a good estimation 
of the overall decrease in the information content of the anomalies.

While our results show that the damped anomaly forecast outperforms most of the models in the S2S data set, it 
must be noted that the skill of the dynamical sea ice models would be higher than shown after bias correction or 
other forms of forecast calibration, which is standard for forecasts of other predictands at subseasonal-to-seasonal 
timescales. Forecast calibration remains challenging for sea ice, although promising approaches have recently 
been suggested (e.g., Director et al., 2017; Dirkson et al., 2019). Some of the models have only a small number 
of ensemble members (for example KMA and UKMO both have 3 members each). This means a higher dis-
cretization of SIP, which can also lead to an increase in the SPS measurement. Moreover, the resolution of the 
common S2S grid is low, and forecast skill was found to deteriorate after interpolation into this grid (Figure S2 
in Supporting Information S1). It is possible that measuring the performance of the S2S models on their native 
grid would have resulted in a higher skill. The models output several variables, whereas our method is designed 
to only forecast ice presence. Using another variable for forecast verification or simply using a different concen-
tration threshold could also result in a higher prediction skill for the dynamical models as shown by Zampieri 
et al. (2019).

The SDAP method, applied here for predicting ice presence equivalent to 15% or more sea ice concentration, 
could also be used for predicting other binary fields. Considering sea ice concentration, Mizuta et al.  (2008) 
proposed a different probabilistic method to estimate ice concentration by combining individual predictions for 
different concentration thresholds; while the method is quite different, a similar framework for our method can be 
used for estimating ice concentration or thickness by using several binary levels.

To conclude, the method proposed here is on average as skillful as the ECMWF forecast system, which is the 
most skillful one in the S2S database. Comparing only against persistence and climatology can give the impres-
sion that sea ice forecasts from some of the S2S forecast systems can already be regarded as “skillful” and thus of 
potential value for users. However, using a more challenging benchmark such as the spatial damped anomaly per-
sistence (SDAP) method introduced here reveals that dynamical forecast systems still have some way to go until 
they can generate substantial value beyond much simpler methods. We hope that, by including more challenging 
benchmark forecast methods such as ours in their evaluation workflow, other researchers and forecasting centers 
can build a better basis to improve their sea-ice forecast systems.

Data Availability Statement
All data analyzed here are openly available. The OSI-SAF sea ice concentration product can be retrieved 
from the MET Norway FTP server at ftp://osisaf.met.no/reprocessed/ice/. The S2S forecasts data can be re-
trieved from the ECMWF data portal at http://apps.ecmwf.int/datasets/data/s2s/levtype=sfc/type=cf/. 
The codes used here for generating the forecasts are available online at https://github.com/earthlybimo/
SpatialDampedAnomalyPersistence-SDAP.

ftp://osisaf.met.no/reprocessed/ice/
http://apps.ecmwf.int/datasets/data/s2s/levtype=sfc/type=cf/
https://github.com/earthlybimo/SpatialDampedAnomalyPersistence-SDAP
https://github.com/earthlybimo/SpatialDampedAnomalyPersistence-SDAP
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