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“A future snow radar system with a smaller footprint may be needed

to address the challenge of the air–snow interface [- -].”

— Section 7.2.2. Sea ice in MacGregor et al. (2021)





Abstract

Snow is a key factor in the sea-ice and Earth’s climate systems that modifies the physical,

climatic, and biogeochemical processes taking place. One of its most important impacts is in

regulating sea-ice growth and melt. Despite its importance, little is known about the spatial

and temporal distribution of snow depth on sea ice on the regional to global scales. Snow is

tightly coupled to the highly dynamic sea-ice and atmospheric conditions and it is, therefore,

very heterogeneous and constantly evolving both in space and in time. As a spatially and

temporally representative, global, year-round product of snow depth observations on sea

ice does not exist to this date, applications often have to rely on climatological values that

do not necessarily hold true in the rapidly warming global climate. The unknown properties

directly translate into the uncertainty of the result.

This dissertation takes on the ambitious goal of working toward full characterisation of

the snow and sea-ice layers. To achieve that, the focus is on advancing microwave radar

retrievals of snow depth on sea ice. Enhanced snow depth observations will enable improv-

ing other measurements of sea-ice related parameters, most importantly sea-ice thickness,

and in joint analysis of coincident sea-ice measurements estimating sea-ice bulk density be-

comes possible.

In the first step, field experiments with ground-based C and K band pulse radars are car-

ried out to investigate microwave penetration into the snow cover. The results show the K

band microwaves expectedly reflect from the snow surface while the C band microwaves

penetrate closer to the snow-sea-ice interface potentially enabling dual-frequency snow

depth retrieval in less than half of the studied cases and only on first-year ice.

In the second step, radar measurements of snow depth on sea ice are upscaled by using

an airborne radar in the western Arctic Ocean in 2017–2019. A high-sensitivity, ultrawide-

band, frequency-modulated continuous-wave (FMCW) radar is integrated to the instrument

configuration of the Alfred Wegener Institute’s (AWI) IceBird sea-ice campaigns. Snow depth

retrievals with a custom algorithm based on signal peakiness from the radar measurements

at a low altitude of 200 ft show good consistency against high altitude measurements at

1500 ft, which are comparable to previous acquisitions. At the nominal low altitude of the

IceBird surveys, the small, two-metre radar footprint increases the spatial resolution and re-

duces the effect of off-nadir targets. Validation against ground measurements reveal a sub-

centimetre mean bias, which is below the sensor resolution. As the main result of this step,

the AWI IceBird surveys are now capable of discriminating between the snow and sea-ice

layers.
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In the third step, the full AWI IceBird sensor configuration, including airborne laser, radar,

and electromagnetic induction sounding instruments, is exploited by collocating the coinci-

dent thickness and freeboard measurements and tracking the locations of air–snow, snow–

sea-ice, and sea-ice–water interfaces for more than 3000 km along survey paths over differ-

ent sea-ice types. Assuming values for snow and sea-water densities and that the sea-ice

cover is in isostatic equilibrium, it is possible to derive sea-ice bulk density. The results show

that the ice-type averaged densities for first-year and multi-year ice are higher than and do

not differ as much as widely used values from previous studies. This highlights the demand

of algorithms to adapt to changing sea-ice density in satellite altimetry retrievals of sea-ice

thickness. Finally, a negative-exponential parametrisation of sea-ice bulk density is derived

using sea-ice freeboard as the predictor variable for future applications.

In conclusion, this dissertation takes important advancing steps in characterising the

snow and sea-ice layers. Previously, the airborne AWI IceBird surveys carried out in late-

winter were only able to measure the combined thickness of the snow and sea-ice layers but

now, after successful integration of the FMCW radar and in combination with the airborne

laser scanner measurements, it is possible to track the locations of all three interfaces bound-

ing the snow–sea-ice system. Such airborne multi-instrument measurements of snow depth,

sea-ice thickness, and freeboard are important data sets in their own right to complement

the scarce observations of sea-ice related parameters in remote areas of the polar regions,

but a joint analysis allows deriving further key parameters like sea-ice density. The results

of this dissertation can be applied to improve retrievals of geophysical sea-ice parameters

from the soon 30-year long satellite altimetry data record, which in turn will contribute to

enhance monitoring the climate-sensitive sea-ice cover and modelling future projections of

the changing global climate.
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Tiivistelmä

Lumi on keskeinen tekijä merijää- ja maapallon ilmastojärjestelmissä, sillä se muuttaa

fysikaalisia, ilmastollisia ja biogeokemiallisia prosesseja ja ennen kaikkea säätelee merijään

kasvua ja sulamista. Merkityksestään huolimatta lumen määrän alueellisesta ja ajallisesta

jakautumisesta merijäällä tiedetään vain vähän. Lumi on tiiviisti sidoksissa erittäin dy-

naamisiin merijää- ja ilmakehäolosuhteisiin, ja siksi se on hyvin heterogeeninen ja muuttuu

jatkuvasti sekä paikassa että ajassa. Koska toistaiseksi ei ole olemassa alueellisesti ja ajal-

lisesti edustavaa, maailmanlaajuista, ympärivuotista tuotetta merijään lumensyvyyshavain-

noista, sovelluksissa joudutaan usein turvautumaan klimatologisiin arvoihin, jotka eivät

välttämättä pidä paikkaansa nopeasti lämpenevässä globaalissa ilmastossa. Tuntemattomat

ominaisuudet heijastuvat suoraan tuloksen epävarmuuteen.

Tämän väitöskirjan kunnianhimoisena tavoitteena on pyrkiä lumi- ja merijääkerrosten

täydelliseen karakterisointiin. Sen saavuttamiseksi keskitytään lumen syvyyden mikroaalto-

tutkahavaintojen edistämiseen merijäällä. Paremmat lumensyvyyshavainnot mahdollista-

vat muiden merijäähän liittyvien parametrien mittausten parantamisen, tärkeimpänä meri-

jään paksuus, ja samanaikaisten merijäämittausten yhteisanalyysissä merijään tiheyden

arvioiminen tulee mahdolliseksi.

Ensimmäisessä vaiheessa tehdään kenttäkokeita maanpäällisillä C- ja K-taajuuskaistan

pulssitutkilla ja tutkitaan mikroaaltojen tunkeutumista lumipeitteeseen. Tulokset osoitta-

vat, että K-kaistan mikroaallot heijastuvat odotetusti lumen pinnasta, kun taas C-kaistan

mikroaallot tunkeutuvat lähemmäs lumen ja jään rajapintaa mahdollistaen lumensyvyyden

määrittämisen alle puolessa tutkituista tapauksista ja vain yksivuotisella jäällä.

Toisessa vaiheessa merijään lumensyvyyden tutkamittaukset tuodaan isompaan mit-

takaavaan käyttämällä lentokoneeseen asennettua tutkaa Pohjoisen jäämeren länsiosissa

vuosina 2017–2019. Korkeaherkkyyksinen, ultralaajakaistainen taajuusmoduloitu kantoaal-

totutka (engl. frequency-modulated continuous-wave, FMCW) integroidaan Alfred We-

gener -instituutin (AWI) IceBird-merijääkampanjoiden laitekokoonpanoon. Lumensyvyy-

den määritys räätälöidyllä algoritmilla, joka perustuu tutkamittausten signaalihuippuihin,

osoittaa hyvää johdonmukaisuutta, kun verrataan matalalla 200 jalan korkeudessa ja 1500

jalan korkeudessa tehtyjä mittauksia, joista jälkimmäiset ovat vertailukelpoisia aiempien

mittausten kanssa. IceBird-tutkimusten matalalla nimelliskorkeudella tutkan valaisema

pinta-ala on pieni, halkaisijaltaan kaksimetrinen, mikä parantaa spatiaalista resoluutiota ja

vähentää nadiirin ulkopuolella olevien kohteiden vaikutusta. Validointi maamittauksiin ver-

rattuna paljastaa alle senttimetrin keskimääräisen vinouman, mikä on alle sensorin resoluu-
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tion. Tämän vaiheen tärkein tulos on AWI IceBird -mittausten kyky erottaa lumi- ja meri-

jääkerrokset toisistaan.

Kolmannessa vaiheessa hyödynnetään koko AWI IceBird -mittalaitekokoonpanoa, joka

sisältää laser-, tutka- ja sähkömagneettisen induktioluotausmittalaitteen. Samanaikaiset

mittaukset lumi- ja merijääkerrosten paksuuksista sekä lumi- ja merijääpinnan korkeudesta

vedenpinnan yläpuolella mahdollistavat ilman ja lumen, lumen ja merijään sekä merijään

ja veden rajapintojen seuraamisen yhteensä yli 3000 km pitkillä tutkimuslinjoilla sisältäen

eri merijäätyyppejä. Olettaen, että lumen ja meriveden tiheydet tiedetään ja että meri-

jääpeite on isostaattisessa tasapainossa, voidaan laskea merijään tiheys. Tulokset osoittavat,

että yksivuotisen ja monivuotisen jään keskimääräiset tiheydet ovat suurempia kuin aiem-

missa tutkimuksissa yleisesti käytetyt arvot eivätkä poikkea toisistaan yhtä paljon. Tämä

tulos korostaa, että satelliittialtimetriaan perustuvien merijään paksuutta arvioivien algorit-

mien tulee mukautua muuttuvaan merijään tiheyteen. Lopuksi johdetaan tulevia sovelluk-

sia varten merijään tiheydelle negatiivis-eksponentiaalinen parametrisointi, jossa käytetään

ennustemuuttujana merijään pinnan korkeutta vedenpinnan yläpuolella.

Yhteenvetona todetaan, että tässä väitöskirjassa otetaan tärkeitä edistysaskeleita lumi-

ja merijääkerrosten kuvaamisessa. Aikaisemmin lopputalvisin tehdyillä AWI IceBird -

lentomittauksilla pystyttiin mittaamaan vain lumen ja merijään kokonaispaksuutta, mutta

nyt FMCW-tutkan onnistuneen integroinnin jälkeen ja yhdessä laserskannerin mittausten

kanssa on mahdollista mitata lumi–merijää-järjestelmän kaikkien kolmen rajapinnan sijain-

nit. Tällaiset lumensyvyyden, merijään paksuuden sekä merijään ja lumen pinnan korkeu-

den samanaikaiset mittaukset useilla eri mittalaitteilla ovat jo itsessään tärkeää tietoa, jotka

täydentävät merijäähän liittyvien parametrien harvoja havaintoja napa-alueiden syrjäisillä

alueilla, mutta niiden yhteinen analyysi mahdollistaa myös muiden keskeisten parametrien,

kuten merijään tiheyden, laskemisen. Tämän väitöskirjan tuloksia voidaan soveltaa paran-

tamaan geofysikaalisia merijääparametreja koko pian 30-vuotisesta satelliittialtimetria-

aineistosta, mikä puolestaan auttaa parantamaan ilmaston kannalta herkän merijääpeitteen

seurantaa ja mallintamaan maailmanlaajuisen ilmaston muuttumista koskevia ennusteita.
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Chapter 1

Introduction

This dissertation considers snow on the Arctic sea ice. While there are aspects applicable also

in the southern hemisphere and to snow on land, there are also contrasting key differences,

some of which are mentioned here in an exemplary manner.

This chapter gives a short introduction to snow as a key component for the sea-ice and

Earth’s climate systems as an overall motivation. The chapter concludes with a description

of the scope and structure of this dissertation.

1.1 Role of snow on sea ice

There is ample and ever-increasing evidence that sea ice plays a crucial role in the Earth’s

climate system (e.g., Barber et al., 2017; Stroeve and Notz, 2018). Sea ice acts as a physical

barrier and an insulator between the warm ocean and the cold atmosphere in the polar re-

gions restricting heat, momentum, and moisture exchange. However, little is known about

an integral component right in the centre of the multi-part interaction system that includes

sea ice, ocean, and atmosphere — that key factor is snow. It has the best reflective and insu-

lative properties of any natural material on Earth and as a layer on top of the sea ice it can

be seen as an extra blanket that brings upon additional insulation. Moreover, snow adds a

layer of complexity to the system by further modifying the physical processes taking place

and regulating, among other things, sea-ice growth and melt (Webster et al., 2018).

Sea ice and snow on top of it cover large areas of the polar oceans with a distinctive an-

nual cycle. Since the start of the satellite observations in October 1978, the record has shown

that at least about 5 % of Earth’s ocean surface is frozen at any given time (Stroeve and Notz,

2018). In the Arctic, the maximum areal extent of sea ice is 14–16×106 km2 and occurs in

March (Fig. 1.1, left). The minimum extent takes place in September (Fig. 1.1, right) and

shows a strong negative trend in time. In the beginning of the observational period, the

minimum extent was approximately 8×106 km2 but more recently only 4–5×106 km2 with a

record low of 3.4×106 km2 in 2012 (Parkinson and Comiso, 2013). In fact, sea-ice extent and

thickness are declining in all seasons but the strongest in summer leading to some regions

having experienced a total summer sea-ice loss (Stroeve and Notz, 2018). Naturally, snow on

1



2 CHAPTER 1. INTRODUCTION

Figure 1.1. Concentration of Arctic sea ice at its recent maximum extent on 11 March 2021 (left) and min-
imum extent on 12 September 2021 (right). Sea-ice concentration data were obtained from https://www.
meereisportal.de (Spreen et al., 2008; Grosfeld et al., 2015).

sea ice follows the annual cycle to a certain degree. In short, snowfall is intercepted by the

extending sea-ice cover during the growth season and precipitation from frequent cyclones

quickly accumulates a snow pack in autumn. In summer, the snow cover on the Arctic sea ice

can melt completely exposing the underlying sea ice for surface melt (Webster et al., 2018).

Figure 1.2 shows a schematic of the Arctic snow–sea-ice system through its annual cycle.

A snow cover starts to form on sea ice if three conditions are met. First, air temperature

needs to be low enough that the falling precipitation is at least partly solid, for instance, snow,

hail, or sleet. The second requirement is the precipitation itself. While majority of the snow

cover is accumulated in autumn, cyclone activity and precipitation rate are reduced toward

midwinter and further away from the ice edge as the moisture-providing open ocean freezes

over (Sturm and Massom, 2017). In the central Arctic, far from the open ocean, precipitation

rate is fairly small at less than 1 mm d−1 (Barrett et al., 2020). Third, a sea-ice cover must

exist and it has to be thick enough to be able to carry the mass of the snow. For this simple

reason multi-year ice (MYI, ice that has survived at least two full melt season) and second-

year ice (SYI, ice that has survived one full melt season) usually have thicker snow cover than

first-year ice (FYI, ice that has not survived a full melt season) (Sturm and Massom, 2017).

Snow loading controls the hydrostatic balance, especially in the autumn, when sea ice is

still relatively thin (Fig. 1.2). The weight of the overlying snow can push the snow–ice inter-

face below the sea level. In this case, sea-ice freeboard, defined as the height of the sea-ice

surface above the water level, becomes negative. If sea ice cannot bear the overlying snow

mass, surface flooding may occur (Sturm and Massom, 2017). This is common in the Antarc-

tic where the sea-ice cover is mostly seasonal, and therefore also thinner on average, and

generally covered by thick snow (Massom et al., 2001). However, in the future it may occur

https://www.meereisportal.de
https://www.meereisportal.de


1.1. ROLE OF SNOW ON SEA ICE 3

Figure 1.2. Schematic of the Arctic snow and sea-ice system evolution during its annual cycle. The red arrows
indicate periods of dynamic snow–ice interaction when snow controls sea ice the most. Snow depth and sea-
ice thickness are not drawn to scale. Figure is adapted from Sturm and Massom (2017).

more often also in the Arctic where sea ice is getting younger and thinner due to the warming

climate, in combination with frequent precipitation events especially in the Atlantic sector

(Merkouriadi et al., 2017). When snow flooded by saline sea water refreezes, it forms snow

ice and contributes directly to the sea-ice mass balance.

One of the main impacts snow has on sea ice is its control over the thermodynamic sea-

ice growth. Pure snow consists of solid ice, air, and liquid water when snow is wet. It is the

large air content that makes snow an excellent insulator (or poor conductor), even up to 10

times better than sea ice. According to Sturm et al. (1997), the thermal conductivity of snow

ranges between 0.08 and 0.4 W m−1 K−1 depending on the snow type, while for ice the value

is typically 2 W m−1 K−1. They also found that thermal conductivity is related to snow den-

sity with a second-degree polynomial function. The low thermal conductivity reduces the

conductive heat flux through the sea ice and thus, snow retards thermodynamic ice growth

in autumn and winter (Fig. 1.2).

Over the course of winter, the snow cover builds up from precipitation events that form

layers on top of each other depicting the atmospheric conditions of that time (Fig. 1.2). New

snow with a typical density of just 50 kg m−3 quickly starts to undergo a transformation due

to wind-induced, gravitational, thermal, or melt-freeze effects called metamorphism. Strong

winds, often coinciding with precipitation events, constantly erode, redistribute, deposit,

and pack snow into a large range of surface features both in shape and in size. In general,
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Figure 1.3. Aerial overviews of typical snow-covered sea ice in the Arctic in different seasons. (Left) Before
melt, snow depth is highly variable as multitude of snow features cover the sea-ice surface. (Right) During melt,
turquoise melt ponds appear between snow drifts. Photo credit: Alfred Wegener Institute / Michael Gutsche
(left) and Steffen Graupner (right) (CC-BY 4.0)

snow tends to get trapped where the sea-ice surface is rough, e.g., at pressure ridges and

deposited on lee sides of them (Fig. 1.3, left). This way snow smooths out the ice features

and controls the surface roughness. Redistribution by wind into open leads can also cause

net loss of snow. Wind and the weight of overlying layers make the snow more compact

and can increase its density to up to 500 kg m−3 in hard wind slab layers. Even higher den-

sities of up to about 700 kg m−3 are encountered in icy layers, i.e., superimposed ice, that

result from freezing conditions after liquid water has been introduced to the snow pack by

rain-on-snow or melting. This effectively locks snow in place and inhibits erosion while on

the snow surface it can also inhibit further accumulation as snow is easily blown away from

a smooth surface by wind. The thermal effects can be split into two types: temperature

gradient (also known as constructive or kinetic growth) and equitemperature (destructive)

metamorphism. The former takes place under strong gradients in temperature (greater than

approximately 25 ◦C m−1) and water vapour in the snow pack and produces fast-growing,

faceted grains with sharp edges resulting in poorly bonded and low-density snow, whereas

the latter occurs under a weak temperature gradient producing fine, rounded grains. How a

snow layer and its properties, such as density and grain size, evolve in time depends on the

sequence of these metamorphic processes controlled by the atmospheric conditions (Sturm

and Massom, 2017; Webster et al., 2018).

While snow delays the growth of sea ice, it also slows down the melt in spring and sum-

mer (Fig. 1.2). The insulative property of snow again dampens the heat flux but this time

from the warm atmosphere to the sea ice. In addition, as the solar radiation increases to-

ward the Arctic summer, snow’s ability to reflect shortwave radiation, i.e., albedo, limits the

shortwave energy input by absorption. Dry snow can reflect up to 85 % of the incoming so-

lar radiation which is significantly more compared to melting snow (about 70 %), bare sea

ice (about 60 %), melt ponds (about 40 %), and open ocean (7 %) (Perovich, 2017). The re-

maining part is absorbed by snow and sea ice or even transmitted through to ocean warming
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them up. When snow melts, it releases fresh water and creates melt ponds that form between

snow drifts (Fig. 1.3, right). When the melt ponds drain, the fresh water reduces the salinity

of the upper ocean and thus, affects the stratification (Sturm and Massom, 2017).

The importance of snow overlying sea ice is highlighted in a climatic mechanism called

the surface albedo feedback (Wendisch et al., 2017; Webster et al., 2018). The warm air near

the surface accelerates the melting of snow and sea ice exposing darker surfaces, such as

bare ice, melt ponds, and eventually open ocean, that absorb more of the incoming solar ra-

diation. That in turn results in more melt, retreating sea-ice cover, and warming of the upper

ocean that increases the energy flux to the atmosphere warming the near-surface air even

further. Meanwhile, snow accumulation is reduced as it falls into open ocean due to delayed

sea-ice formation in autumn and consequently, the thinner snow cover melts away earlier in

the spring leading to increased sea-ice melt. This is a positive feedback mechanism and its

increasing effects are reflected in the rising global surface temperatures. In the Arctic region,

the warming effect is amplified: the monthly zonal mean surface temperature anomalies are

much stronger than in the lower latitudes and reaching up to 10 ◦C in the summer months

(Fig. 1.4). The Arctic Monitoring and Assessment Program (AMAP, 2021) reported in their

recent update that the increase in the annual mean surface temperature in the Arctic is three

times higher than the global average. The year 2020 reached the highest annual mean sur-

face air temperature anomaly for the terrestrial Arctic (> 60◦N), 2.1 ◦C above the 1981–2010

average, since at least 1900 (Druckenmiller et al., 2021).

Figure 1.4. Monthly zonal mean surface temperature anomalies in 1960–2020 calculated from the climato-
logical normal standard reference period 1961–1990 (Lenssen et al., 2019; GISTEMP Team, 2021). The posi-
tive anomalies (red colour) in the Arctic region have been increasing especially in the summer months in the
last few decades. Figure is produced by adapting the code from the blog post “The Arctic Stripes” by Damien
Ringeisen distributed under the GPLv3 and CC-BY 4.0 licences (Ringeisen, 2021).
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Snow has also fundamental influence on ecology and biogeochemistry in the Arctic sea-

ice environment. Due to its high reflectivity, snow affects the partitioning of solar radiation.

It regulates the photosynthetically active radiation (PAR) transmitted into ice and underly-

ing ocean maintaining a suitable habitat for microorganisms, such as algae (e.g,. Lange et al.,

2019), while reducing the amount of harmful ultraviolet (UV) radiation (Perovich, 2006). For

the most notable Arctic animals, the ringed seal and polar bear, snow offers protection to

give birth and nurse their offspring (Laidre and Regehr, 2017). In direct interaction with

the atmosphere, snow captures any atmospheric deposition, e.g., dust and soot, that can be

transported over long distances in the atmosphere or originate from increased Arctic ship-

ping, and lead to a decreased surface albedo (Sturm and Massom, 2017).

1.1.1 Snow depth

“Snow depth on sea ice is essentially unmeasured,

limiting mass balance estimates and ice thickness retrievals.”

— Section 3.7 Key Knowledge Gaps and Uncertainties in Meredith et al. (2019)

Despite the importance of snow to the sea-ice and climate systems described in Section 1.1,

we know relatively little about the spatiotemporal distribution of snow depth on sea ice on

the regional to global scales. Sturm and Massom (2017) list the following contributing factors

(CF):

CF1. the Arctic sea-ice cover is vast and remote;

CF2. snow exhibits high seasonal, interannual, and spatial variability;

CF3. it is difficult to sample snow in very thick ice regions; and

CF4. it remains challenging to observe snow depth on sea ice by the means of satellite

remote sensing.

Snow on sea ice is tightly coupled to the highly dynamic sea-ice and atmospheric conditions

and it is, therefore, very heterogeneous and constantly evolving both in space and in time

(CF2). As a result and further described by Webster et al. (2018),

“there are no ‘average climate properties of snow’ ”.

Combined to CF1, the annual maximum extent of snow-covered sea ice in the order of

106 km2, conducting representative, Arctic-wide, in situ measurements of snow depth would

be an enormous logistical challenge. Furthermore, the conditions in the Arctic can be ex-

tremely harsh, especially in winter, for any observer. Traversing on foot over deformed sea

ice, such as pressure ridges, is challenging (CF3). Even vessels specially built for icebreak-

ing tend to avoid such thick ice that often also trap a lot of snow that in turn increases the

friction against a ship’s hull (Canadian Coast Guard, 2012), leading to undersampling of thick

snow in standard shipborne visual observations of sea-ice conditions (e.g., Hutchings, 2018).

Measuring snow depth on newly frozen, very thin ice is not safe on foot and therefore, there
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is a possibility that both ends of the in situ snow depth distribution are biased. Satellite re-

mote sensing offers the only practical solution to observe snow depth on sea ice across ice

types and all seasons on the global scale. However, remote sensing of snow remains an active

field of study as there are few sufficient opportunities to map snow depth on sea ice directly

(CF4). Meanwhile, it has been proposed that airborne measurements could bridge the gap

between the local and global scales (e.g., King et al., 2015).

The unknown amount of snow complicates various applications. For example, snow

is the largest source of uncertainty in sea-ice thickness retrieval using the freeboard-to-

thickness conversion from satellite altimetry data for thinner sea ice (Giles et al., 2007). Due

to the absence of contemporary information of snow mass, the thickness and density of the

snow layer have to be assumed. However, snow properties, such as depth, density, salinity,

and wetness, affect the radar signal and its interpretation and may lead to erroneous de-

tection of the snow–ice interface (e.g., Ricker et al., 2015; Nandan et al., 2017). In addition,

representing snow and its presence accurately in climate models, which often include snow

only in a simplified manner, is crucial for the correctness of surface energy fluxes. Even a

thin layer of snow on sea ice can cause a 10-fold change in the surface albedo and reflect

most of the incoming solar radiation back to the atmosphere. While model performance is

continuously improved, they are not able to match the current declining rate of the Arctic

sea ice (Barber et al., 2017). Nevertheless, the newest model projections suggest a practically

ice-free Arctic summer before the year 2050 (SIMIP Community, 2020).

The current knowledge of snow on sea ice is based mostly on in situ data collected dur-

ing numerous field campaigns, most notably the Soviet North Pole drifting stations in 1954–

1991. Using these data, Warren et al. (1999) compiled a snow climatology that is currently

the most widely used source for snow mass information. However, the stations were located

exclusively on MYI. This introduces a bias as the Arctic is undergoing a transition toward a

FYI-dominated sea-ice cover driven by the global warming (Stroeve and Notz, 2018). In the

past decade, the science community has put considerable effort to overcome the sampling

deficiency, for example, with dedicated field campaigns, point measurements from drifting

autonomous measuring platforms, such as ice mass-balance buoys (IMBs) (Richter-Menge

et al., 2006; Polashenski et al., 2011; Jackson et al., 2013; Planck et al., 2019) and snow buoys

(Nicolaus et al., 2021), or extensive airborne campaign programs, such as NASA’s Operation

IceBridge (OIB) (MacGregor et al., 2021). However, due to limited spatiotemporal coverage,

the current observations still are not enough to monitor the state of snow on sea ice at the

high spatial and temporal resolution, therefore introducing a key knowledge gap and uncer-

tainty (Webster et al., 2018).

In recent years, a number of new snow depth products have emerged in attempts to

overcome the mismatch between the pre-1990s climatology and the shift toward younger

Arctic sea ice. Shalina and Sandven (2018) complemented the climatology in Warren et al.

(1999) with data from airborne Sever expeditions covering in particular FYI in the shelf seas

of the Eurasian Russian Arctic in late-winter (March–May) 1959–1986. Several modelling ap-

proaches have utilised atmospheric reanalysis data to reconstruct snow on Arctic sea ice in
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varying spatial and temporal resolutions (e.g., Blanchard-Wrigglesworth et al., 2018; Petty

et al., 2018; Liston et al., 2020). However, their products depend heavily on the model rep-

resentation of the processes driving snow evolution and the accuracy of the precipitation

reanalysis data input (Webster et al., 2018). Snow depth has been derived using brightness

temperatures from passive microwave satellites (e.g., Markus and Cavalieri, 1998; Comiso

et al., 2003; Maaß et al., 2013; Rostosky et al., 2018; Braakmann-Folgmann and Donlon, 2019;

Kilic et al., 2019) as well as using a dual-altimetric method combining freeboard informa-

tion from two satellite altimeters with differing radar frequencies (Guerreiro et al., 2016;

Lawrence et al., 2018) or using a combination of laser and radar altimetry, respectively (Kwok

and Markus, 2018; Kwok et al., 2020). Nevertheless, satellite retrievals of snow depth are

limited by, e.g., spatiotemporal coverage, spatial resolution and differences in footprint size,

surface roughness, ice type, and availability of ground measurements for validation (Webster

et al., 2018). These constraints can be reduced by near real-time dual-altimetry acquisitions,

such as the resonance of the CryoSat-2 and ICESat-2 satellite orbits (CRYO2ICE) since July

2020, and future single-platform dual-frequency satellite missions like the Copernicus Polar

Ice and Snow Topography Altimeter (CRISTAL) mission by the European Space Agency (ESA)

(Kern et al., 2020) with a launch planned in 2027.

1.2 Scope and structure of this dissertation

There is currently a lack of snow depth measurements that are representative both in space

and in time across their respective scales, partly due to the highly variable nature of snow.

Where, when, and how does snow accumulate on sea ice and how does the depth distri-

bution vary are questions that still cannot be fully answered with observations in a timely

manner. This hampers the retrieval of key sea-ice parameters and directly increases their

uncertainties.

In this dissertation, I study methods of radar remote sensing to enhance our knowledge

of snow depth on sea ice and how such a method can be established on an airborne platform

on which also other sea-ice parameters are simultaneously measured with multiple instru-

ments. A single-platform, multi-sensor configuration ensures that the measurements are

done of the same sea ice, at the same time, and under the same conditions. This way the

measurements are greater than the sum of its parts and allow deriving further key parame-

ters. The ultimate goal is to characterise the snow and sea-ice layers in full.

First, in Chapter 2, I give the theoretical background for radar remote sensing of snow

on sea ice including the basic principles of this measurement method. I also introduce the

key instruments used in this dissertation, such as an altimeter and a frequency-modulated

continuous-wave (FMCW) radar.

In Chapter 3, I investigate how microwave radar signals of two different frequencies pen-

etrate into snow on sea ice under the hypothesis that snow depth could be derived from the

difference in their respective penetration depth. The assumption, that one frequency pen-

etrates the snow pack fully or a fixed fraction of it, returning the location of the snow–ice
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interface, and the other one does not, indicating the air–snow interface, sets the basis for the

dual-frequency method. It has been previously applied to satellite altimetry data, where the

penetration difference between Ku and Ka band radar frequencies or Ku band and laser are

used. However, the assumption and the conditions, when it is valid, in addition to the char-

acteristics of specific retrieval algorithms are under debate. Here, I analyse results from field

experiments using on-ice radars in the C and K band frequencies aided by detailed surveys

of snow stratigraphy. In addition, I explore if commercial, off-the-shelf radars and software

are feasible for the purpose of snow depth retrieval.

I then move on to acquiring high-resolution snow depth measurements on a larger spa-

tial scale by using a more sophisticated type of microwave radar, the FMCW radar, in Chap-

ter 4. FMCW radars have been used in snow research for more than 40 years and on airborne

platforms since the 2000s (Marshall and Koh, 2008), perhaps most notably on OIB to measure

snow depth over sea ice and near-surface snow layering over glaciers in 2009–2020 (MacGre-

gor et al., 2021). Throughout the duration of the OIB mission, the FMCW radar system was

continuously developed further, and a system similar to the latest one was recently commis-

sioned by the Alfred Wegener Institute (AWI). Since 2017, an ultrawideband, quadpolarised

FMCW radar system has complemented the multi-sensor instrument suite on the AWI Ice-

Bird program dedicated for airborne sea-ice surveys. Compared to OIB, the IceBird surveys

are carried out at lower altitude and in slower speed that are beneficial for snow depth re-

trieval in higher spatial resolution and with enhanced accuracy due to significantly reduced

off-nadir radar returns and smaller radar footprint size with less mixed surface types. In

addition, the unique combination of airborne radar, laser, and electromagnetic induction

sounding instruments on IceBird is now capable to directly measure the thickness of the sea-

ice layer whereas before the snow and sea-ice layers could not be discriminated. I enhance

the integration of the radar system to the IceBird program by implementing a processing

chain for deriving snow depth from the radar data including a new retrieval algorithm. By

comparison to previous radar acquisitions, I evaluate the performance of the radar at the low

altitude and demonstrate improvements associated with a decrease in radar footprint size.

In Chapter 5, I take advantage of the unique AWI IceBird multi-sensor configuration by

combining the derived snow depth with the coincident total (i.e., sea-ice + snow) thickness

and snow freeboard measurements collected during the campaigns in 2017 and 2019. By

collocating the measurements, I produce profiles of sea-ice thickness and sea-ice freeboard

as well as snow depth and snow freeboard along the survey tracks. Knowing the respective

locations of the air–snow, snow–ice, and ice–water interfaces allows further characterisation

of the sea-ice layer, namely its density, and thus, it opens a possibility for true mass bal-

ance observations. Sea-ice density is another key sea-ice parameter of which there are no

contemporary measurements and usually its values must be assumed for applications. By

assuming isostatic equilibrium and the densities of snow and sea water, I derive estimates of

sea-ice bulk density for the first time from such an airborne data set. Additionally, I exploit

the resulting extensive data set to find a parametrisation of sea-ice bulk density for future
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applications, such as upscaling the sea-ice bulk density Arctic-wide using satellite remote

sensing products and enhancing satellite altimetry retrievals of sea-ice thickness.

In summary, the key research objectives for this dissertation are:

O1. Test the theory and feasibility of retrieving snow depth using dual-frequency,

off-the-shelf microwave radars.

O2. Incorporate an FMCW radar into the airborne AWI IceBird sea-ice sensor suite

by establishing a processing chain for retrieving snow depth, evaluate the radar

performance at the low altitude, and demonstrate associated improvements

over previous acquisitions.

O3. Collocate the snow depth derived from the airborne radar with other coincident

airborne sea-ice measurements to track the interfaces in the snow–sea-ice sys-

tem and derive estimates of sea-ice bulk density.

O4. Find a parametrisation of sea-ice bulk density for future applications.wwÄ
Goal: Full characterisation of the snow and sea-ice layers.

Finally, in Chapter 6, I conclude the results of this dissertation and give an outlook for pos-

sible future work.

Remark. Chapters 4 and 5 present published peer-reviewed papers and preprints currently under

review that were compiled with contributions from the mentioned co-authors. Both of them are in-

cluded in an unaltered form which leads to minor variations in style, language, tenses, symbols, and

abbreviations throughout this dissertation. Summaries of the contributions of the respective authors

are given at the beginning of each of these chapters.



Chapter 2

Radar remote sensing of snow depth

on sea ice

In situ measurement efforts are often insufficient to acquire representative measurements of

snow depth on sea ice, or any other geophysical parameter for that matter, over large areas

and long or repeated periods of time. These monitoring requirements can be achieved by

the means of remote sensing, usually with sensors on airborne or satellite platforms. Mea-

surements from similar ground-based sensors are often used to support and validate the

interpretation of data from airborne and spaceborne remote sensing instruments. In gen-

eral, remote sensing methods utilise electromagnetic radiation emitted, reflected, and scat-

tered by the Earth’s surface. Particularly, three electromagnetic spectral regions are exploited

in Earth observation applications: optical, thermal infrared, and microwave spectra. Mi-

crowaves are relatively unaffected by atmospheric absorption and thus, they can be used

regardless of cloudiness and sunlight (Shokr and Sinha, 2015). Microwave remote sensing

instruments are divided into two categories: (1) passive, i.e., radiometers, and (2) active, i.e.,

radars. Whereas passive microwave sensors measure the naturally emitted thermal radia-

tion, radars transmit their own microwave signal and measure the returned signal known as

backscatter. Especially in this dissertation, a radar is an active microwave sensor that is used

for the purpose of range measurements and thus, records the backscatter as a function of

time, i.e., a waveform. A sensor recording only the total backscattered power is called a scat-

terometer. By interpreting the recorded microwave signals, it is possible to infer geophysical

properties of the target (Lubin and Massom, 2006).

In active remote sensing, snow depth can be derived by using altimeters. They look

straight down at nadir to maximise the amount of received backscatter and measure with

great precision the power distribution of the returned radar (or laser) pulse and the time de-

lay from the transmitted signal. The time delay is then converted to range distance between

the sensor and the target surface using dedicated algorithms called retrackers, corrected for

changes in the propagation speed of the signal in the ionosphere and troposphere, and fur-

ther converted into surface elevation (Ulaby and Long, 2014; Quartly et al., 2019). In land ap-

plications, snow depth is the difference in surface elevation between the snow-covered and

11
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snow-free periods albeit affected by vegetation (Tedesco et al., 2015). However, such a re-

trieval is different over sea ice, where the elevation of the underlying sea-ice surface changes

over time as a result of sea-ice drift and varying sea-ice thickness and extent. The solution is

to use sensors with different signal penetration depth, e.g., two differing radar frequencies,

a combination of radar and laser, or a high-sensitivity microwave radar with high range res-

olution. The different dielectric properties of air, snow, and sea ice cause a different amount

of the incident power being backscattered from the interfaces. If the dielectric constant of

snow is known, the difference in propagation time can be converted into snow depth (Yan

et al., 2017a).

This chapter summarises the theoretical background for microwave radar remote sens-

ing. Section 2.1 describes the microwave properties relevant for this measurement method

and Section 2.2 introduces how to measure snow depth on sea ice using different types of

radars and their basic operating principles. For a more comprehensive review of microwave

remote sensing and applications related to sea ice, I refer the reader to, e.g., Lubin and Mas-

som (2006), Ulaby and Long (2014), and Shokr and Sinha (2015).

2.1 Theory

2.1.1 Electromagnetic wave

An electromagnetic (EM) wave can be depicted as a two-dimensional transverse wave, where

its electric and magnetic components oscillate perpendicular to each other and to the direc-

tion of propagation. In free space (or vacuum), the wave propagates with the speed of light

(c = 2.998× 108 m s−1) that relates its frequency ( f ) to wavelength (λ) through f = c
λ

. Mi-

crowaves are typically taken to cover a wavelength range from metres down to millimetres

corresponding to a frequency range of 0.3–300 GHz (Table 2.1) (Ulaby and Long, 2014).

The EM wave can be further characterised by polarisation, of which the most common

type is linear polarisation. If the electric field, consisting of two orthogonal components, is

orientated parallel to the plane of incidence, the wave is vertically polarised (V). If the orien-

tation is in the perpendicular plane, the wave is horizontally polarised (H). Radars transmit

pulses in certain polarisation and receive the backscattered signal in the same or perpen-

dicular polarisation, which results in four possible combinations: co-polarised VV and HH

as well as cross-polarised VH and HV. Different polarisations can interact differently with

the target offering additional information about it. Other possible polarisations are elliptical

and circular polarisations that result from the electric field components being out-of-phase

instead of in-phase (Shokr and Sinha, 2015).
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Band designation Frequency range Wavelength range

HF 0.003–0.03 GHz 100–10 m

VHF 0.03–0.3 GHz 10–1 m

UHF 0.3–1 GHz 1–0.3 m

L 1–2 GHz 0.3–0.15 m

S 2–4 GHz 0.15–0.075 m

C 4–8 GHz 0.075–0.038 m

X 8–12 GHz 0.038–0.025 m

Ku 12–18 GHz 0.025–0.017 m

K 18–27 GHz 0.017–0.011 m

Ka 27–40 GHz 0.011–0.0075 m

V 40–75 GHz 0.0075–0.004 m

W 75–110 GHz 0.004–0.0027 m

mm 110–300 GHz 0.0027–0.001 m

THz 300–1000 GHz 0.001–0.0003 m

Table 2.1. Standard radar bands
and their respective frequency and
wavelength ranges according to
IEEE (2020). Other standards and
definitions exist. (V/U)HF stands
for (very/ultra) high frequency.

2.1.2 Radar equation

For a monostatic radar system, which uses the same antenna for transmitting and receiving,

the returned power from a point target is described with the radar equation

P r
p =

1

P t
qG2λ2

(4π)3R4
σpq

2

(2.1)

where P is power, G is the gain of the antenna, λ is wavelength, R is the range distance be-

tween the antenna and the target, and σ is the radar cross section of the target. The super-

scripts r and t refer to the receive and transmit signals and the subscripts p and q to their

respective polarisations. In Eq. (2.1), the first term on the right-hand side represents the

radar parameters and the second term describes how the target affects the radar signal. Ex-

tending from a point target to a distributed target, the radar cross section σpq is normalised

over an area A illuminated in the radar beam to derive the backscatter cross section per unit

area,

σ0
pq = σpq

A
, (2.2)

also known as the backscatter coefficient, “sigma nought”, or radar reflectivity. In addition,

Eq. (2.1) describes how the received power varies strongly with range by a factor of 1
R4 , which

quickly leads to small values of P r
p and σ0

pq on the linear scale when the range increases.
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Therefore, they are often expressed in decibel units (dB) using the logarithmic scale, e.g.,

(Ulaby and Long, 2014; Shokr and Sinha, 2015)

P r
p |dB = 10× log10

(
P r

p | linear

)
. (2.3)

2.1.3 Backscatter

The total backscattered power from a target is a combination of two processes related to a

dielectric mismatch forcing the incident EM wave to deviate from a straight trajectory: sur-

face scattering and volume scattering. Surface scattering occurs at an interface between two

media with different dielectric properties. Volume scattering originates from discrete parti-

cles within a medium that otherwise has a homogeneous dielectric background. Assuming

a dry snow cover overlying sea ice, the bulk medium can be described as ice crystals in an

air background bounded by the air–snow and the snow–sea-ice interfaces. Following Ulaby

and Long (2014), the total backscatter from snow on sea ice in general includes contributions

from (Fig. 2.1):

1. surface scattering from the air–snow interface;

2. direct backscatter from the snow volume;

3. two-way attenuated backscatter from the snow–sea-ice interface and possible internal

snow layers, such as ice lenses; and

4. indirect backscatter due to multiple interactions between the snow volume and any of

the bounding or internal interfaces.

Figure 2.1. Simplified schematic on backscatter
from snow on sea ice. P t and P r are the transmitted
and received power, respectively. θi , θs , and θr are
the angles of incidence, specular reflection, and re-
fraction, respectively. The numbering corresponds
to the list of scattering contributors in Section 2.1.3.
The schematic illustrates a bistatic radar system at
an oblique angle instead of a nadir-looking radar
for better graphical clarity. Figure is adapted from
Ulaby and Long (2014).

Onstott and Shuchman (2004) summarise that the target scattering characteristics are

affected by four parameters, which in turn are dependent on the radar wavelength, polarisa-

tion, and incidence angle:



2.1. THEORY 15

• the complex dielectric constant;

• the presence of dielectric discontinuities or discrete scatterers;

• the surface roughness; and

• the orientation of the snow and surface features relative to the radar.

Complex dielectric constant

The complex dielectric constant (ε∗), or the relative complex dielectric permittivity, de-

scribes the electrical properties of a material, therefore defining the scattering, reflection,

attenuation, and EM wave propagation behaviour (Lubin and Massom, 2006). A dielectric

material is non-conductive but its molecules may be displaced within molecular distances

and reorient in response to an applied electric field causing dielectric polarisation1. It at-

tempts to shift the positive and negative charges of the molecules in the direction of the

applied electric field to induce an internal electric field. That in turn reduces the effect of

the external electric field inside the dielectric material itself (Shokr and Sinha, 2015). ε∗ is a

complex number defined as

ε∗ = ε0
(
ε′− iε′′

)
(2.4)

where ε0 = 8.85×10−12 F m−1 is the free-space dielectric constant, ε′ is the relative dielectric

constant or relative permittivity, i =p−1, and ε′′ is the relative dielectric loss factor. The real

part, ε′, determines how much energy is scattered by the surface and the rest is penetrated

in the material. The imaginary part ε′′ describes the energy loss inside the material (Shokr

and Sinha, 2015).

For a three-phase medium like snow, ε∗ is a weighted dielectric mixture of air, ice, and

water. When considering only dry snow and approximating air as free space (ε′air ≈ 1, ε′′air ≈ 0),

it is found that ε′′ds ¿ ε′ds and that the relative dielectric constant is mainly a function of

snow density (Lubin and Massom, 2006). Many different parametrisations exist but in this

dissertation I follow Ulaby et al. (1986):

ε′ds =
(
1+0.51ρds

)3 (2.5)

where ρds is the density of dry snow in g cm−3 setting the values for ε′ds to 1.1–2.0 for a density

range of 0.05–0.5 g cm−3. For comparison, pure ice has a relative permittivity of ε′ice ≈ 3.15.

Other contributing factors include snow grain size and shape as well as salinity. Especially

the bottommost layers of the snow pack on FYI may be saline due to brine expulsion from

the underlying sea ice or incorporated highly saline frost flowers, or they may be flooded by

saline sea water increasing the relative dielectric constant of snow. Additionally, introduction

of liquid water quickly increases the dielectric constant, both the relative permittivity and the

dielectric loss, with strong dependence on frequency, temperature, and the volume fraction

of liquid water (Lubin and Massom, 2006). This has major implications for the penetration

depth of the EM wave (δp ), defined as the depth where the incident energy is reduced to e−1

1Note that dielectric polarisation is not to be confused with EM wave polarisation introduced earlier.
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(Ulaby and Long, 2014). For a low-loss medium (ε′′
ε′ < 0.01), such as dry snow, the penetration

depth is

δp = λ
p

ε′

2πε"
. (2.6)

In microwave frequencies, dry snow is therefore near-transparent as the penetration depth

can be several metres.

The relative permittivity ε′ is related to the ratio between the propagation speed of the

EM wave in free space and in the medium through the index of refraction (Ulaby and Long,

2014). In the case of dry snow, it results in

c

cs
= ns =

√
ε′ds (2.7)

where cs is the propagation speed in snow and ns in the refractive index of snow.

Surface roughness

From an electromagnetically smooth surface, the incident radiation partially undergoes a

mirror-like, specular (coherent) reflection and part of it is transmitted into the medium. As

the surface roughness increases, this will result in an increasingly diffuse (incoherent) re-

flection behaviour where the reflected energy is scattered to different directions (Fig. 2.1).

Whether a surface is electromagnetically smooth is defined by Rayleigh or Fraunhofer rough-

ness criteria relating the difference in travelled distance to a resulting phase difference of less

than π
2 or π

8 radians, respectively:

hrms <


λ

8 cosθi
(Rayleigh criterion)

λ

32 cosθi
(Fraunhofer criterion)

(2.8)

where hrms is the standard deviation of the surface height variance, or root-mean-square

(rms) height, and θi is the incidence angle (Ulaby and Long, 2014). In the microwave region,

the wavelength is in the same order of magnitude as the rms height and thus, the stricter

Fraunhofer criterion is often used. Assuming a nadir-looking radar (i.e., normal incidence),

electromagnetically smooth surfaces in the microwave spectrum have an rms height of less

than 3× 10−5 – 3× 10−2 m, which is rarely achieved by snow-covered sea ice. This can be

exploited in surface type classification as calm and open water surfaces in the cracks of the

sea-ice cover offer a smooth surface with a contrasting high backscatter. On a larger scale,

surface roughness affects the radar footprint size. A very rough surface or tall surface features

located off-nadir within the radar beam can cause earlier or multiple reflections that do not

correspond to the mean height of the surface at nadir.
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2.2 Observation

2.2.1 Radar altimetry

2.2.1.1 Pulse- and beam-limited radar

Nadir-looking radars look straight down and measure the time delay (τd ), or the two-way

travel time (TWTT), between the transmitted and received radar pulse (Fig. 2.2). It is con-

verted to range distance using the propagation speed of the EM wave, which in free space is

the speed of light (Ulaby and Long, 2014):

R = cτd

2
. (2.9)

The range resolution (∆R) of the radar is directly proportional to the pulse length (τ):

∆R = cτ

2
. (2.10)

Therefore, a shorter pulse length results in enhanced range resolution but in turn may com-

promise sufficient strength of the reflected signal. In other words, achieving a centimetre-

scale resolution would require a pulse length in the order of nanoseconds. However, gen-

erating a single-frequency pulse that short is difficult. To enhance the precision and range

Figure 2.2. Schematic of a nadir-looking, pulse-limited radar altimeter over a flat, level surface. (Top panel)
Side view of the radar signal with a pulse duration of τ. TWTT stands for the two-way travel time τd . (Middle
panel) Time evolution of the pulse-limited radar footprint indicated in red and viewed from above. (Bottom
panel) An idealised radar waveform where the red shading represents each column of the figure or step in time.
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resolution of radar altimeters, a technique called pulse compression is often used. The en-

ergy of the EM pulse is spread in time and linearly over a range frequencies generating a

frequency-modulated signal often referred to as a chirp. The equivalent pulse width is the

inverse of the chirp bandwidth. The return chirp is passed through an inverse matched filter

containing a delayed copy of the transmitted chirp, which compresses the signal back to a

short pulse. This technique also decreases the required transmit power significantly, which

is a highly desired feature especially in satellite applications (Ulaby and Long, 2014).

There are two main types of nadir-looking radars, i.e. altimeters, depending on the pulse

length: beam-limited and pulse-limited altimeters. If the pulse completely illuminates the

radar footprint in the radar beam and the full radar footprint contributes to the return signal,

the radar is called beam-limited. Usually, the angular width of the radar beam is expressed

using the 3-dB beamwidth of the antenna pattern that corresponds to the half-power points

of the main lobe (Ulaby and Long, 2014). For a pulse-limited radar, the pulse only partially

illuminates the surface resulting in a radar return from a disc-shaped to a ring-shaped foot-

print on a flat and level surface (Fig. 2.2).

Chapter 3 of this dissertation includes field experiments using conventional pulsed

radars deployed on sea ice.

2.2.1.2 Frequency-modulated continuous-wave radar

In contrast to a pulsed radar, a continuous-wave (CW) radar transmits continuously instead

of discrete pulses of microwave energy. However, a CW radar cannot measure range, because

there is no basis for time discrimination due to the infinitely long pulse length. Ranging-

capability can be achieved with frequency-modulation (FM), where the frequency of the

transmit signal is varied in time. Such a radar is called a frequency-modulated continuous-

wave (FMCW) radar (Ulaby and Long, 2014). Chapters 4 and 5 of this dissertation deal with

an FMCW radar deployed on an airborne platform.

The basic ranging principle of an FMCW radar is shown in Fig. 2.3. A linear, FM signal

is created by varying its frequency across the transmission bandwidth (B) from the start fre-

quency ( f0) to the end frequency ( f1) within a modulation period (Tpd ) and transmitted.

The return signal reflected from the target is received after a time delay (τd ) and mixed with

the instantaneous transmission signal to determine the intermediate frequency difference

known as the beat frequency ( fb) (Yan et al., 2017a). It can be solved using a geometrical

similarity between the transmitted and received signals, highlighted in Fig. 2.3, which results

in the following relationship (Ulaby and Long, 2014):

fb

f1 − f0
= τd

Tpd
. (2.11)

Substituting f1 − f0 = B and τd with Eq. (2.9) yields

fb = τd
f1 − f0

Tpd
= 2R

c

B

Tpd
, (2.12)
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Figure 2.3. A frequency time plot illustrating the basic ranging principle of an FMCW radar. In the upper
panel, a linear frequency-modulated signal is transmitted (solid dark blue line) sweeping across the transmis-
sion bandwidth, B = f1− f0, during a modulation period of Tpd . The signal reflected from the target is received
(dashed light blue line) after a time delay of τd . The lower panel shows the mixed transmitted and received sig-
nals to solve the respective frequency difference known as the beat frequency, fb . The transparent red triangles
highlight the relationship between Tpd , τd , B , and fb . Figure is adapted from Yan et al. (2017a).

i.e., the beat frequency is directly proportional to range. Therefore, rearranging for range

gives

R = c fbTpd

2B
. (2.13)

The range resolution of an FMCW radar is determined by the effective frequency resolu-

tion ∆ fb = 1
Tpd

and thus, its bandwidth (Ulaby and Long, 2014):

∆R = c∆ fbTpd

2B
= cTpd

2B

1

Tpd
= c

2B
. (2.14)

Therefore, increasing the bandwidth of the radar will improve the range resolution. Sub-

decimetre-scale range resolution is necessary to resolve snow depth on sea ice, and it can be

achieved with a bandwidth of greater than 1.5 GHz. This value is also one of the bandwidth-

based definitions for an ultrawideband radar (IEEE, 2007). Other definitions exist.

FMCW radars have been used in snow research for more than 40 years to study not only

snow depth but also snow water equivalent (SWE), snow density, and wetness among other

topics. In many cases, FMCW radar studies have been focused on validating retrievals of

snow parameters from satellite radars (Marshall and Koh, 2008). Since the 2000s, FMCW

radars have been deployed on airborne platforms, perhaps most notably on OIB to measure

snow depth over sea ice and near-surface snow layering over glaciers in 2009–2020 (Yan et al.,



20 CHAPTER 2. RADAR REMOTE SENSING OF SNOW DEPTH ON SEA ICE

2017a; MacGregor et al., 2021). During that time, the radar system improved constantly, most

importantly increasing its bandwidth from 4–6 to 2–18 GHz. Several different algorithms

have been developed and used to retrieve snow depth on both Arctic and Antarctic sea ice

from FMCW radar data (e.g., Kurtz and Farrell, 2011; Kwok et al., 2011; Kurtz et al., 2013,

2014; Kwok and Maksym, 2014; Newman et al., 2014; Koenig et al., 2016; Kwok et al., 2017;

Jutila et al., 2021b).

2.2.1.3 Synthetic aperture radar

Further enhancement can be achieved by decreasing the radar footprint size through syn-

thetic aperture radar (SAR) processing. This method is called delay/Doppler radar altimetry

and takes advantage of the along-track motion of the radar on an aircraft or satellite plat-

form (Raney, 1998; Ulaby and Long, 2014). A ground target is illuminated in the footprints

of consecutive radar pulses and due to the along-track motion of the radar, the returning

signals from the target are delayed and experience a Doppler shift in frequency1 (Fig. 2.4,

left). In other words, a radar footprint can be divided into cross-track sections called Doppler

beams according to the frequency shift. After delay compensation, the Doppler frequency

information can be used to integrate returns from a collection (burst) of consecutive pulses

that originate from the same target. While the cross-track radar footprint size is unaffected,

this method effectively decreases the along-track footprint by an order of magnitude and in-

creases the signal-to-noise ratio. SAR altimetry has been successfully established on both

airborne (e.g., Helm, 2008; Yan et al., 2017a) and spaceborne platforms, where in the latter

it is currently operational on the CryoSat-2 (Wingham et al., 2006) and Sentinel-3 (Donlon

et al., 2012) satellite missions.

Recently, Egido and Smith (2017) introduced a more advanced method called fully fo-

cused SAR (FFSAR) where the integration time is extended to cover multiple bursts of co-

herent pulses and as long as the ground target is illuminated by the radar (Fig. 2.4, right).

1Analogous to the siren of an emergency vehicle passing an observer.

Figure 2.4. (Left) Unfocused synthetic aperture radar altimetry. (Right) Fully focused synthetic aperture
radar altimetry. Figure credit: Collecte Localisation Satellites (CLS). Source: https://www.aviso.altimetry.fr/
en/techniques/altimetry/principle/delay-doppler-/-sar-altimetry.html

https://www.aviso.altimetry.fr/en/techniques/altimetry/principle/delay-doppler-/-sar-altimetry.html
https://www.aviso.altimetry.fr/en/techniques/altimetry/principle/delay-doppler-/-sar-altimetry.html
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Hardware-permitted, this technique leads to even greater along-track resolution increase

than in unfocused SAR processing described above, up to the theoretical maximum of half

the antenna length (sub-metre scale). The Poseidon-4 SAR altimeter on the current Sentinel-

6/Jason-CS satellite mission is suitable for FFSAR processing (Scharroo et al., 2016; Donlon

et al., 2021).

2.2.1.4 From waveform to range

The shape and the magnitude of the transmitted radar pulse change as it interacts with the

target. The distribution of the backscattered power in time is called a waveform. The bot-

tom panel of Fig. 2.2 shows an idealised and simplified example, where the maximum re-

turn power corresponds to the largest illuminated footprint area around the nadir point and

marks the end of the leading edge of the waveform. As the pulse propagates outward on the

surface, the illuminated area of the footprint decreases and so does the backscattered power.

This trailing edge of the waveform is affected by reflections from off-nadir targets and vol-

ume scattering from within the target medium. As a first approximation and in the simplest

of terms, the range distance can be determined assuming that the maximum backscattered

power corresponds to the location of the main scattering horizon and the largest dielectric

discontinuity. In general, the dielectric discontinuity at the snow–sea-ice interface is larger

than at the air–snow interface resulting in a stronger return signal from the sea-ice surface

than from the snow surface.

Waveforms from natural targets can be much more complex in reality. For example, a

specular reflection from open water in a sea-ice lead results in a single distinctive local max-

imum (peak) with a short leading edge in the waveform (Fig. 2.5a), whereas the return signal

from snow-covered sea ice can include multiple peaks from the different interfaces depend-

ing on the wavelength and sensitivity of the radar (Fig. 2.5b). Moreover, increasing surface

roughness decreases the amount of EM energy returned to the radar as it is scattered to dif-

ferent directions, contributes to the width of the leading edge, and adds noise in the signal

that can obscure the reflections from the interfaces (Fig. 2.5c).

The raw range estimate given by the altimeter is only approximate, because the radar

continuously tracks the surface to apply a range window to be able to mix the received signal

with the copy of the transmitted one. The exact location of the mean scattering surface,

a point on the leading edge of the waveform, must be defined using retrackers. These are

physical and empirical models fitted to the waveform data, with dedicated retrackers used

for different waveforms which are classified based on surface types inferred from waveform

power and shape characteristics (e.g., Fig. 2.5). One of the most commonly used retrackers

is called the threshold first-maximum retracker algorithm (TFMRA) that empirically defines

the tracking point on the leading edge of the waveform using a simple percentage power

threshold (Quartly et al., 2019).

Due to the spaceborne orbit of the satellite altimeters, various geophysical corrections

must be considered for accurate determination of the range distance to the sea-ice and

snow surface. These include, e.g., the ionospheric and tropospheric corrections, which take
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Figure 2.5. Example waveforms from different surfaces in the sea-ice environment. a) Strong single-peak echo
from open water in a sea-ice lead. b) Return signal from snow-covered sea ice with two peaks corresponding
to the air–snow and snow–sea-ice interfaces. c) Very rough surfaces, such as pressure ridges, cause an am-
biguous return signal where interfaces cannot be determined. These waveforms were captured by the airborne
2–18 GHz FMCW radar used in this thesis (Fig. 4.5c).

into account the varying EM wave propagation speed in the atmosphere, and various topo-

graphic factors due to dynamic sea-surface height affected by tides, ocean currents, and at-

mospheric pressure (Quartly et al., 2019). For range and range resolution in a medium other

than free space, the speed of light in Eqs. (2.9) and (2.10) is replaced with a corresponding

propagation speed, for example the propagation speed in dry snow from Eq. (2.7). Know-

ing the orbit of the satellite precisely, surface elevations based on a reference ellipsoid can

be converted to freeboard values, i.e., height above the local sea level, by subtracting the in-

stantaneous sea-surface height of lead measurements. The difference in snow and sea-ice

freeboards, i.e., the distance between the snow and sea-ice surfaces, results in snow depth.

2.2.2 Satellite altimetry applications

For global-scale observations of snow depth on sea ice, using satellites is the only practical

option to get reasonable and sufficient coverage both in space and in time. Satellite radar al-

timeters apply the same basic methodology as the previously described nadir-looking radars

by transmitting pulses of EM energy towards the surface and measuring the TWTT and

the power of the backscattered signal. However, international frequency allocations allow

satellite radar altimeters a transmit bandwidth of only some hundreds of megahertz (Ulaby

and Long, 2014). Therefore, ultrawideband FMCW technology cannot be directly applied in

satellite altimetry but instead pulse compression is used.

Satellite radar altimeters are not sensitive enough to distinguish both snow and sea-ice

surfaces at once and thus, a combination of satellite altimeters must be used to derive snow

depth: one that penetrates the snow cover and one that does not (Fig. 2.6). Based on lab-

oratory experiments by Beaven et al. (1995), a 13.4 GHz radar signal penetrates the snow

and the ice surface dominates the backscatter. It is therefore assumed that the main scatter-
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Figure 2.6. Schematic illustrating some of the current and future satellite altimetry missions used for dual-
frequency retrieval of snow depth on sea ice. Ku band radar altimeters are used to derive sea-ice freeboard,
whereas laser and Ka band radar altimeters measure the snow freeboard. Difference in these freeboard values
yields snow depth. Illustration credits: ESA-C. Vijoux for CryoSat-2; Airbus for CRISTAL; CNES/O. Sattler for
SARAL; NASA for ICESat-2.

ing horizon for Ku band satellite altimeters, such as the 13.6 GHz SAR Interferometric Radar

Altimeter (SIRAL) onboard the ESA CryoSat-2 satellite (Wingham et al., 2006), is located at

the snow–ice interface. In contrast, the Ka band microwaves, such as from the 35.75 GHz

nadir altimeter in Ka band (AltiKa) onboard the French/Indian Satellite for ARgos and AL-

tiKa (SARAL), are more sensitive to surface scattering decreasing the penetration depth and

shifting the main scattering horizon to the snow surface (e.g., Guerreiro et al., 2016). Snow

freeboard can be retrieved also with a satellite laser altimeter, such as the Advanced Topo-

graphic Laser Altimeter System (ATLAS) onboard the NASA ICESat-2 satellite (Markus et al.,

2017), since a laser beam does not penetrate snow.

While the previously mentioned assumptions of Ku and Ka band radar penetration

depths corresponding to the snow–sea-ice and air–snow interfaces, respectively, are gen-

erally well acknowledged and widely used, there are also studies that put the assumptions

under debate. Willatt et al. (2010, 2011) investigated the Ku band penetration into snow us-

ing an on-ice radar in the Antarctic and an airborne radar in the Arctic and found that the

snow–ice interface was not the dominant scatterer for all cases but only for cold and dry

snow lacking any morphological features. Moreover, Nandan et al. (2017) proposed a verti-

cal shift of the main scattering horizon due to the altered dielectric properties of saline snow

on FYI. Armitage and Ridout (2015) compared the Ka band AltiKa data against airborne laser

and radar altimeter data and found that the main scattering occurred at approximately 50 %

depth in the snow cover.

Snow depth retrievals using satellite altimetry are restricted in time and space. As the

radar signal does not penetrate wet snow, sea-ice freeboard can be determined only in win-

ter, i.e., between October and April in the Arctic, when the snow can be expected to be cold

and dry. Furthermore, in summer, melt ponds complicate the retrieval of local sea-surface

height needed for the freeboard conversion as their water level differs from the surround-
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ing leads and they are also effective sources of backscatter in contrast to the surrounding

wet sea-ice surface (Quartly et al., 2019). More constrictions arise from the satellite orbit

factors. The inclination of the satellites that allow them to cover area only up to a certain

latitude: 81.5◦ N/S (e.g., ERS-1/2, Envisat, SARAL, Sentinel-3A/B), 86◦ N/S (e.g., ICESat), or

88◦ N/S (e.g., CryoSat-2, ICESat-2). Differing orbits also mean that the satellites do not mea-

sure the same sea ice at the same time. In addition, specifications of the different sensors

cause differences in altimeter footprint size ranging from less than 100 m of the laser altime-

ters up to several kilometres of the older radar altimeters leading to potential intermission

biases due to surface roughness. Despite the challenges of the dual-altimetry approach, sev-

eral attempts have been made to derive snow depth on the Arctic sea ice (Guerreiro et al.,

2016; Lawrence et al., 2018; Kwok et al., 2020). Improvements are expected due to the or-

bit resonance and near real-time acquisitions of the CryoSat-2 and ICESat-2 satellites (since

July 2020, CRYO2ICE) and the future single-platform dual-frequency radar altimetry mission

CRISTAL (Kern et al., 2020).

Besides using freeboard information from satellite altimeters, snow depth on sea ice has

been derived using brightness temperatures from multifrequency passive microwave sen-

sors (e.g., Markus and Cavalieri, 1998; Comiso et al., 2003; Maaß et al., 2013; Rostosky et al.,

2018; Braakmann-Folgmann and Donlon, 2019; Kilic et al., 2019). While satellite radiometers

offer up to daily coverage, snow depth products utilising them are mainly limited to only FYI

and a snow cover of less than 0.5 m in thickness as well as suffer from underestimation over

rough surfaces (Webster et al., 2018).



Chapter 3

C and K band microwave penetration into

snow using off-the-shelf radars

Abstract. Snow cover on sea ice poses a challenge for radar measurements as microwave pen-

etration into snow is not yet fully understood. In this chapter, the aim is to investigate microwave

penetration into snow on Arctic sea ice using commercial C (6 GHz) and K (26 GHz) band radars.

Radar measurements collected at nine study locations over first-year and multi-year landfast sea ice

in the Lincoln Sea in May 2018 are analysed together with detailed measurements of the physical

properties of the snow cover to determine the dominant scattering horizons at both frequencies and

evaluated for the feasibility to determine snow depth. The results show that in 39 % of the measure-

ments and only on first-year ice major fraction of the C band radar backscatter originated closer to

the snow–ice interface potentially enabling snow depth retrieval. At K band, 81 % of the radar re-

turns originated from the snow surface. However, the analysis was potentially hampered by relatively

warm air temperatures (up to −0.9 ◦C) during the study period and morphological features found in

the snow cover, partly confirming the findings of previous studies.

3.1 Introduction

Our knowledge of microwave penetration into snow on sea ice is inconsistent. In theory,

penetration depth of microwaves is inversely (directly) proportional to frequency (wave-

length) as introduced previously in Section 2.1.3 and Eq. (2.6). In addition, microwave pen-

etration into snow is affected by the interplay between scattering and absorption, which in

turn depend on the physical properties of snow, such as density, grain size and shape, salin-

ity, and wetness. Of particular interest has been the Ku band frequency (∼13.6 GHz) that is

used by many past, present, and proposed satellite radar altimeter missions, such as ERS-

1/2, Envisat, CryoSat-2, Sentinel-3A/B, and CRISTAL (Quartly et al., 2019). Using their data

for the freeboard-to-thickness conversion in sea-ice thickness measurements relies on the

assumption that the Ku band radar return penetrates the snow cover and originates from

the sea-ice surface. It has been shown in a laboratory that for a cold, dry, homogeneous,

21 cm thick snow cover the snow–ice interface return indeed dominated and the snow vol-

ume scatter contribution was negligible at Ku band (Beaven et al., 1995). However, both field

25
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observations and modelling studies suggest that the assumption may be invalid outside lab-

oratory conditions (e.g., Willatt et al., 2010, 2011; Nandan et al., 2017, 2020).

Observations from ground-based radar systems are required to understand not only how

different snow and sea-ice types affect the backscattered radar signal and from where the

dominant scattering originates but also to interpret the measurements from other radar plat-

forms correctly. Due to their larger footprint size, radar observations from aircraft and satel-

lites can often include contributions from a mixture of surface types whereas a ground-based

system can target a single homogeneous surface and assist in decomposing the backscatter

signal (Stroeve et al., 2020).

There is an abundance of studies focusing on microwave penetration into snow using

ground-based frequency-modulated continuous-wave (FMCW) radars (e.g., Marshall and

Koh, 2008, and references therein). They focus mostly on frequencies at or smaller than the

Ku band and on terrestrial snow while similar studies using higher frequencies, such as the

K or Ka band, or focusing on snow on sea ice are scarce. One example including higher fre-

quencies is the study by Koh et al. (1996), where multiband FMCW radars at C (3.9–5.9 GHz),

X (8.2–12.4 GHz), and Ka (26.5–40 GHz) bands were used to characterise the snow cover in

terrestrial test sites in the Northeastern United States. It was demonstrated that the higher

frequencies were more sensitive to the snow microstructure revealing subtle changes be-

tween layers while sometimes unable to detect the ground reflection. The lower frequencies

were more suitable for studying deeper and wetter snow packs.

Previous ground-based radar studies about microwave backscatter and extinction mech-

anisms and determining snow thickness on sea ice have concentrated on the Antarctic,

where the snow cover is generally deeper and more complex compared to the Arctic due

to warmer winter temperatures and frequent flooding. Kanagaratnam et al. (2007) studied

snow on the Antarctic sea ice with an S/C band (2–8 GHz) FMCW radar finding the air–snow

and snow–ice interfaces dominating the radar echoes and a high correlation between in situ

and radar-derived snow depths. Willatt et al. (2010) extended the bandwidth to higher fre-

quencies by using a C/X/Ku band (4.5–16 Ghz) FMCW radar to study radar response from

different snow types also in the Antarctic. They found that the assumption of the snow–ice

interface returns dominating at Ku band was valid for the surveyed sea ice in the Antarc-

tic only when morphological features and flooding were absent. Using an airborne radar

altimeter in the Arctic, Willatt et al. (2011) showed that Ku band microwaves did not pene-

trate as deep but were reflected closer to the air–snow interface when the snow temperature

was relatively warm, i.e., close to freezing (up to −4 ◦C). More recently, Stroeve et al. (2020)

developed a new dual-frequency, Ku (12–18 GHz) and Ka (30–40 GHz) band, FMCW radar

with fully polarimetric capability. The radar was deployed on the Arctic sea ice during the

year-long Multidisciplinary drifting Observatory for the Study of Arctic Climate (MOSAiC)

drift expedition in 2019–2020 to study the dominant scattering horizon and also backscatter

relevant to satellite radars in different snow packs. The data are currently being processed

together with a vast amount of year-round observations of snow depth and other relevant

physical properties of the snow cover.
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The studies mentioned above and many others alike have been conducted with purpose-

built FMCW radars. Using FMCW technology combined with a wide bandwidth rather than

conventional pulsed radars is beneficial for acquiring better range resolution, but it may

bring unwanted complexity to the radar system and increased development costs. In recent

years, using commercial radars has become increasingly popular for their ease of use and

relatively low cost. Ground-penetrating radar (GPR) is a well-established method in study-

ing glaciers (Navarro and Eisen, 2009) and the seasonal snow cover especially in the Nordic

countries (Lundberg et al., 2010). Pfaffhuber et al. (2017) pulled off-the-shelf, 400 MHz

and 800 MHz GPRs in a sledge over the Antarctic sea ice and argued that GPRs are effi-

cient in snow thickness surveys and “thus, making purpose-developed, complicated step

frequency/frequency-modulated radars is not strictly necessary for the task”. The usage of

commercial FMCW radars in snow research is still in its infancy as technology continues to

become more affordably available, but recently Pomerleau et al. (2020) demonstrated the

use of an off-the-shelf, 24 GHz FMCW radar in measuring lake ice thickness and monitor-

ing snow water equivalent (SWE) and snow density (snow depth was determined by other

means).

This chapter investigates the penetration of C (6 GHz) and K (26 GHz) band microwaves

into snow on sea ice using field experiments with commercial pulsed radars aided by detailed

surveys of snow stratigraphy. The measurements were conducted over landfast first-year and

multi-year sea ice in the Arctic in May 2018. The objectives are the following: (1) to determine

the locations of the dominant scattering surfaces for each of the two frequencies and relate

them to the structure and physical properties of the snow cover, (2) to assess a hypothesis

that snow depth could be derived from their respective difference, and (3) to explore if off-

the-shelf, conventional pulsed radars and their software are feasible for the purpose of snow

depth retrieval.

3.2 Data and methods

3.2.1 Study site and general conditions

The field campaign of the 2018 Multidisciplinary Arctic Program — Last Ice took place on

landfast sea ice in the Lincoln Sea approximately 6 km off the coast of Ellesmere Island

near Canadian Forces Station (CFS) Alert in May 2018 (Fig. 3.1a–c). The study site was cho-

sen so that both first-year ice (FYI) and multi-year ice (MYI) were easily accessible (Lange

et al., 2019). The respective sea-ice thicknesses measured using a ground-based electromag-

netic (EM) induction sounding instrument (Geonics EM31SH; method described in Haas

et al., 2017) along a 240 m long transect crossing both ice types on 24 May were on average

1.4±0.2 m and 2.9±0.7 m. Snow thickness was measured along the same transect using an

automatic snow depth probe (Snow-Hydro LLC magnaprobe; Sturm and Holmgren, 2018) on

9–10 and 24 May resulting in average values ranging between 0.22±0.14 m and 0.30±0.12 m

for FYI and between 0.42±0.24 m and 0.47±0.23 m for MYI, respectively (Lange et al., 2019).
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Figure 3.1. a) The study site in Alert in the Arctic-wide context together with the average sea-ice area fraction in
May 2018 (Meier et al., 2021). b) The main ice camp (red square, the extent of panel c)) in relation to Ellesmere
Island and the Canadian Forces Station (CFS) Alert (red diamond) on a Sentinel-1 level-1 interferometric wide
swath (IW) ground range detected (GRD) dual-polarised (HH+HV) SAR image acquired in the beginning of
the field campaign on 5 May 2018 as well as two snow study locations (red dots) on a big MYI floe. The or-
ange line is the NASA Operation IceBridge (OIB) flight track on 16 April 2018 (NASA, 2018). Brighter colours of
the SAR image indicate higher backscatter, i.e., rougher (older) sea ice, and darker colours lower backscatter,
i.e., smoother (younger) sea ice. Copernicus Sentinel data 2018. c) The detailed snow study locations close
to the main ice camp on OIB Digital Mapping System (DMS) optical imagery from 4 April and 16 April 2018
(Dominguez, 2010, updated 2018). The red dashed line shows the approximate border between FYI and MYI.
d) Hourly air temperature (red, left-hand side) and snow depth (black, right-hand side) in May 2018 measured
by Snow Buoy 2018S65 (Grosfeld et al., 2015; Katlein and Nicolaus, 2019; Nicolaus et al., 2021) deployed close to
the snow pit MYI buoy in panel c). Grey background indicates the period of detailed snow studies. Moreover,
major weather events, such as freezing drizzle observed on 15 May and snowfall on 22–23 May, are marked.

During the field measurements, the mean air temperature was −9±4 ◦C and the following

major weather events were observed: wind-driven snow distribution event on 9–10 May,

freezing drizzle on 15 May, and snowfall without significant redistribution by wind on 22–23

May (Fig. 3.1d). Moreover, aircraft surveys by NASA Operation IceBridge (OIB) were carried

out over the study site prior to the field campaign on 4 and 16 April 2018 (Studinger et al.,

2011; NASA, 2018).

3.2.2 Detailed snow studies

The detailed snow studies took place between 11 and 24 May as summarised in Table 3.1. A

total of nine locations were studied, divided roughly equally between FYI and MYI, including
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Table 3.1. Summary of the detailed snow studies including instruments and parameters. hs is snow depth, SMP
is the SnowMicroPen instrument, Ts is snow temperature, ρs is snow density, SSA is specific surface area using
the IceCube instrument, F is snow grain shape/form, E is snow grain size, R is snow hardness, and S is salinity.
Symbols follow Fierz et al. (2009). The last column indexes the figures summarising the measurement results.

Date Name hs [cm] Radar SMP Ts ρs SSA F , E , R S Fig.

12 May 2018 FYI buoy 18 x xc,d x x x x x A.1

14 May 2018 MYI buoy 42 x xd x x x x x 3.4

16 May 2018 FYI OIB 12 x xd x x x x x A.2

18 May 2018 MYI OIB 43 x xe x x x x x A.3

21 May 2018 MYI OIB floe N 36 x x x x x x x A.4

21 May 2018 MYI OIB floe S 68 x x x x x x A.5

22 May 2018 FYI transect 20 x x x x x x x 3.3

24 May 2018 FYI temporal 40 xa x x 3.5

24 May 2018 MYI temporal 28 xb x x A.6

a Only radar and hs also on 11, 13, 15, 17, 19, and 22 May 2018
b Only radar and hs also on 17, 19, and 22 May 2018
c One day later
d Coarse (20-25 cm) lateral resolution
e Data saving failure

two locations with repeated visits to create a short time series of the radar response. The

measurement procedure was the following and is explained in more detail below:

1. Radar measurements

2. High-resolution snow penetrometer measurements

3. Snow pit measurements

(a) Temperature

(b) Density

(c) Specific surface area (SSA)

(d) Stratigraphy, including snow grain type and size as well as hand hardness

(e) Salinity

First, a mostly wooden instrument stand was carefully placed over an untouched snow

cover (Fig. 3.2, left). The stand had two crossbars for radar measurements at heights of ap-

proximately 1 m and 1.5 m, depending on the bearing capacity of the snow cover. The radars

used for studying microwave penetration were commercial, off-the-shelf Endress+Hauser

Micropilot radars FMR54 (C band, ∼6 GHz) and FMR51 (K band, ∼26 GHz). Their main pa-

rameters are summarised in Table 3.2. Such radars are commonly used in industrial applica-

tions for continuous monitoring of a material level in a tank. The radar measurements were

recorded first at the lower 1 m height, then at the higher 1.5 m height, repeated at the lower

height, and then duplicated with the other radar using the manufacturer’s licensed FieldCare
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Figure 3.2. (Left) Photograph illustrating the setup using the off-the-shelf radars. R is range, hs is snow depth,
and the dashed line across the radar footprint shows the SnowMicroPen (SMP) measurement line. (Right)
Snowpit MYI OIB on 18 May 2018 (Fig. A.3) while measuring the temperature profile overlaid with annotations
of different snow layers. The dashed lines indicate approximate transitions between layers. The inset in the
lower-right corner of the photo illustrates the centimetre-scale depth hoar crystals that were found in the lower
layers.

software on a laptop computer. The software outputted the returned power in dB as a func-

tion of distance from the radar. During the first radar measurement at each measurement

height, the range to the snow surface was recorded with a ruler to compare the location of

the air–snow interface in the radar data. At two study locations, called FYI temporal and MYI

temporal, the radar measurements were repeated every other day in the exact same location

to record short time series of the radar response and therefore, only snow depth was recorded

with a thin metal probe. The more destructive penetrometer and snow pit measurements,

described in the following paragraphs, were done only on the last sampling day.

Next, the radars and the instrument stand were carefully removed with minimal distur-

bance to the snow. A high-resolution snow penetrometer, SnowMicroPen (SMP; Schneebeli

et al., 1999), was used to sample the snow cover across the radar footprint every 10–25 cm

(dashed line in Fig. 3.2, left). The SMP measures high-resolution profiles of penetration force

when the measurement tip at the end of a metal rod is driven with constant speed vertically
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Radar Frequency Beamwidth Footprinta Accuracy

FMR54 ∼6 GHz 23◦ 0.41/0.61 m ±6 mm

FMR51 ∼26 GHz 18◦ 0.32/0.47 m ±2 mm

a In diameter, beam-limited, range 1/1.5 m

Table 3.2. Summary of the radar
parameters reported by the
manufacturer Endress+Hauser.

into the snow pack. Proksch et al. (2015) empirically linked the penetration force to physical

snow properties, such as density and specific surface area (SSA, surface area per unit mass).

These derivatives are used here only for illustrative purposes, as recalibration might be nec-

essary for the snow pack on the Arctic sea ice but also due to instrument hardware updates

(Proksch et al., 2015; King et al., 2020b) but that is out of scope for this study.

After the SMP measurements, the disturbed snow was cleared and a vertical wall of snow

was prepared in a way that it was shadowed from direct sunlight (Fig. 3.2, right). First, a snow

temperature profile was recorded using a digital thermometer (testo 110 with a stainless steel

food probe) in 2–5 cm vertical resolution. Second, 100 cm3 (6 cm × 3 cm × 5.5 cm) samples

of snow were extracted using a light-weight box cutter (also known as the Taylor-LaChapelle

cutter) in 3 cm vertical resolution and weighed on a digital scale for the density measure-

ment. Third, the snow was sampled in 3 cm intervals for an SSA profile using the IceCube

instrument (A2 Photonic Sensors; Gallet et al., 2009). Fourth, the different snow layers were

identified based on snow grain shape and average size, determined with a crystal card and a

magnifying glass, and a hand hardness test by the observer. The grain shape and hardness

scales follow the classification in Fierz et al. (2009). Last, samples of snow were collected in

3–5 cm resolution to plastic bags, allowed to melt in a heated tent, and measured for salinity

the following day using the WTW Conductivity portable meter ProfiLine Cond 3110.

For the analysis, the radar measurements were aligned with the SMP and snow pit mea-

surements using the manually measured range between the radar and the snow surface. The

vertically averaged bulk density of snow from the box cutter measurements was used for cal-

culating the propagation speed of the radar wave in snow according to Eqs. (2.5) and (2.7) to

adjust the radar range in snow. The radar return power was converted to linear scale using

Eq. (2.3) and normalised to the maximum power for a readily determination of the domi-

nant scattering horizon. The location of the maximum power (normalised power equals 1)

was taken as the location of the main scattering horizon.

3.3 Results and discussion

In this section, two opposing examples of the detailed snow studies together with the longer

time series of radar response are presented and discussed. The remaining figures that sum-

marise the measurements are included in Appendix A of this thesis and indexed in Table 3.1.

The observed general structure of the snow cover was typical for the Arctic sea ice. Closest

to the snow–ice interface was a low-density, large-grained layer of depth hoar underlying a
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wind slab layer with smaller, rounded grains and higher density (Fig. 3.2, right). Many of the

studied snow covers had a layer of melt forms or even an ice lens between them indicating a

warmer period earlier that winter. Freezing drizzle on 15 May created a thin, icy crust on the

surface and snowfall on 22–23 May brought up to 10 cm of very soft, new snow. In general,

the snow cover on FYI was relatively thin with bottommost layers reaching up to 12 ppt in

salinity, whereas snow on MYI was thicker but fresh (non-saline).

During the measurement period 11–24 May, the air temperature rose close to and even

above −5 ◦C (Fig. 3.1d) increasing the possibility of liquid water presence in the snow cover

and subsequently, also the possibility of changes to the dielectric properties of snow. How-

ever, liquid water content (LWC) profiles were not measured as part of the detailed snow

studies.

Figure 3.3 shows the measurements carried out on the snow and sea-ice thickness tran-

sect, i.e., at the location called snow pit FYI transect, on 22 May and represents the expected

radar behaviour. From a 20 cm thick snow cover, the main scattering horizon for the C band

radar originated exactly from the snow–ice interface whereas the K band microwaves were

reflected from the air–snow interface regardless of the measurement height. The difference

in the range-corrected distance between the peaks of the two frequencies was in excellent

agreement with the snow depth. Both radar frequencies seemed surprisingly unaffected by

the high salinity of 12 ppt in the bottommost 5 cm of the snow pack and the relatively warm

snow temperature ranging from −6 ◦C to −3 ◦C. Increased salinity and temperatures close to

freezing have been reported to increase microwave absorption and shift the main scattering

horizon upwards.

The measurements conducted at the snow pit MYI buoy on 14 May are shown in Fig. 3.4.

Here, the radar measurements were affected by a few centimetres thick, high-density, icy

layer approximately 20 cm above the snow–ice interface. All but one of the radar returns

placed the main scattering horizon to this layer or slightly above it. For an unknown rea-

son, the C band measurement from the higher measurement height had the strongest return

about 15 cm higher than the respective K band measurement, although similar in shape,

placing it above the air–snow interface. This particular measurement was regarded erro-

neous. In addition, it must be noted that the thickness of the snow cover directly under the

radar was about 32 cm (increasing from left to right), but as the disturbed snow was cleared

for the snow pit measurements, the resulting height of the snow pit wall was 42 cm.

Figure 3.5 shows the evolution of the radar return signals from the exact same snow

at the study location FYI temporal. In the beginning of the time series on 11 May, the

higher-frequency K band microwaves reflected from or slightly below the air–snow interface

whereas the lower-frequency C band microwaves expectedly penetrated deeper. However,

the C band main scattering horizon seemed to correspond to a high-density layer of melt

forms, which was located at 7–13 cm above the ice surface in the snow pit measurements

on 24 May, rather than to the snow–ice interface. Later on by 22 May, the location of the

strongest C band return had migrated upward to less than 10 cm below the snow surface. The

K band penetration into snow was even more variable with the dominant scattering horizon
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Figure 3.3. Snow pit FYI transect on 22 May 2018. (Top) The first panel shows the normalised radar returns
for C (red) and K bands (black) and for the lower (solid) and higher (dashed) measurement height. The next
three panels show the SnowMicroPen measurements across the radar footprint, where zero distance indicates
directly under the radar at the middle of the instrument stand and positive distance is to the right. (Bottom)
Standard snow pit measurements. SSA stands for specific surface area. Letter code for hand hardness: very soft,
F (fist); soft, 4F (4 fingers); medium, 1F (1 finger); hard, P (pencil); very hard, K (knife blade); ice, I (ice). Colour

code for snow grain type: precipitation particles, lime ; decomposing and fragmented precipitation particles,

forest green ; rounded grains, light pink , faceted crystals, light blue ; depth hoar, blue ; melt forms, red ;

ice formations, cyan (Fierz et al., 2009).
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Figure 3.4. Snow pit MYI buoy on 14 May 2018. (Top) The first panel shows the normalised radar returns for
C (red) and K bands (black) and for the lower (solid) and higher (dashed) measurement height. The next three
panels show the SnowMicroPen measurements across the radar footprint, where zero distance indicates di-
rectly under the radar at the middle of the instrument stand and positive distance is to the right. Note that
snow depth for the radars and penetrometer was about 10 cm less than for the snow pit measurements (top).
(Bottom) Standard snow pit measurements. SSA stands for specific surface area. Letter code for hand hardness:
very soft, F (fist); soft, 4F (4 fingers); medium, 1F (1 finger); hard, P (pencil); very hard, K (knife blade); ice, I

(ice). Colour code for snow grain type: precipitation particles, lime ; decomposing and fragmented precipita-

tion particles, forest green ; rounded grains, light pink , faceted crystals, light blue ; depth hoar, blue ; melt

forms, red ; ice formations, cyan (Fierz et al., 2009). The salinity profile is not shown, because all MYI snow

pits had zero salinity.
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Figure 3.5. Measurements at the study location FYI temporal. (Top) Repeated C (red) and K band (black) radar
measurements for the lower (solid) and higher (dashed) measurement height between 11 and 22 May 2018
without detailed snow pit measurements. Note that the vertical axis is normalised to the snow surface and
converted into snow depth. Range of snow depth values probed under the radar are indicated above each panel.
(Bottom) Radar measurements on 24 May 2018 followed by stratigraphy and penetrometer measurements.
SSA stands for specific surface area. Note that the vertical axis is now normalised to the ice surface. Letter
code for hand hardness: very soft, F (fist); soft, 4F (4 fingers); medium, 1F (1 finger); hard, P (pencil); very

hard, K (knife blade); ice, I (ice). Colour code for snow grain type: precipitation particles, lime ; decomposing

and fragmented precipitation particles, forest green ; rounded grains, light pink , faceted crystals, light blue ;

depth hoar, blue ; melt forms, red ; ice formations, cyan (Fierz et al., 2009). The photograph in the bottom

right corner shows a close-up of the SnowMicroPen instrument and illustrates the softness of the topmost
layers.
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changing between the snow surface and the melt form layer or both showing double-peak

behaviour. Also opposing behaviour depending on the measurement height was observed

for both radars, on 17 May for K band and on 19 May for C band. Very likely reasons for the

decrease in penetration depth could be the increased temperature (air temperature peaked

at −0.9 ◦C on 19 May, Fig. 3.1d) and possible wetness of the snow cover during the mea-

surement period. Unfortunately, neither of those parameters were measured at this study

location. The new snow accumulated during the snowfall on 22–23 May remained mostly

undetected by the radars due to the very low density and thus, lack of dielectric contrast be-

tween air and snow. The top layers up to a total thickness of 15 cm consisted of (fragmented)

precipitation particles and were so soft that only one of the SMP measurements captured the

full profile, while for most of them the instrument did not register enough resistance.

In summary, the radars were operated at nine locations recording a total of 108 radar re-

turns divided equally between the C and K band frequencies and in 2:1 ratio between the

lower and higher measurement height. For the C band radar, the dominant scattering sur-

face was closer to the air–snow interface in 54 % of the returns, whereas in 39 % of the returns,

all in snow on FYI, the strongest signal originated closer to the snow–ice interface. A minor-

ity (7 %) of the dominant scattering horizons seemed to be located above the snow surface

(Fig. A.4) indicating perhaps a measurement error due to possible, unrecorded movement of

the instrument stand into the snow, although still within the range resolution of the radars

(about 2.9 cm for the C band radar and about 2.2 cm for the K band radar). For the K band

radar, a clear majority, 81 %, of the dominant returns were located within the range resolu-

tion distance of 2–3 cm to the air–snow interface, whereas a small fraction, 17 %, originated

closer to the snow–ice interface. One single return was located a few centimetres below the

snow–ice interface within the sea ice (Fig. A.1).

Altogether, the analysis of microwave penetration was challenging and very dependent

on the prevailing conditions. All studied snow packs had some morphological features, such

as a surface crust, an ice lens, or a melt form layer of varying thickness, that could have in-

fluenced the radar wave propagation. Additionally, the air temperature was close to or even

above −5 ◦C for the majority of the study period increasing the possibility of liquid water

and resulting microwave absorption in the snow pack (Barber et al., 1995). Further inac-

curacies may arise from the radar parameters allowing a range resolution of approximately

3 cm. Inarguably, FMCW radars would have been able to acquire more detailed radar profiles

increasing the sensitivity to thin layers (Marshall et al., 2007) and perhaps also resolve thin

(< 10 cm) snow thicknesses often encountered on level FYI. The thinnest snow pack mea-

sured with the radars was about 9 cm in thickness at the snow pit FYI OIB (Fig. A.2) where

neither radar detected the snow–ice interface.

Choosing commercial, off-the-shelf radars, such as the Endress+Hauser Micropilot

radars used here, over purpose-built radars may save for the trouble and costs of design-

ing, although additional costs may be inflicted by software license costs to operate the radar.

Rather than being open source, the details of the radars as well as their software and algo-

rithms can be trade secrets that the manufacturers are unwilling to disclose. That can make
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them seem like black boxes where the exact processing steps between input and output are

unknown. However, the rugged design of the industrial off-the-shelf radars could potentially

make them useful in remote continuous monitoring of the local snow and sea-ice backscat-

ter in harsh Arctic environments, where the risk of loosing an expensive FMCW radar would

be too high.

3.4 Conclusions

The field trials with commercial pulsed radars at the C and K band frequencies showed that

the theoretically deeper-penetrating C band radar had its dominant scattering horizon more

often closer to the air–snow interface than to the snow–ice interface. The latter was de-

tectable only on FYI. Most K band measurements were expectedly reflected at or close to

the snow surface, although in few occasions they penetrated deeper. Based on these results,

retrieving snow depth determined by the difference in distance between the main scattering

surfaces at C and K band is possible only on FYI and even then only under certain condi-

tions. The analysis was hampered by morphological features in the snow cover and rela-

tively high temperatures close to freezing confirming findings of previous studies. Further

insights could be gathered including data from the large number of airborne instruments on

the OIB survey that flew over the site approximately one month before the field experiments

described here were conducted.

Direct comparison between commercial and purpose-built radars is not possible based

on this study because both radar types were not deployed simultaneously. Future studies

should consider deploying both kinds of radars together with coincident extensive investi-

gations on the physical properties of the snow pack, including liquid water content. It is also

recommended to schedule the study period earlier in the year than May to avoid temper-

atures close to freezing complicating the analysis. Another desirable application for these

off-the-shelf radars would be long-term autonomous observation of the changes in snow

and sea-ice backscatter behaviour over a range of environmental conditions.
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Abstract. We present new high-resolution snow depth data on Arctic sea ice derived from air-

borne microwave radar measurements from the IceBird campaigns of the Alfred Wegener Institute

(AWI) together with a new retrieval method using signal peakiness based on an intercomparison ex-

ercise of colocated data at different altitudes. We aim to demonstrate the capabilities and potential

improvements of radar data, which were acquired at a lower altitude (200 ft) and slower speed (110 kn)

and had a smaller radar footprint size (2-m diameter) than previous airborne snow radar data. So

far, AWI Snow Radar data have been derived using a 2–18-GHz ultrawideband frequency-modulated

continuous-wave (FMCW) radar in 2017–2019. Our results show that our method in combination

with thorough calibration through coherent noise removal and system response deconvolution sig-

nificantly improves the quality of the radar-derived snow depth data. The validation against a 2-

D grid of in situ snow depth measurements on level landfast first-year ice indicates a mean bias of

only 0.86 cm between radar and ground truth. Comparison between the radar-derived snow depth

estimates from different altitudes shows good consistency. We conclude that the AWI Snow Radar

aboard the IceBird campaigns is able to measure the snow depth on Arctic sea ice accurately at higher

spatial resolution than but consistent with the existing airborne snow radar data of NASA Operation

IceBridge. Together with the simultaneous measurements of the total ice thickness and surface free-

board, the IceBird campaign data will be able to describe the whole sea-ice column on regional scales.

4.1 Introduction

A key factor contributing to our current limited knowledge of snow on sea ice and its impor-

tance to polar climate is the lack of representative snow observations. As a layer separating

dynamic sea ice and atmosphere, snow exhibits heterogeneity that evolves over time and

varies in space through different scales. Characterizing the spatial and temporal variability

of snow with point scale in situ measurements in a harsh and dynamic sea-ice environment

is logistically challenging (Webster et al., 2018). Satellite remote sensing of snow depth offers

a practical solution through two main approaches. Brightness temperatures from multifre-

quency passive microwave sensors (Kilic et al., 2019), their gradient ratios (Markus and Cav-

alieri, 1998; Comiso et al., 2003; Rostosky et al., 2018), or combined with emission modeling

(Maaß et al., 2013) are found to correlate with snow depth. A dual-altimetry method uses

radars of two different frequencies, of which one is assumed to penetrate the snow, while

the other is used to retrieve the air–snow interface (Guerreiro et al., 2016; Lawrence et al.,

2018). Recently, Kwok and Markus (2018) and Kwok et al. (2020) presented a combination

of radar and laser satellite altimeters to estimate snow depth. However, data from satellite

systems are constrained by spatiotemporal coverage, spatial resolution and differences in

footprint size, surface roughness, ice type, and availability of ground measurements for val-

idation (Webster et al., 2018). Airborne observations are often used to validate satellite mea-

surements even though they share many of the same constraints. In addition, measurements

from different platforms need intercomparison to minimize uncertainty if the blended anal-

ysis is required.
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Snow on Arctic sea ice modulates the thickness of the underlying ice (Maykut and Un-

tersteiner, 1971): in winter, it retards ice growth due to its low thermal conductivity (Sturm,

2002); in spring and summer, the high albedo of snow delays surface melt and melt pond for-

mation (Perovich et al., 2007; Perovich and Polashenski, 2012). Moreover, snow contributes

significantly to sea-ice mass balance through snow-ice formation (Merkouriadi et al., 2017;

Granskog et al., 2017; Rösel et al., 2018). In addition, snow loading is a critical parameter

to estimate sea-ice thickness from satellite radar and laser altimeter measurements through

the assumption of hydrostatic equilibrium (Laxon et al., 2003; Giles et al., 2007). Studies have

shown that the widely used snow depth climatology in Warren et al. (1999), derived from in

situ measurements on multiyear ice (MYI) during 1951–1991, requires adjustments for appli-

cations on Arctic sea ice due to large interannual variability and basin-wide thinner, younger

ice (Kurtz and Farrell, 2011; Farrell et al., 2012; Webster et al., 2014, 2018). Despite the high

importance of snow on sea ice to polar climate, “snow depth on sea ice is essentially un-

measured” as expressed by the Intergovernmental Panel on Climate Change (IPCC) Special

Report on the Ocean and Cryosphere in a Changing Climate (SROCC) (Meredith et al., 2019).

Frequency-modulated continuous-wave (FMCW) radars have been used for snow re-

search for more than 40 years and on airborne platforms since the 2000s (Marshall and Koh,

2008). Since 2009, NASA’s Operation IceBridge (OIB) campaigns have included an airborne

ultrawideband FMCW radar, known as the Snow Radar, developed by the Center for Remote

Sensing of Ice Sheets (CReSIS) at the University of Kansas (Koenig et al., 2010). Through the

duration of OIB, several algorithms have been developed to estimate snow depth from the

Snow Radar echograms (Kwok et al., 2011; Kurtz and Farrell, 2011; Kurtz et al., 2013, 2014;

Koenig et al., 2016; Kwok and Maksym, 2014; Newman et al., 2014; Kwok et al., 2017). For

descriptions of the algorithms, we ask the reader to refer to the brief summaries in Kwok

et al. (2017). The number of radar returns, and therefore potential snow depth estimates,

collected in a full season of Western Arctic OIB surveys is in the order of 106, clearly surpass-

ing the number and spatial coverage of current seasonal in situ measurements of snow depth

on sea ice.

Despite the recent efforts of the science community in the past decade to overcome

the sampling deficiency with manual measurements of snow depth from dedicated field

campaigns with limited spatial and temporal coverage, point measurements from drifting

autonomous measuring platforms, such as ice mass-balance buoys (IMBs) (Richter-Menge

et al., 2006; Polashenski et al., 2011; Planck et al., 2019; Jackson et al., 2013), and snow buoys,

or extensive airborne campaign programs, such as OIB, the current observations still are

not enough to monitor the state of snow on sea ice at the high spatial resolution, therefore

introducing a key knowledge gap and uncertainty (Meredith et al., 2019). Moreover, single

ground transects are not sufficient for validation of snow depth estimates from snow radars

since they are not suitable for capturing the variability within the radar footprint (Newman

et al., 2014). Therefore, we require ground surveys with a true 2-D grid layout. The 2-D

validation can improve accuracy and decrease the uncertainty of radar-derived snow depth

estimates while also limiting the necessity for spatial averaging. In addition, accurate esti-
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mates of snow depth on sea ice combined with simultaneously acquired information from

other airborne instruments measuring the sea ice would allow describing the whole layer of

sea ice and snow.

In this article, we present new data of snow depth on sea ice derived from airborne ul-

trawideband FMCW microwave radar measurements collected during the Alfred Wegener

Institute’s (AWI) IceBird campaigns between 2017 and 2019. We evaluate the performance

of the AWI Snow Radar at low altitude (200 ft) and demonstrate improvements associated

with a decrease in radar footprint size over previous acquisitions. We validate the data with

multiple passes over a 2-D grid of in situ snow depth measurements on level landfast first-

year ice (FYI). To retrieve the snow depth, we apply multiple retrieval algorithms, of which

one is based on signal peakiness and developed by us, using the open-source pySnowRadar

package as a framework for processing echogram data from CReSIS snow radar systems.

4.2 Data and Methods

We start by giving a short description of the radar system (see Section 4.2.1) and introduc-

ing the campaigns where we used the radar (see Section 4.2.2). We then continue by de-

scribing the calibration workflow of raw data (see Section 4.2.3), snow depth retrieval (see

Section 4.2.4.1), and postprocessing (see Section 4.2.4.3).

4.2.1 Snow Radar Description

The ultrawideband microwave radar, which we from now on refer to as Snow Radar, is a

2–18-GHz airborne FMCW radar developed by CReSIS at the University of Kansas. Since

2009, different versions of the Snow Radar have been operated as part of OIB to measure

snow depth on sea ice (Koenig et al., 2010; Yan et al., 2017a; Arnold et al., 2018). After a

testing phase in 2015–2016, a similar radar was deployed on the AWI IceBird airborne sea-ice

campaigns between 2017 and 2019. The radar system consists of a chirp generator based

on a direct digital synthesizer (DDS) with a frequency multiplier and a downconverter, dual-

polarized transmitter and receiver antennae, intermediate frequency section, and a digital

acquisition unit. The radar has the full polarimetric capability with four channels VV, HH (co-

polarized), VH, and HV (cross-polarized), which can be used to acquire further information

about the snowpack properties. A detailed technical description of the radar is given in Yan

et al. (2017a), and the key parameters are summarized in Table 4.1.

Following Panzer et al. (2013), the theoretical range resolution of the radar in free space

is 0.94 cm, determined by:

∆R = c

2B
(4.1)

where c is the speed of light in a vacuum and B is the radar bandwidth. The propagation

speed of the wave in snow, cs, is lower than in free space by a factor of approximately 0.81
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assuming a snow density of 0.3 g · cm−3 and results in a range resolution of 1.14 cm

∆R = kcs

2B
, where cs = c√

ε′ds

= c(1+0.51ρds)−
3
2 (4.2)

including the effect of windowing to reduce sidelobes (k = 1.5, Hanning). ε′ds is the relative

permittivity of dry snow determined by the density of dry snow, ρds, in g · cm−3 (Ulaby et al.,

1986).

For a smooth surface, the cross-track resolution equals the diameter of the pulse-limited

nadir-looking footprint

rpl = 2

√
kch

B
(4.3)

where h is the radar altitude above ground level. For a rough surface, the footprint size in-

creases depending on the topographic height of the surface features illuminated in the radar

beam and their location off-nadir. The along-track resolution

rat = 2h tan
β

2
(4.4)

depends on the half-power beamwidth for the synthetic aperture, β, in addition to the alti-

tude. The half-power beamwidth is defined in Ulaby et al. (1982) as

β= λ

2L
(4.5)

where λ is the wavelength at the center frequency and L is the unfocused synthetic aperture

length. The latter is defined as

L = nv

PRF
(4.6)

where n = 8 ·4 = 32 is the product of the presums made in hardware and software, v is the

velocity of the platform, and PRF is the pulse repetition frequency. The AWI Snow Radar

switches between vertically and horizontally polarized transmit modes; thus, the effective

PRF is halved relative to the OIB Snow Radar to approximately 2 kHz. Using the radar pa-

rameters from Table 4.1, the footprint sizes of 2.6 and 1.0 m in the cross- and along-track

directions for the low (200 ft) altitude surveys of the AWI Snow Radar are much smaller than

those of the OIB Snow Radar and allow for more accurate retrievals due to reduced clutter

from off-nadir snow and ice. Assuming elliptical footprints with along- and cross-track radii

as the semimajor and semiminor axes, respectively, the low-altitude (200 ft) footprint is only

3%–7% in size relative to the ones from high altitude (1500 ft). Also, the nominal along-track

sample spacing of the AWI Snow Radar at the low survey altitude is improved compared to

the high-altitude acquisitions.



44 CHAPTER 4. AIRBORNE RADAR-DERIVED SNOW DEPTH

Ta
b

le
4.

1.
Sn

ow
R

ad
ar

p
ar

am
et

er
s

fo
r

A
W

I
Ic

eB
ir

d
m

is
si

o
n

s
an

d
fo

r
N

A
SA

’s
O

p
er

at
io

n
Ic

eB
ri

d
ge

(O
IB

)
fo

r
co

m
p

ar
is

o
n

P
ar

am
et

er
A

W
I

Ic
eB

ir
d

E
q

u
at

io
n

O
IB

(2
01

7–
20

19
)

R
ad

ar
ve

rs
io

n
sn

ow
5

sn
ow

8

B
an

d
w

id
th

2–
18

G
H

z
2–

18
G

H
z

P
u

ls
e

le
n

gt
h

24
0
µ

s
24

0
µ

s

P
u

ls
e

re
p

et
it

io
n

fr
eq

u
en

cy
(P

R
F

)
3.

9
kH

z
3.

9
kH

z

Sa
m

p
li

n
g

fr
eq

u
en

cy
12

5
M

H
z

25
0

M
H

z

A
n

al
o

g-
to

-d
ig

it
al

co
n

ve
rt

er
(A

D
C

)
14

-b
it

14
-b

it

A
n

te
n

n
ae

D
u

al
-p

o
lH

o
rn

A
in

fo
LB

-S
J-

20
18

Si
n

gl
e-

p
o

lH
o

rn
E

T
S

Li
n

d
gr

en
31

15

R
an

ge
re

so
lu

ti
o

n
0.

94
–1

.1
4

cm
(4

.1
)

&
(4

.2
)

0.
94

–1
.1

4
cm

N
o

m
in

al
su

rv
ey

al
ti

tu
d

e
61

m
(2

00
ft

)
45

7
m

(1
50

0
ft

)
45

7
m

(1
50

0
ft

)

N
o

m
in

al
su

rv
ey

ve
lo

ci
ty

57
m

·s−
1

(1
10

kn
)

82
m

·s−
1

(1
60

kn
)

12
9

m
·s−

1
(2

50
kn

)

C
ro

ss
-t

ra
ck

fo
o

tp
ri

n
td

ia
m

et
er

2.
6

m
7.

2
m

(4
.3

)
7.

2
m

A
lo

n
g-

tr
ac

k
fo

o
tp

ri
n

td
ia

m
et

er
1.

0
m

5.
1

m
(4

.4
)

13
.0

m

Sa
m

p
le

sp
ac

in
g

∼4
–5

m
∼7

–9
m

∼5
–6

m

Tr
an

sm
it

p
ow

er
10

0
m

W
10

00
m

W
10

00
m

W



4.2. DATA AND METHODS 45

4.2.2 Deployments

The operational platforms for the AWI Snow Radar have been the Basler BT-67 research air-

craft, Polar 5 and Polar 6 of the AWI (Alfred-Wegener-Institut Helmholtz-Zentrum für Polar-

und Meeresforschung, 2016). The nadir-looking transmitter and receiver antennae were lo-

cated side by side under the floor toward the aft of the aircraft (see Fig. 4.1). In addition to the

Snow Radar, scientific instrumentation included an airborne laser scanner (ALS) for surface

topography and snow freeboard measurements, an electromagnetic induction sounding in-

strument (EM-Bird) to measure total ice thickness (i.e., snow + ice thickness), an infrared

radiation pyrometer for surface temperature, and a nadir-looking camera for surface type

identification.

Figure 4.1. (a) AWI research aircraft Polar 5
with complete IceBird sea-ice survey instru-
mentation. (b) AWI Snow Radar instrument
rack. (c) AWI Snow Radar horn antennae
(gray cuboids) installed under the floor pan-
els above the rolling doors (red cylinders).

The IceBird survey pattern over sea ice included surveys at two different altitudes. The

outward leg of each mission was flown in our primary low-altitude survey mode of 200 ft

with a slow surveying velocity of 110 kn. At this altitude, we were able to use all instruments

mentioned above and collect high-resolution data. We prevented signal saturation at low

altitudes by adding 10-dB attenuators to the Snow Radar transmitter. Approximately, every

15–20 min, the aircraft needed to ascend to 500 ft to monitor the EM-Bird sensor drift for

postprocessing. This caused a transition in the Nyquist zone for the Snow Radar, thus intro-

ducing short data gaps. During the multipurpose return leg, the aircraft surveyed at higher

altitude and speed to maximize operational range. Particularly, in 2019, the return leg was

flown in a comparable configuration to most OIB surveys, at 1500 ft and 160 kn, with contin-

uous measurements of the Snow Radar and ALS.

We have operated the AWI Snow Radar on three airborne campaigns over the Arctic sea

ice in the Greenland, Lincoln, Beaufort, and Chukchi Seas and the Central Arctic Ocean (see

Fig. 4.2 and Table 4.2). In 2017, the Snow Radar was operated during six sea-ice survey flights

as part of the Polar Airborne Measurements and Arctic Regional Climate Model Simulation

Project (PAMARCMiP) (Haas et al., 2010; Herber et al., 2012) from Eureka, Inuvik, and Utqi-

agvik (Barrow) between March 30 and April 10, 2017. In the following year, we operated the

Snow Radar over sea ice in the Fram Strait during a flight from Longyearbyen to Station Nord

on April 10, 2018, as part of the campaign RESURV79 focused on surveying Nioghalvfjerds-

brae (79 N) Glacier in Greenland. Between April 1 and April 10, 2019, we did a total of seven

survey flights with the Snow Radar from Eureka and Inuvik during the campaign IceBird Win-
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Figure 4.2. Airborne surveys with the AWI
Snow Radar between 2017 and 2019 (see Ta-
ble 4.2). The flight segments with the main
focus in this article are highlighted in red,
and the dashed squares indicate the extent
of Figs. 4.9(a) and 4.10(a). The inset in the
top-left corner shows a close-up of the short
validation flight over the Elson Lagoon near
Utqiagvik (Barrow) on April 10, 2017.

ter 2019, including areas in the Beaufort Sea not covered by OIB in that year. During these

deployments, we recorded over 980 000 radar returns.

Our analysis focuses on three individual flights on April 10, 2017, April 2, 2019, and April

10, 2019 (see Fig. 4.2 and Table 4.2). The first flight coincided with in situ snow depth mea-

surements carried out on landfast ice, which we used for validation. The surveys on April 2

and 10, 2019, contained long segments where flight tracks at two different survey altitudes

overlapped. We used them for comparison to assess the effect of the survey altitude on the

AWI Snow Radar measurements with the objective to quantify potential improvements of

the low-altitude mode and evaluate the consistency with earlier OIB surveys.

4.2.3 Calibration

For calibration of the raw data, we used the MATLAB-based cresis-toolbox software provided

by CReSIS (CReSIS, 2020a,b). Fig. 4.3 illustrates the workflow that followed the same princi-

ple steps of methods applied previously to retrieve snow depth from Snow Radar waveforms

(Panzer et al., 2013; Kwok et al., 2017; Yan et al., 2017b; CReSIS, 2020b). The first major step

was the removal of altitude-independent coherent noise [visible in Fig. 4.5(a) below as un-

dulating lines above the sea-ice surface]. Using a low-pass boxcar filter with a sampling fre-

quency of 1/7.5 Hz and a cutoff frequency of 1/30 Hz, we subtracted low-frequency along-

track noise from the data resulting in only the high-frequency signal left in the data.

The next step was to analyze each data segment to detect specular targets by using an

along-track discrete Fourier transform (DFT) over 512 range lines to extract the system re-

sponse. Over the polar ocean and in calm wind conditions, we could use open water leads

that were large enough (at least one Fresnel zone) as targets (Yan et al., 2017b). We detected

sea-ice leads by comparing the coherent signal power in the 32 lowest frequency bins of the

DFT with the incoherent power in the 425 highest frequency bins. When the power in the

lowest frequency bins exceeded the power in the highest frequency bins by 25 dB, we further

processed that block of 512 range lines to extract a waveform representing the system im-

pulse response. This was done by motion compensating each range line followed by taking

an average over all of them to achieve a high signal-to-noise ratio impulse response esti-

mate. After collecting all the impulse responses from the blocks that satisfied the threshold,

we tested the peak sidelobe ratio of each impulse response by deconvolving a sample range



4.2. DATA AND METHODS 47

Table 4.2. Airborne surveys with the AWI Snow Radar (see Fig. 4.2)

Flight IDa Base Mission Altitude

20170330_01

Eureka, Canada Nansen Sound, Arctic Ocean low20170330_02

20170330_03

20170402_01 Inuvik, Canada Beaufort Loop low

20170404_01
Inuvik, Canada AltiKa track low

20170404_02

20170406_01 Utqiagvik (Barrow), USA Sentinel-3A track low

20170408_01 Utqiagvik (Barrow), USA ULS & UiTSat low

20170410_01b Utqiagvik (Barrow), USA Elson Lagoon snow site low

20180410_01 Longyearbyen, Norway Fram Strait high

20190401_01 Eureka, Canada North of Ward Hunt ice shelf low

20190402_01b

Eureka, Canada Nansen Sound, Arctic Ocean
low

20190402_02b high

20190405_01
Eureka, Canada Lincoln Sea low

20190405_02

20190407_01

Inuvik, Canada Beaufort Triangle

low
20190407_02

20190407_03
high

20190407_04

20190408_01
Inuvik, Canada Amundsen Gulf low

20190408_01

20190410_01b

Inuvik, Canada ICESat-2 track
low

20190410_02b high

20190410_03 Inuvik, Canada Trail Valley Creek (over land) high
a In format <date of flight (yyyymmdd)>_<flight segment>
b Flight segments with the main focus of interest in this paper, highlighted in red in Fig. 4.2

line from each block. We used the waveform with the lowest sidelobes for each segment to

deconvolve that corresponding segment. If a data segment did not have any good wave-

forms (e.g., segments were flown over MYI with few leads), then we manually chose impulse

responses from another segment with corresponding nominal survey altitude. Usually, there

were only a few sufficiently good impulse responses found for each segment, and some seg-

ments had no impulse responses extracted that improved the sidelobes.

To apply deconvolution, we convolved the radar data with the inverse of the extracted

system response, which we limited to 400 range bins before and 150 range bins after the

mainlobe with a Tukey window. We limited the range bin extent to reduce the amount of

noise included in the impulse response and because this lowered the sidelobes in a large
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Figure 4.3. Principal steps of the AWI Snow Radar data calibration and processing.

enough region around the mainlobe to prevent sidelobes from disrupting snow thickness

tracking. Good system response deconvolution will suppress the range sidelobes [visible in

Fig. 4.5(b)] and improve the 3-dB range resolution, which, in turn, will enhance the clarity of

air–snow and snow–ice interfaces.

As part of deconvolution, we radiometrically calibrated the data so that the peak power

was scaled to 1/R2, where R is the range. We used the impulse response with the lowest

sidelobes as the calibration target. We assumed that the power reflection coefficient from

this target (specular sea water surface) should be 0 dB. We scaled all the data products by

the amount required to scale this calibration target to 0 dB. In addition, we narrowed the

frequency window from 2–18 GHz to roughly half, 4–11.5 GHz, to avoid amplifying high-

frequency noise.

As the final step, we applied elevation compensation to correct for changes in platform

altitude and truncated the radar data frames to the default CReSIS radar sea-ice mission

depth range of 8 m above and 5 m below the surface. We used the output of these two main

steps, an unfocused synthetic aperture radar (SAR) quick look product of the vertically co-

polarized channel (VV), as an intermediate product for our further analysis.
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4.2.4 Processing

4.2.4.1 pySnowRadar

We identified air–snow and snow–ice interfaces from the calibrated Snow Radar echograms

using the open-source pySnowRadar package (King et al., 2020a). Python-based

pySnowRadar provides a modular framework to extract, transform, and load Snow Radar

data. The generalized structure of the package allows for rapid development and validation

of retrieval algorithms with parallel processing capabilities to scale with compute infrastruc-

ture. Originally developed to use the Haar wavelet interface detection method introduced

in Newman et al. (2014), pySnowRadar produces along-track snow depth estimates, which

are largely insensitive to variations in mission-specific transmission power or receiver noise.

However, methods described in Newman et al. (2014) have not previously been validated for

the 2–18-GHz bandwidth radar version of the Snow Radar used by the AWI. Early investiga-

tions with the Haar wavelet method revealed incorrect interface detection especially when

the air–snow interface was the dominant scattering surface. Therefore, to assess the suitabil-

ity of this method, we developed a new interface picker module for comparison.

4.2.4.2 Peakiness method

Adapting an approach from satellite radar altimetry in Ricker et al. (2014), we used the con-

cepts of left- and right-hand peakiness, PPl and PPr, respectively, to determine correct in-

terface locations and disregard ambiguous waveforms. To detect the air–snow interface, we

first identified all local maxima (peaks) that were above the mean noise level of the first 100

range bins by a user-defined peak detection power threshold in the normalized, logarithmic-

scale waveform, whereas, for the snow–ice interface, we did the same but using normalized,

linear-scale data to decrease the number of possible interface locations. In general, max-

imum return power was assumed to correspond to the snow–ice interface, i.e., the largest

change in the dielectric properties. If more than five peaks above the peak detection power

threshold were found in the linear data at this stage, the algorithm does not return any in-

terface locations for the waveform in question because reliable interface signal cannot be

retrieved but regards it as ambiguous. For each peak identified from the logarithmic (linear)

data, we calculated the left-hand (right-hand) peakiness value using the mean of N preced-

ing (succeeding) range bins in the linear normalized data as defined by Ricker et al. (2014)

PPl =
s̃peak

1

N

N∑
i=1

s̃peak−i

·N (4.7)

PPr =
s̃peak

1

N

N∑
i=1

s̃peak+i

·N (4.8)
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where s̃i = si /smax is the normalized waveform in linear scale, i is the range bin index, and N

is the number of range bins. We chose N = 10 for the calculations as it equaled two times the

3-dB range resolution (see Section 4.3.1). We assigned the air–snow (snow–ice) interface to

the first (last) peak identified from the logarithmic (linear) data that exceeded a user-defined

left-hand (right-hand) peakiness value. An example of applying the method to a waveform

is shown in Fig. 4.4. The four user-definable parameters described here were determined

semiempirically through validation (see Section 4.3.2) and random test frames from each

segment to ensure consistency (see Table 4.3).

Table 4.3. Waveform peak detection parameters: power thresholds (TH) in the logarithmic (log) and linear (lin)
scales, and left-hand (l) and right-hand (r) peakiness (PP) threshold values

Flight ID
Log-scale

power
Lin-scale

power
Left-hand
peakiness

Right-hand
peakiness

THlog THlin PPl PPr

20170410_01 0.7 0.2 20 20

20190402_01 0.6 0.2 20 20

20190402_02 0.6 0.5 20 30

20190410_01 0.6 0.2 20 20

20190410_02 0.6 0.5 20 30

4.2.4.3 Snow Depth Postprocessing

Following Newman et al. (2014), we characterized the variability of the sea-ice surface within

the radar footprint with the nonparametric surface topography estimate htopo, which is de-

fined as the difference of the 95th percentile and the 5th percentile of the surface elevation

height:

htopo = h95 −h05. (4.9)

Here, we approximated the radar footprint to be circular with a radius corresponding to the

theoretical smooth surface and cross-track footprint size. For the estimation of htopo, we

used data acquired with the onboard near-infrared (1064 nm), fast line-scanning ALS (Riegl

VQ-580), which has an accuracy and precision of 25 mm. Resulting WGS84 surface elevation

point clouds were gridded into 0.25- or 0.50-m lateral resolution for the low and high survey

altitudes, respectively [see Fig. 4.4(a)].

Following again the approach of Newman et al. (2014), we set an upper limit of 0.5 m for

htopo where surface elevation data from the ALS were available. This was to include surface

features on level ice, such as sastrugi, but to exclude potentially false snow depth estimates in

the heavily deformed sea-ice environment. We filtered out snow depth estimates that were

acquired during the EM-Bird calibration maneuvers using a simple elevation threshold and

when the absolute roll or pitch of the aircraft exceeded 5◦. In addition, we regarded snow

depths larger than 1.5 m as outliers and discarded them from further analysis.
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Figure 4.4. Example from the low-altitude survey flight 20190410_01 at approximately 71.36◦N, −131.15◦E.
(a) Snow Radar derived snow depth estimates with the peakiness method (colored dots, footprint diameter
has been exaggerated by a factor of 2) overlaid on ALS-derived WGS84 surface elevation (bluish swath). The
red solid line is the corresponding along-track topographic variability (htopo), and the dashed line is its 0.5-m
threshold (right-hand side vertical axis). (b) Corresponding section of the Snow Radar echogram with air–snow
(blue) and snow–ice (red) interfaces identified with the peakiness method. (c) Sample waveform [white circle
in (a) and white dashed line in (b)] in logarithmic scale (black) and in linear scale (gray, right-hand side vertical
axis) together with the air–snow (blue) and snow–ice (red) interfaces identified using the peakiness (solid line)
and Haar wavelet (dashed line) methods. The blue (red) crosses and circles illustrate the left-hand (right-hand)
peakiness calculation.

4.2.5 Auxiliary Sea Ice Data

To assist in the analysis and evaluate the results, we connected the snow depth estimates

with coinciding multiyear ice fraction (MYIf) information using the 12.5-km resolution MYI

concentration product from the University of Bremen (Ye et al., 2016a,b).
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4.3 Results

4.3.1 Calibration

Fig. 4.5 shows how the radar data improved during the calibration process through coherent

noise removal and system response deconvolution, which take place between the figure pan-

els. Due to the lack of open water leads during some survey flights, not all segments could

be deconvolved using specular targets from the same flight. However, in those cases, we

used a deconvolution waveform from another segment with the same survey altitude, which

may lead to reduced deconvolution quality due to drifts in the system response over time.

Fig 4.6 shows the system impulse deconvolution for the flight segments on April 10, 2019,

which crossed several leads. The reduction in bandwidth from 2–18 to 4–11.5 GHz during

deconvolution [see Fig. 4.6 (Right)] prohibited amplifying high-frequency noise but caused

an increase in the range resolution, which was evident also in the 3-dB range resolution that

had a value of approximately 4.2 cm after deconvolution. While the deconvolution did not

sharpen the main lobe significantly, the side lobes were suppressed to about −30 dB or less

[see Fig. 4.6 (Left)].

Figure 4.5. Example frame of the low survey altitude AWI Snow Radar data during different steps of the calibra-
tion process (a) before coherent noise removal, (b) after coherent noise removal, and (c) after system response
deconvolution. Brighter colors indicate higher return power of the radar signal. The range axis is calculated
assuming a snow density of 0.3 g · cm−3.

To further investigate the effect of the system response deconvolution, we considered

the system sidelobe strength dependence for our data both before and after deconvolution

following Kwok and Maksym (2014), Kwok and Haas (2015), and Kwok et al. (2017). While

they calculated the curves for the whole campaign (over 106 waveforms), we restricted our

analysis to individual flight segments due to the differing survey altitudes, thus limiting the

total number of waveforms (in the order of 104) in the resulting group of curves. The curves

in Fig. 4.7 show radar returns that were oversampled by a factor of 16, averaged with a rolling

window of the same size, and normalized with respect to the peak (maximum) return, s̃(i ) =
s(i )/speak. We averaged them over 2-dB intervals of the peak signal-to-noise ratio, PSNR =
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(a)

(b)

Figure 4.6. (Left) Deconvolution waveforms
and (Right) transfer functions for flight seg-
ments (a) 20190410_01 (low altitude) and (b)
20190410_02 (high altitude). The positive
range axis is away from the radar.

speak/n̄, where n̄ is the noise calculated from the first 100 range bins of the waveform. The

figure shows the desired effect of reduced side lobes after deconvolution and also generally

higher SNR levels with lower altitude and for deconvolved data.

4.3.2 Validation

The last flight of the 2017 campaign on April 10 took place over a site with high-resolution

and 2-D in situ snow measurements in the Elson Lagoon close to Point Barrow, Alaska. The

ground-truth snow depth data were collected in a 650 × 450-m area surveyed using a terres-

trial laser scanner (TLS) to establish snow surface position relative to an array of 15 reference

reflectors frozen to the ice on level landfast FYI on March 30–April 1, 2017. Snow depth was

determined from the surface position by subtracting an ice surface that was presumed to

be planar. The planar ice surface assumption, in this case, is well supported by scans of

the snow-free ice surface in autumn, which showed less than 2 cm of surface height varia-

tion, a lack of vertical deformation in the reference reflector array during the course of the

winter, and cross comparison of the derived snow depths with probe-based measurements.

The horizontal resolution of the resulting TLS field was 25 cm, and the vertical accuracy was

determined to be approximately 1 cm by cross-comparison with manually measured snow
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(a)

(b)

Figure 4.7. Investigating system side
lobes (a) before and (b) after the system
response deconvolution for flight seg-
ments 20190410_01 (low altitude, left) and
20190410_02 (high altitude, right). Gray
histograms show the probability density
functions (pdf) of the snow depth estimates
retrieved with the peakiness method with
a bin size of 4 cm (right-hand side vertical
axis). The range in snow is calculated
assuming a snow density of 0.3 g · cm−3.

depths collected with automatic snow depth probes (magnaprobe) within the survey area.

The snow depth in the entire area ranged from 1 to 71 cm with a mean value of 23 cm and

a standard deviation of 6 cm. There was no precipitation and very little redistribution be-

tween the TLS and Snow Radar surveys. Prevailing winds from east-northeast affected the

morphology of the dunes [see Fig. 4.8(i)].

We surveyed the field site with the aircraft at the low survey altitude mode (200 ft) in three

different directions: 1) from southeast to northwest; 2) from southwest to northeast; and 3)

from north to south (see Fig. 4.8). For each radar return, we calculated the snow depth esti-

mate using a snow density of 0.3 g · cm−3 derived from four snow pit profiles, which agreed

also with the climatological value (Warren et al., 1999). We determined the corresponding

TLS snow depth as the mean value within a radius that we assumed to equal the theoretical

smooth surface and cross-track radar footprint radius. To evaluate the validation, we cal-

culated root mean square errors (RMSEs), mean biases, and correlation coefficients (r ) for

each crossing flight line separately and all overlapping points together.

The validation results from the TLS comparison with the peakiness method are shown

in Fig. 4.8 and Table 4.4. Bias in the comparison was minimized with peak detection power

thresholds of 0.7 and 0.2 to detect the air–snow and snow–ice interfaces, respectively, and

setting the threshold value to 20 for both peakiness parameters (see Table 4.3), which re-
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Figure 4.8. Validation over the TLS snow depth field in Utqiagvik (Barrow) on April 10, 2017. The three columns
are the flight paths crossing the field in three different directions: 1) from southeast (SE) to northwest (NW);
2) from southwest (SW) to northeast (NE); and 3) from north (N) to south (S). (a)–(c) Along-track snow depth
estimates derived from the radar and TLS data, whereas (d)–(f) show them as scatter plots with the calculated
statistics in addition to the first-order least-squares fit lines and their respective slopes in red. (g) All overlap-
ping snow depth estimates together (n = 384) as a scatter plot and (h) their probability density functions using a
bin width of 4 cm. For comparison, the snow depth distributions using the Haar wavelet method (gray dashed)
and magnaprobe (MP, red dashed) are shown. The values in the figure legend correspond to the mean snow
depths. (i) Overview of the validation site: the snow depth is shown with a range of bluish colors, the crossing
flight tracks as black lines, and the magnaprobe measurements in red. The arrow shows the prevailing wind
direction from east-northeast. The origin is at 4W 590250 7917600 in UTM coordinates.

tained 90% of the collected waveforms. Line 1 had the lowest correlation coefficient of 0.56,

the shared-lowest RMSE of 6.66 cm, and a mean bias of 0.51 cm. Line 2 ran against the dom-

inant orientation of the snow dunes and had the most values for comparison across the val-

idation field. However, the results showed the largest values for RMSE and mean bias of 7.26
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Radar: Peakiness TLS

Line 1 23.0 ± 7.9 (19) cm 22.4 ± 5.9 (21) cm

Line 2 24.9 ± 8.9 (19) cm 22.9 ± 5.3 (22) cm

Line 3 21.5 ± 8.4 (17) cm 22.1 ± 6.3 (17) cm

All 23.4 ± 8.5 (19) cm 22.6 ± 5.8 (22) cm

Table 4.4. Mean ± standard deviation (mode) of
the peakiness method and the terrestrial laser
scanner (TLS) derived snow depth estimates in
centimeters for the validation Site (see Fig. 4.8)

and 1.95 cm, respectively. Line 3 revealed a slightly negative bias (−0.63 cm), the best cor-

relation coefficient out of the three crossing lines (0.62), and shared-lowest RMSE (6.65 cm).

Considering all overlapping radar and TLS snow depth estimates together, we found a cor-

relation coefficient of 0.60, an RMSE of 6.93 cm, and a mean bias of 0.86 cm, which was still

well within the assumed TLS accuracy of 1 cm. The peakiness method well captures the snow

depth distribution indicated by both the TLS and magnaprobe [see Fig. 4.8(h)].

On average, the validation of snow data picked with the Haar wavelet method showed

worse results compared to the new picker method, despite retaining all waveforms, resulting

in a correlation of 0.42 (ranging from 0.36 to 0.51 between the crossing lines), a mean bias of

2.57 cm (1.62–4.59 cm), and an RMSE of 10.26 cm (9.57–10.90 cm). The Haar wavelet method

overestimated the mean snow depth by approximately 10% [see Fig. 4.8(h)].

We estimate the uncertainty by following the approach of Newman et al. (2014) where

the mean bias between the Snow Radar (SR) and TLS snow depths (δSR−TLS), the precision

of the radar snow depths (εSR), and the precision of the TLS snow depths (εTLS) are added in

quadrature:

σ2
SR = δ2

SR−TLS +ε2
SR +ε2

TLS. (4.10)

Taking the 3-dB range resolution of 4.2 cm as the Snow Radar precision, the uncertainty

results in σSR = 4.4 cm (18% of the overall snow depth). This uncertainty value is lower than

the simplistic error estimate of 5.7 cm in Kurtz et al. (2013) still being used for the current

OIB snow depth on sea ice products (Kurtz et al., 2015; NSIDC, 2016).

To this date, no further colocated AWI Snow Radar data and ground-truth measurements

were available to us, neither were there flight tracks with colocated AWI and OIB Snow Radar

data.

4.3.3 Intercomparison at Different Altitudes

Because of the differences in the nominal along-track spacing of the AWI Snow Radar data

points between the two survey altitudes, the total number of high-altitude waveforms was

59% and 57% of the low-altitude waveforms for April 2 and 10, 2019, respectively. There-

fore, we present the snow depth estimates averaged to 40-m and 1-km along-track bins. In

Table 4.5, the percentages show the fraction of valid waveforms after postprocessing (see

Section 4.2.4.3) included in averaging. Due to the filtering according to the user-defined

waveform parameter thresholds, the percentages for the peakiness method were consis-

tently smaller than for the Haar wavelet method. In addition, due to the data gaps that
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resulted from the EM-Bird calibration maneuvers, we limited the snow depth comparison

to those sections where estimates from both altitudes were available. We did not apply any

drift correction nor adjust the flight track of the return segment.

4.3.3.1 MYI

The flight on April 2, 2019, departed from Eureka along the Nansen Sound and out to the Arc-

tic Ocean at the low survey altitude and returned at the high survey altitude [see Fig. 4.9(a)].

It was characterized by FYI in the Nansen Sound until a stretch of landfast MYI (a “plug”)

several tens of kilometers in length right at the mouth of the sound, which is shown with a

black circle in Fig. 4.9(a) around −92◦E. After a short decrease in MYIf down to 40%, major

parts of the segments were dominated by MYI only. The sea-ice drift of the surveyed area in

the Arctic Ocean during that day was marginal, less than about 1.2 cm · s−1 toward the south.

Due to more turbulent conditions at the low survey altitude, we did not attempt to keep the

exact overlap between the segment flight tracks. During the flight, the distance between the

two segments was within 730 m with a mean of 250 m.

The retrieved snow depth distributions were mostly bimodal due to the continuously

thick snow cover of around 0.5–0.6 m over the MYI plug; however, the bimodality was less

clear in the low-altitude data and even absent in the corresponding Haar wavelet distribu-

tion [see Fig. 4.9(b)–(e)]. The mean snow depth (0.44 m) and standard deviation (0.26 m)

using the peakiness method were consistent between the two survey altitudes, whereas the

mean difference in snow depth of 0.06 m between the altitudes over the MYI plug mainly

contributed to the differing modal values (see Table 4.5). In comparison, the Haar wavelet

method returned larger values for the mean and modal snow depth at the high survey alti-

tude. For the low altitude, the mean snow depth and standard deviation were similar (0.43

and 0.25 m), but the missing second peak in the distribution resulted in a modal value of

only 0.23 m.

Fig. 4.9(f) and (g) shows the snow depth estimate profiles derived using the peakiness

method in 40-m and 1-km bins at the two survey altitudes. The 1-km averaged profiles follow

each other reasonably well considering that the flight tracks did not match exactly and no

ice drift correction was done [see Fig. 4.9(h)]. However, we found a discrepancy over the MYI

plug around −92◦E. The 40-m binned snow depth estimates from the two survey altitudes

showed the maximum correlation of 0.58 when the distance between the segments was up to

30 m and decreased to 0.2 and below when distance exceeded 300 m, and more values were

included in the analysis. Similarly, RMSE was 0.14 m at small distances and slowly increased

to 0.3 m for distances larger than 500 m. A small negative bias of the low-altitude snow depth

estimates, up to −0.1 m due to the difference over the MYI plug, eventually balanced out to

near zero as the distance increased.



4.3. RESULTS 59

Figure 4.9. Snow depth estimates over the Nansen Sound and the Arctic Ocean on April 2, 2019. (a) Flight track
(red line) and Polar Pathfinder daily 25-km EASE-grid sea ice motion vectors (Tschudi et al., 2019a) (colored
arrows) overlaid on Sentinel-1 Level-1 extra-wide (EW) swath ground range detected (GRD) HH-polarized SAR
images acquired on the day of the survey. Brighter colors indicate higher backscatter, i.e., rougher (older) sea
ice. The black circle shows the location of the MYI plug at the mouth of the Nansen Sound. Copernicus Sen-
tinel data 2019. (b) pdf of the 40-m averaged snow depth from the high-altitude segment using the peakiness
method. The gray histogram shows the snow depth distribution over the MYI plug. (c) 40-m averaged snow
depth pdf from the high-altitude segment using the Haar wavelet method. (d) and (e) Same as (b) and (c) but
for the low-altitude segment. The bin width in the pdfs (b)–(e) is 4 cm. Basic statistics are given in Table 4.5.
(f) Along-track snow depth profile in 40-m (dots) and 1-km (line) bins using the peakiness method (the Haar
wavelet method not shown) for the high-altitude segment against longitude. The gray section indicates the
location of the MYI plug. (g) Same as (f) but for the low-altitude segment together with EM-Bird calibration
maneuvers (red). (h) 1-km bin along-track profiles of the two segments combined together with MYIf classifi-
cation.
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4.3.3.2 Mixed Ice Types

The flight on April 10, 2019, followed a ground track of the ICESat-2 satellite, namely, the

ground track of the strong center beam of orbit number 189 of cycle 3, out to the East Beau-

fort Sea (Hendricks et al., 2019) [see Fig. 4.10(a)]. The flight path crossed several leads and

varying types of ice: young and older FYI near the coast but also embedded in the MYI zone

north of 71.75◦N. Similar to the flight on April 2, we did the outbound survey at low altitude

and returned at the high survey altitude. However, in more challenging flight conditions due

to higher wind speeds, the maximum distance between the segments was 1.8 km and the

average 460 m. Sea-ice drift velocity in this area on the day of the survey was up to one or-

der of magnitude larger, around 10 cm · s−1 with direction varying from south to southwest,

moving the ice as much as 1.3 km during the 4-h survey.

Table 4.5 shows that the snow depth estimates at the low survey altitude were on aver-

age 0.03 m larger than at the high altitude. The same was true comparing the two retrieval

methods, where the Haar wavelet method resulted in 0.06 m deeper mean snow depth es-

timates than the peakiness method. The shapes of the distributions were similar, but the

snow depths derived with the Haar wavelet included significantly less thin (<0.04 m) snow

[see Fig. 4.10(b)–(e)], which was reflected also in the modal values.

The snow depth estimates derived using the peakiness method in 40-m and 1-km bins at

the two survey altitudes are shown in Fig. 4.10(f) and (g). The 1-km averaged profiles cap-

tured the main features across the different ice types [see Fig. 4.10(h)]. However, compared to

the profiles from April 2, snow depth estimates from the two survey altitudes differed more

frequently, i.e., low-altitude estimates exceeded the ones acquired from the high-altitude

segment. This was because the radar measured inherently different snow due to the sea-ice

drift between the overpasses as a function of temporal and spatial separations between the

flight track segments over heterogeneous sea-ice conditions. The 40-m binned snow depth

estimates from the two survey altitudes showed the maximum correlation of 0.40 when the

distance between the low- and high-altitude segments was less than 40 m and decreased

to 0.2 and below when including values that were separated by more than 620 m. Similarly,

RMSE was 0.2 m at small distances and increased to 0.23 m for distances larger than 600 m. A

small positive bias of 0.06 m of the low-altitude snow depth estimates was eventually halved

to 0.03 m as the distance increased.

4.4 Discussion

We have demonstrated the feasibility of sensor calibration for the AWI Snow Radar at the

unprecedented low altitude of 200 ft, which included coherent noise removal and system

response deconvolution using the cresis-toolbox (see Figs. 4.5–4.7). Previously, Yan et al.

(2017b) showed the effect of coherent noise removal and system response deconvolution at

the nominal 1500-ft survey altitude and found an improvement of 0.24 cm in the 3-dB range

resolution. However, we did not find such an effect on our deconvolved sample data on ei-
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Figure 4.10. Snow depth estimates over the East Beaufort Sea on April 10, 2019. For description, see the caption
of Fig. 4.9. Note the different scales of the sea-ice drift in (a) and the different horizontal axes in (f)–(h). Basic
statistics are given in Table 4.5.

ther survey altitude. Moreover, they did not report any reduction in bandwidth that we were

obliged to do to avoid amplifying high-frequency noise. We also think that the specularity of

the sea-ice leads that we used as targets might have been compromised due to windy con-

ditions and insufficient size. Using a man-made calibration target, for example, a corner

reflector, as suggested in Yan et al. (2017b), would be a solution but logistically challeng-

ing. Future calibration steps include SAR-focused and array processing, which may further

improve the radar data quality.

For the validation of our novel peakiness-based retrieval method, we compared the snow

depth estimates derived from the AWI Snow Radar measurements at low survey altitude
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against 2-D in situ snow depth measurements from a TLS. Mean values of 23.43 and 22.57 cm

revealed an excellent agreement. The resulting slightly positive mean bias of 0.86 cm was

well within the accuracy of the TLS snow depths and below radar sensor resolution. However,

there were two main shortcomings to this validation. First, the range of TLS snow depths

was narrow, only 31 cm. This lack of range likely reduced the obtained correlation between

the data sets. For a more comprehensive validation, in situ snow depths with higher spatial

variability are required. Second, the validation was limited to level landfast FYI, low survey

altitude, and one season only. Due to weather constraints, further validation opportunities

against in situ measurements on other ice types are not available to this date. For this rea-

son, we chose to follow the approach of Newman et al. (2014) and use the nonparametric

surface topography estimate htopo to filter out potentially false snow depth estimates where

the sea-ice surface was deformed.

We found that the new peakiness method worked better for the AWI 2–18-GHz radar ver-

sion and low survey altitude than the Haar wavelet method. Although the retrieved snow

depth estimates indicated similar statistics (see Table 4.5 and Figs. 4.9 and 4.10), the Haar

wavelet method led to overestimation and underestimation of snow depth. As we showed

in the validation (see Section 4.3.2, Fig. 4.8) and further illustrated in Fig. 4.4(c), the Haar

wavelet method overestimated the mean snow depth in a regular case where the snow–ice

interface had the largest return power. This was caused by the assumption of the method to

assign the air–snow interface to the first range bin on the leading edge of the waveform that

was above the noise floor, i.e., when the radar pulse began to illuminate the interface. This

reflection could originate from the top of a sea-ice surface feature, such as a snow dune or a

pressure ridge, and even from off-nadir (Newman et al., 2014). Therefore, the resulting snow

depth estimate would correspond more to the maximum snow depth within the radar foot-

print rather than to the average. However, studies have shown that the air–snow interface

may also be the dominant scattering surface in certain conditions and within the frequency

range of the Snow Radar (Kanagaratnam et al., 2007; Willatt et al., 2010, 2011). Consequently,

the assumption of the Haar wavelet method to consider only points on the leading edge of

the waveform (Newman et al., 2014) could lead to drastic underestimation of the snow depth

when the maximum return power was associated already with the air–snow interface, while

the signal from the assumed snow–ice interface was less powerful. The newly developed

approach with peakiness parameters has been specifically designed to picking correct inter-

faces also in such cases.

By design, the Haar wavelet method will not derive a zero snow depth as it considers two

points on the leading edge of the waveform. Because we did not use any lead detection for

filtering, in particular, the snow depth estimates derived with the Haar wavelet method on

April 10, 2019, might be biased high. We also did not assign any limit, such as the theoretical

or a multiple of the 3-dB range resolution (Kwok et al., 2011; Newman et al., 2014), for the

minimum detectable snow depth to include the physical result of zero snow depth and to

avoid biasing by excluding thin snow.
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We acknowledge that the use of several user-definable peak detection parameter thresh-

olds in the new peakiness method may introduce additional uncertainties and would ideally

require validation in each season to constrain them properly. Our method decreases the sen-

sitivity to the sea-ice surface features and the leading edge of the waveform compared to the

Haar wavelet method, therefore bringing the derived snow depth estimates closer to the av-

erage value rather than the maximum. Increasing (decreasing) the peak detection threshold

for the logarithmic power would decrease (increase) the snow depth as the air–snow inter-

face is moved up (down) the leading edge of the waveforms. Varying the peak detection

threshold for the linear-scaled power could allow more possible snow–ice interfaces to be

detected especially when the air–snow interface is the dominant scatterer but, at the same

time, risks increasing the number of ambiguous waveforms. We think it would be worth-

while to further investigate if the parameter thresholds could be expressed as functions of

surface roughness using data from the ALS. For example, the observed discrepancy in the

snow depth estimates over the MYI plug [see Fig. 4.9(h)] indicates that assigning the thresh-

olds for the peakiness method parameters dynamically based on ice type and radar footprint

size rather than choosing constant values for each segment could improve the accuracy of

the snow depth estimates. In addition, the detection of the air–snow interface could be im-

proved by aligning the Snow Radar and ALS snow freeboard measurements, such as the ap-

proach of Kwok et al. (2011).

It is challenging to conclusively compare the overlapping flight segments with only

centimeter-scale differences in the statistical values of the snow depth estimates without

validation data on the ground. Considering the sea-ice drift, especially its cross-track com-

ponent present during both flights [see Figs. 4.9(a) and 4.10(a)], and the distance between

the segment flight paths, we think a direct comparison between flight segments is problem-

atic.

In this article, we have demonstrated the viability of the AWI Snow Radar calibration and

processing chains and that they are consistent with existing survey configurations. Together

with the small radar footprint size, the high-resolution ALS data, and the new peakiness re-

trieval method, we are confident that the snow depth estimates presented here are of suffi-

cient accuracy to derive snow depth on a regional scale for sea-ice mass balance and long-

term monitoring.

4.5 Conclusion

Taking advantage of the slow speed and low altitude of the airborne AWI IceBird sea-ice sur-

veys, we are able to measure sea ice with high spatial resolution. The quadpolarized 2–18-

GHz FMCW microwave radar developed by CReSIS accurately measures snow depth on sea

ice, and we have demonstrated that our new snow depth retrieval algorithm based on a sig-

nal peakiness parameter is capable to provide precise estimates of snow depth over different

ice types and survey altitudes, even when the air–snow interface is the dominant scatter-

ing surface. The small radar footprint size at the low survey altitude of 200 ft enhances the
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spatial resolution and decreases the effect of off-nadir sea-ice surface features compared to

acquisitions at higher altitudes. The validation of low-altitude AWI Snow Radar data against

a high-resolution 2-D TLS field, which resolves the snow depth distribution within the radar

footprint but is restricted to level landfast FYI, is unique and yields a mean bias lower than

the radar resolution. However, colocated Snow Radar and 2-D ground-truth surveys over dif-

ferent ice types are required to reduce the uncertainty of snow depth estimates in a deformed

sea-ice environment. Comparison between the low and high survey altitudes of overlapping

segments shows good consistency in the snow depth estimates derived with the peakiness

method and, thus, data from the OIB program.

With the demonstrated capabilities of the AWI Snow Radar, we can now take advantage of

the combined data sets of snow depth from the radar, snow surface freeboard from the ALS,

and the total ice thickness from the EM-Bird. Linking them will enable us to describe the

whole sea-ice layer on a regional scale as part of the long-term AWI IceBird program. Such

information will be vital to facilitate studies of, for example, basin-scale snow depth and ice

thickness assessment from dual-altimetry products in the era of CryoSat-2 and ICESat-2.
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Abstract. Knowledge of sea-ice thickness and volume depends on freeboard observations from

satellite altimeters and in turn on information of snow mass and sea-ice density required for the

freeboard-to-thickness conversion. These parameters, especially sea-ice density, are usually based on

climatologies constructed from in situ observations made in the 1980s and before while contempo-

rary and representative measurements are lacking. Our aim with this paper is to derive updated sea-

ice bulk density estimates suitable for the present Arctic sea-ice cover and a range of ice types to re-

duce uncertainties in sea-ice thickness remote sensing. Our sea-ice density measurements are based

on over 3000 km of high-resolution collocated airborne sea-ice and snow thickness and freeboard

measurements in 2017 and 2019. Sea-ice bulk density is derived assuming isostatic equilibrium for

different ice types. Our results show higher average bulk densities for both first-year ice (FYI) and es-

pecially multi-year ice (MYI) compared to previous studies. In addition, we find a small difference be-

tween deformed and possibly unconsolidated FYI and younger MYI. We find a negative-exponential

relationship between sea-ice bulk density and sea-ice freeboard and apply this parametrisation to

one winter of monthly gridded CryoSat-2 sea-ice freeboard data. We discuss the suitability and the

impact of the derived FYI and MYI bulk densities for sea-ice thickness retrievals and the uncertainty

related to the indirect method of measuring sea-ice bulk density. The results suggest that retrieval al-

gorithms be adapted to changes in sea-ice density and highlight the need of future studies to evaluate

the impact of density parametrisation on the full sea-ice thickness data record.

5.1 Introduction

Sea ice affects the heat, moisture, and energy exchange between the ocean and the atmo-

sphere, therefore monitoring the state of sea ice is crucial for understanding the current cli-

mate, how it may evolve, and what its impact may be (e.g., Stroeve and Notz, 2018). Observ-

ing sea-ice thickness and volume over decadal periods relies on freeboard measurements by

satellite laser and radar altimeters. The conversion of freeboard to sea-ice thickness requires

information of snow mass as well as the density of the sea-ice layer. Observations of both

input parameters are sparse and the unknown spatial and temporal variability and trends of

snow mass and sea-ice density directly translate into the uncertainty of the sea-ice thickness

data record (Giles et al., 2007; Kwok, 2010; Zygmuntowska et al., 2014). The current uncer-

tainties related to sea-ice thickness and volume retrievals are sometimes deemed too large

for modelling comparisons (SIMIP Community, 2020), and therefore improved accuracy of

sea-ice thickness is highly desired (Duchossois et al., 2018). Coming to the era of satellite al-

timetry, starting with the European Remote Sensing satellite ERS-1 mission of the European

Space Agency (ESA) in 1993, multi-year ice (MYI, ice that has survived at least two melt sea-

sons) covered about 40 % of the late-winter Arctic and already showed signs of reduction in

areal coverage. Since then, Arctic sea ice has undergone rapid change due to the warming cli-

mate resulting in a thinner and younger ice cover (Maslanik et al., 2011; Comiso, 2012; Meier

et al., 2014; Stroeve and Notz, 2018). Toward the end of 2010s, MYI continued to decline and

constituted barely 10 % of the Arctic sea-ice extent while the relative extents of the thinner
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first-year ice (FYI, ice that has not undergone a melt season) and second-year ice (SYI, ice

that has survived one melt season) have increased (Stroeve and Notz, 2018).

Due to the lack of spatially and temporally representative snow observations, sea-ice

thickness retrieval methods are based on, e.g., monthly snow climatologies or modelled re-

constructions from reanalysis. Currently the most widely used source for snow mass infor-

mation is the snow climatology in Warren et al. (1999) (hereafter W99) using data collected

during the Soviet North Pole drifting stations in 1954–1991. However, the stations were lo-

cated exclusively on MYI and thus introduce a bias. In response to the declining MYI, many

satellite data products of Arctic sea-ice thickness are derived by using a modified W99, where

the snow depth values are halved on ice that corresponds to FYI (Kurtz and Farrell, 2011;

Sallila et al., 2019). In attempts to overcome the mismatch between the pre-1990s climatol-

ogy and the shift toward FYI-dominated, thinner, and younger Arctic sea ice, a number of

new snow depth products have emerged in recent years. W99 was complemented with data

from airborne Sever expeditions covering in particular FYI in the shelf seas of the Eurasian

Russian Arctic in late-winter (March–May) 1959–1986. Other approaches have utilised atmo-

spheric reanalysis data to model a reconstruction of snow on Arctic sea ice in varying spatial

and temporal resolutions. Snow depth has been derived using brightness temperatures from

passive microwave satellites as well as combining dual-altimetry freeboard information from

Ku band and Ka band or laser satellite altimeters. Descriptions of the different snow depth

products currently available can be found in the inter-comparison study of Zhou et al. (2021).

Some constraints of the current products will be reduced by near real-time dual-altimetry ac-

quisitions, such as the resonance of the CryoSat-2 and ICESat-2 satellite orbits (CRYO2ICE)

since July 2020, and future single-platform dual-frequency satellite missions like the Coper-

nicus Polar Ice and Snow Topography Altimeter (CRISTAL) mission by ESA (Kern et al., 2020)

with a launch planned in 2027. Similar efforts to bring sea-ice density values up-to-date

should be taken as well.

Sea ice is a multi-phase substance consisting of solid ice, liquid brine, and gas (air) bub-

bles with densities and relative amounts depending on temperature (Timco and Frederking,

1996). Calculated from its molecular structure, density of pure ice is 916.8 kg m−3 (Pounder,

1965), while liquid, saline water increases and air inclusions decrease the sea-ice bulk den-

sity (weight per unit volume including voids and enclosed water). Through processes like

brine expulsion, gravity drainage, and meltwater flushing, sea ice is desalinated over time

as pore space previously occupied by highly saline brine is replaced by sea water and air re-

sulting in decreased density of MYI (Petrich and Eicken, 2017). Several studies have demon-

strated the rather large range of values for sea-ice density despite little brine drainage and

with differences in respect to the waterline and ice type: above the waterline FYI density

is 840–910 kg m−3 and MYI density is 720–910 kg m−3, whereas below the waterline ice

is saturated by sea water and has a density of 900–940 kg m−3 less dependent on its age

(Timco and Frederking, 1996; Timco and Weeks, 2010; Pustogvar and Kulyakhtin, 2016). Es-

pecially with satellite altimetry applications in mind, Alexandrov et al. (2010) derived a den-

sity of 916.7 ± 35.7 kg m−3 for FYI using the drill-hole data set of airborne Sever expeditions
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concentrated in the shelf seas of the Eurasian Russian Arctic in the 1980s and a density of

882 ± 23 kg m−3 for MYI as a weighted average of the layers above and below the waterline

using values from literature. The values by Alexandrov et al. (2010) (hereafter A10) are the

most commonly used in sea-ice thickness retrieval algorithms (Sallila et al., 2019).

Accurate and representative measurements of sea-ice density using traditional tech-

niques are temporally and spatially limited. Most of them require coring or cutting out pieces

of ice, such as the mass/volume, displacement (submersion), or specific gravity techniques,

making them susceptible for inaccuracies through brine drainage and imprecise volume of

the samples (Timco and Frederking, 1996). This can be avoided by carefully recording sea-ice

thickness and freeboard, e.g., with drill-hole measurements, in addition to the snow depth

atop and calculating the sea-ice bulk density assuming isostatic equilibrium and densities

of snow and sea water. However, significant error may be introduced locally where sea ice is

not isostatically compensated due to lateral stresses, e.g., close to pressure ridges (Timco and

Frederking, 1996). Previous parametrisations of sea-ice density include the effective free-

board approach (snow depth converted to ice thickness using their density ratio) by Ackley

et al. (1976) using drill-hole measurements from 400 m of profile lines on MYI in the Beau-

fort Sea and a parametrisation based on ice floe thickness by Kovacs (1997) utilising 17 FYI

and 4 MYI sea-ice cores from the Beaufort Sea. Neither of these parametrisations have been

widely used. Moreover, the multi-phase nature of sea ice is an ongoing challenge for mod-

elling approaches (Hunke et al., 2011). There is a definite need for evaluating sea-ice density

because there is no density climatology available representing the current state of sea ice,

nor is it possible to observe density by satellites from space.

Simultaneous, collocated, and preferably single-platform measurements of the key pa-

rameters of the entire sea-ice–snow layer covering a wide range of ice types and conditions

on regional scales are required to decrease the uncertainties related to the conversion of free-

board to sea-ice thickness. Since 2017, a unique sensor configuration on the Alfred Wegener

Institute’s (AWI) IceBird winter campaigns combines airborne laser, radar, and electromag-

netic induction sounding instruments making it now possible to measure them on a single

platform. In this paper, we present high-resolution data of simultaneous airborne sea-ice

thickness, freeboard, and snow depth over late-winter Arctic sea ice from the AWI IceBird

campaigns in 2017 and 2019. Observing the locations of the air–snow, snow–ice, and ice–

water interfaces in the sea-ice system along survey tracks allows us to estimate sea-ice bulk

density that also serves as a consistency check between the sea-ice thickness, freeboard, and

snow depth measurements. We also derive an updated parametrisation of sea-ice bulk den-

sity suitable for the present Arctic sea-ice cover including the densities of deformed sea ice

which, if unconsolidated, can deviate even more strongly from the density of solid ice.
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5.2 Data and methods

5.2.1 Aircraft campaigns

The AWI IceBird program (see reference list for a link to webpage) is a series of airborne

campaigns carried out using the institute’s two Basler BT-67 research aircraft Polar5 and

6 (Alfred-Wegener-Institut Helmholtz-Zentrum für Polar- und Meeresforschung, 2016) to

measure Arctic sea ice and its change since 2009. The campaigns operate from airfields ex-

tending from Longyearbyen in Svalbard to Utqiagvik (Barrow) in Alaska and coincide closely

with the Arctic sea ice summer minimum (August) and winter maximum (April). The pri-

mary scientific instrumentation on the aircraft includes an electromagnetic (EM) induction

sounding instrument (EM-Bird) to measure total (i.e., ice+snow) thickness, an airborne laser

scanner (ALS) for surface topography and freeboard measurements, a microwave radar to

measure snow depth, and an infrared radiation pyrometer to record surface temperature

(Fig. 5.1). We describe each instrument in the following sections. The low altitude of 200 ft

(≈ 60 m) and slow speed of 110 kn (≈ 60 m s−1) during the nominal surveys are beneficial for

high-resolution data acquisition.

Figure 5.1. Sketch of the IceBird sea-ice cam-
paign setup with the EM-Bird (black text), the
laser scanner (orange), and the Snow Radar
(green). Different components of sea ice are
highlighted in the cross-section: total (ice+snow)
thickness (htot ), snow depth (hs ), sea-ice thick-
ness (hi ), sea-ice freeboard (h f i ), and snow
freeboard (h f s ). SSH stands for local sea-
surface height, depicted by the blue dashed line.
Adapted with annotations from the graphic by
Alfred Wegener Institute / Martin Künsting CC-
BY 4.0.

In this study, we used data collected during the IceBird winter campaigns in early April of

2017 and 2019 (Table 5.1; Fig. 5.2) utilising the unique data set of simultaneous total thick-

ness, snow freeboard, and snow depth measurements. From 2017, we used measurements

from four survey flights that took place over the Beaufort and Chukchi Seas as part of the

Polar Airborne Measurements and Arctic Regional Climate Model Simulation Project (PA-

MARCMiP; Haas et al., 2010; Herber et al., 2012). From 2019, we included five survey flights

that covered regions in the Lincoln Sea and the Arctic Ocean in addition to an overlap with

the measurements in the Beaufort Sea in 2017.
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Figure 5.2. IceBird surveys in 2017 (blue) and
2019 (red) in the focus of this study. The number-
ing corresponds to the individual surveys listed
in Table 5.1.

5.2.2 Sea-ice thickness

We measured total (ice+snow) thickness of sea ice (htot ) using the towed EM induction

sounding instrument, the EM-Bird, suspended below the aircraft 10–20 m above the sea ice

surface (Haas et al., 2009) as illustrated in Fig. 5.1. The EM-Bird utilises the contrast be-

tween resistive snow and ice layers and conductive sea water by transmitting an EM field

that induces eddy currents only in the latter (Kovacs and Morey, 1991; Haas et al., 1997). The

EM-Bird measures the phase and amplitude of a secondary EM field induced by those eddy

currents in relation to the primary field. The phase and amplitude of the secondary field

depend on the distance between the instrument and the ice–water interface and decrease

negative-exponentially with increasing distance. Subtracting the instrument height above

the surface, measured by an integrated laser altimeter, from the distance to the sea water

gives the total thickness (Haas et al., 2009, 2021). Sea-ice thickness (hi ) was derived by sub-

tracting snow depth from total thickness (see Sect. 5.2.4). The EM-Bird sampling rate was

10 Hz, which translated to 5–6 m point spacing at the nominal survey speed. Approximately

every 15–20 minutes brief ascents to more than 100 m were carried out to monitor the sen-

sor drift during post-processing (Haas et al., 2009). Comparison to drill-hole measurements

over level ice have indicated an accuracy of 0.1 m, whereas ridge peak thicknesses are gener-

ally underestimated by up to 50 % as a result of mass-conserving averaging effects within the

approximately 40 m diameter footprint of the instrument (Pfaffling et al., 2007; Haas et al.,

2009). For our analysis, we disregarded measurements of total thickness (i) less than the in-

strument accuracy of 0.1 m, (ii) where total thickness was less than the mean snow freeboard

or snow depth, and (iii) where the surface temperature was above −5 ◦C within the footprint

of the instrument to avoid open or newly frozen leads with total thickness below the accuracy

of the EM-Bird (see Sect. 5.2.4 and 5.2.5.1).

5.2.3 Freeboard

The near-infrared (1064 nm), line-scanning Riegl VQ-580 airborne laser scanner (ALS) mea-

sured ellipsoidal elevations of ice surfaces with a 60◦ field of view resulting in a swath width

approximately equal to the aircraft’s altitude above ground (nominally ≈ 60 m). We obtained
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freeboard from the ALS data by subtracting the local sea-surface height from the ice surface

elevations. The height of the sea surface along the flight track is sporadically observed by

the ALS at fractures (leads) of the sea-ice cover and we manually selected the correspond-

ing elevations. We subtracted the mean sea surface (DTU15 MSS; Andersen et al., 2016) from

the surface elevations to remove large scale variations and reduce interpolation errors before

interpolating the sea-surface height tie points along the flight track. Subtracting the inter-

polated sea-surface height from the ice elevations results in snow freeboard (h f s), as the el-

evation measurement of the ALS always includes the snow layer (Fig. 5.1). Sea-ice freeboard

(h f i ), i.e., the location of the snow–ice interface in relation to the local sea level, was derived

by subtracting snow depth from snow freeboard (see Sect. 5.2.4). We then interpolated the

obtained point cloud data of snow freeboard onto a regular grid with a 0.25 m resolution.

Freeboard uncertainties are dominated by the accuracy of the interpolation of the instanta-

neous sea surface anomaly that depends on the abundance of leads. Therefore, especially

regions with packed MYI and low lead density are associated with high uncertainties (Ricker

et al., 2016) and we manually masked out such areas. Supervising the along-track interpola-

tion, we estimated an overall uncertainty of 0.1 m. For each total thickness measurement, we

calculated the corresponding mean snow freeboard within the EM-Bird footprint (Fig. 5.3).

Figure 5.3. Example of the primary data sets: the bluish colours show the gridded 0.25 m resolution swath
of snow freeboard (h f s ) measured by the ALS; the small filled circles are the snow depth estimates (hs ) from
the Snow Radar, where the diameter of the circle corresponds to the theoretical smooth surface cross-track
footprint of the radar; and the large open circles represent the total (ice+snow) thickness measurements (htot )
from the EM-Bird in their respective footprint size. One EM-Bird footprint on the right is highlighted (filled
transparent colour) to demonstrate the averaging of snow depth estimates (white outlines) and freeboard. A
refrozen lead can be seen in the upper left corner of the figure and a pressure ridge in the middle.

5.2.4 Snow depth

We used an ultra-wideband (2–18 GHz), frequency-modulated continuous-wave (FMCW),

quad-polarised microwave radar, hereafter Snow Radar, to measure snow depth on sea ice

(hs). The radar was developed by the Center of Remote Sensing of Ice Sheets (CReSIS) at
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the University of Kansas, and similar radars have been operated as part of NASA’s Operation

IceBridge (OIB) since 2009 (MacGregor et al., 2021). Similar to the ALS, the Snow Radar trans-

mitter and receiver antennae were mounted under the aft floor of the aircraft looking nadir

(Fig. 5.1). Due to the broad bandwidth of the radar, its range resolution was 1.14 cm in snow

when assuming a snow density of 300 kg m−3. The low altitude and slow speed of the IceBird

surveys resulted in an approximately 4–5 m sample spacing and a theoretical smooth sur-

face footprint diameter of only 2.6 m across-track and 1.0 m along-track (Fig. 5.3). A detailed

description of the radar is given in Yan et al. (2017a) and Jutila et al. (2021b).

To calibrate the raw Snow Radar data, we used a workflow described in Jutila et al. (2021b)

including coherent noise removal and system impulse deconvolution. Using an open-source

python package pySnowRadar (King et al., 2020a), we detected air–snow and snow–ice inter-

faces with the algorithm by Jutila et al. (2021b) that is based on a pulse peakiness approach by

Ricker et al. (2014) used in satellite altimetry. Taking into account the decreased wave propa-

gation speed in snow by assuming a snow density, the distance between the identified inter-

faces determined the snow depth estimate. In post-processing, we filtered out values which

were acquired during the EM-Bird calibration manoeuvres with a simple altitude threshold

of 100 m and when the absolute roll or pitch of the aircraft exceeded 5◦. Additionally, for each

snow depth estimate we calculated a surface topography estimate (htopo) as the difference

between the 95th and 5th percentile of the ALS surface elevation data within the radar foot-

print to disregard potentially erroneous snow depth estimates over heavily deformed sea ice

using a threshold value of 0.5 m (Jutila et al., 2021b).

A validation exercise over level, landfast FYI yielded a mean bias of 0.86 cm and a root-

mean-square error (RMSE) of 6.9 cm for the radar-derived snow depth estimates (Jutila et al.,

2021b). For each total thickness measurement, we calculated the corresponding mean snow

depth requiring at least five valid snow depth estimates within the EM-Bird footprint (corre-

sponds to approximately 50 % of the values; Fig. 5.3). The averaging reduced the error by a

factor of
p

N , where N is the number of averaged estimates. We disregarded averaged snow

depth values where the surface temperature within the EM-Bird footprint was above −5 ◦C

and where the mean snow freeboard was less than the mean snow depth (negative sea-ice

freeboard) to avoid potentially erroneous snow depth retrievals due to changes in the dielec-

tric properties of snow induced by liquid water (Barber et al., 1995; Kurtz and Farrell, 2011;

Kurtz et al., 2013).

5.2.5 Auxiliary data

5.2.5.1 Surface temperature

Surface temperature was acquired using the Heitronics infrared radiation pyrometer

KT19.85II that recorded the 9.6–11.5 µm spectral band response of the surface with a sam-

pling rate of 50 Hz resulting in an approximately 1 m sample spacing and 3.1 m diameter

footprint at the nominal survey speed and altitude. The manufacturer reported an accuracy

of±0.5 ◦C+ 0.7 % of the temperature difference between the target and the instrument hous-
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ing. We used the measurements to filter out total thickness and snow depth measurements

where the surface temperature was above −5 ◦C (see Sect. 5.2.2 & 5.2.4).

5.2.5.2 Sea-ice type

Information of sea-ice type is required for accurate classification the sampled ice. However,

no remote sensing product or modelling output is able to match the resolution of the air-

borne survey data. Therefore, we used a custom sea-ice classification scheme. We started

with identifying level and deformed ice following the approach of Rabenstein et al. (2010).

Conditions for level ice were met when the along-track total thickness gradient using a three-

point Lagrangian interpolator was less than 0.04 and the level ice section extended for at

least 100 m. Otherwise, ice was deemed deformed. We then chose the nearest neighbour

data point from the coinciding EASE-Grid Sea Ice Age (Version 4) product from the National

Snow & Ice Data Center (NSIDC; Tschudi et al., 2019b) providing weekly sea-ice age esti-

mates in 12.5 km resolution. Where the NSIDC Sea Ice Age data were not available (landfast

ice and close to coasts), we manually assigned the ice type to FYI or MYI (old ice, including

SYI) according to the Canadian Ice Service (CIS) regional and weekly ice charts (Canadian Ice

Service, 2009). Finally, we defined the ice type as (i) first-year ice (FYI), if the ice was younger

than 1 year according to NSIDC/CIS or the observed ice thickness was below 2 m regardless

of its age; (ii) second-year ice (SYI), if the ice had a thickness of 2 m or more and its age was

1–2 years; and (iii) multi-year ice (MYI), if the ice had a thickness of 2 m or more and was at

least 2 years old. To account for the spatial and temporal limitations of the NSIDC Sea Ice

Age product and the drift of sea ice, we adjusted the ice type classification from FYI to MYI

for any ice that indicated an age less than 1 year but was level and thicker than 2 m or, after

along-track averaging over a length scale (see Sect. 5.2.6), the lower quartile (25th quantile)

of the averaged ice thickness values within the length scale was above 2 m.

To support the analysis of the sampled sea ice and to evaluate the indicated sea-ice age

in the NSIDC product, we investigated the sea-ice age, pathways, and origin using the La-

grangian drift analysis system ICETrack (Krumpen, 2018; Krumpen et al., 2020). We split the

surveyed sea ice into 25 km along-track segments and tracked them backwards in time in

daily increments utilising a publicly available low-resolution satellite sea ice motion prod-

uct from the Ocean and Sea Ice Satellite Application Facility (OSISAF; Lavergne et al., 2010).

The tracking was terminated if the trajectory hit the coastline or the edge of landfast ice. In

addition, if the sea-ice concentration, provided by the Center for Satellite Exploitation and

Research (CERSAT; Ezraty et al., 2007), along the backward trajectory dropped below 25 %,

we assumed that the ice was formed in that specific location. To quantify uncertainties of

sea-ice trajectories, Krumpen et al. (2019) reconstructed the pathways of 57 drifting buoys.

The authors showed that the deviation between actual and virtual tracks was rather small,

36 ± 20 km after 200 days, and considered to be in an acceptable range.
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5.2.6 Sea-ice bulk density

Simultaneous measurements of sea-ice thickness, snow depth, and freeboard enable us to

calculate sea-ice bulk density using the so-called “freeboard and ice thickness technique”

(Timco and Frederking, 1996). Archimedes’ principle dictates

ρi hi +ρshs = ρw
(
hi −h f i

)
(5.1)

where ρ is density for ice, snow, and sea water denoted with subscripts i , s, and w , respec-

tively. The terms can be rearranged to solve for ρi :

ρi = ρw

(
1− h f i

hi

)
−ρs

hs

hi
. (5.2)

By substituting measured total thickness and snow depth for sea-ice thickness (hi = htot −
hs) in addition to snow freeboard and snow depth for sea-ice freeboard (h f i = h f s −hs), we

obtain

ρi = ρw

(
1− h f s

htot −hs

)
+ (

ρw −ρs
) hs

htot −hs
. (5.3)

To solve Eq. (5.3), we need to assume values only for the densities of sea water and snow,

but their impact on the uncertainty of sea-ice bulk density is small (see Eq. (5.4) below).

Here we took sea-water density and its uncertainty according to Wadhams et al. (1992) as

ρw = 1024 kg m−3 and σρw = 0.5 kg m−3, respectively. For snow density in April, when mea-

surements were carried out, we chose ρs = 300 kg m−3 following Warren et al. (1999) and

for the respective uncertainty σρs = 34 kg m−3 from King et al. (2020b). These values and

the uncertainties of the measured variables are summarised in Table 5.2. Assuming that the

individual uncertainties are uncorrelated, we can derive uncertainty for sea-ice bulk density

(σρi ) using Gaussian error propagation:

σρi =
[(

∂ρi

∂ρw

)2

σ2
ρw

+
(
∂ρi

∂ρs

)2

σ2
ρs
+

(
∂ρi

∂htot

)2

σ2
htot

+
(
∂ρi

∂hs

)2

σ2
hs
+

(
∂ρi

∂h f s

)2

σ2
h f s

] 1
2

=
[(

1+ hs −h f s

htot −hs

)2

σ2
ρw

+
(

hs

htot −hs

)2

σ2
ρs
+

(
ρw

(
h f s −hs

)+ρshs

(htot −hs)2

)2

σ2
htot

+
(
ρw

(
htot −h f s

)−ρshs

(htot −hs)2

)2

σ2
hs
+

(
ρw

htot −hs

)2

σ2
h f s

] 1
2

. (5.4)

Following the uncertainty source analysis of Giles et al. (2007) and using the values sum-

marised in Table 5.2, the largest contributors to the uncertainty of sea-ice bulk density are,

in descending order of magnitude, snow freeboard, snow depth, and total thickness. We

disregarded density values with uncertainty exceeding 100 kg m−3 from further analysis.

While the assumption of isostatic equilibrium may not necessarily be valid locally, e.g.,

close to pressure ridges, it holds true when averaging over a sufficient length scale. We var-

ied the averaging length in 10 m increments and found that the mean bulk densities and
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the standard deviations of the surveys did not change significantly beyond a length scale of

about 200 m. Here, we computed sea-ice bulk density estimates at two length scales rep-

resenting the sensor resolution of the CryoSat-2 satellite as well as the typical resolution of

gridded sea-ice thickness data. In the first case, we approximated the scale of full-resolution

altimeter footprint by the diameter of a circle with the same area as the 300×1650 m pulse-

Doppler-limited footprint of CryoSat-2 in the synthetic aperture radar (SAR) acquisition

mode. The diameter of that circle is equal to approximately 800 m. In the second case,

we chose the typical satellite product grid cell size of 25 km. We assumed that the sea-ice

and snow layers are in isostatic equilibrium at both scales. We calculated an along-track

weighted average using the squares of individual uncertainty values as weights (inverse-

variance method):

ρ̄i =

N∑
i=1

1

σ2
ρi

ρi

N∑
i=1

1

σ2
ρi

(5.5)

where N equals the number of values within the length scale to be averaged. The resulting

uncertainty was determined with

σρ̄i =
√√√√√√

1
N∑

i=1

1

σ2
ρi

. (5.6)

We calculated inverse-variance weighted averages also for snow depth since its uncertainty

varied spatially. For all other variables we calculated an arithmetic mean.

5.3 Results

This study included a total of 3410 airborne survey kilometres split approximately equally

between the years 2017 and 2019 (Table 5.1). The abundance of different sea-ice types varied

between the years and the individual surveys (see the percentages in Table 5.3). Surveyed

sea ice in 2017 was solely FYI. This was a result of the ice-free conditions in the Beaufort

and Chukchi Seas in the previous summer, additionally influenced by the collapse of the

semipermanent Beaufort high pressure system, and the subsequent reversal of the Beaufort

Gyre in the winter prohibiting typical import of MYI to the region (Babb et al., 2020). In

2019, FYI was encountered primarily in the surveys over the southern Beaufort Sea and the

Amundsen Gulf but also embedded within the MYI zone in refrozen leads constituting 41 %

of the calculated density values. The percentage of SYI was generally low, only around 7 %.

The largest percentage of SYI was observed in the survey over the Lincoln Sea on 5 April with

minor occurrences on other surveys of that year. Similar to SYI, MYI was included only in

the surveys in 2019 not only because of the imported MYI had returned to the Beaufort Sea

within the range of the aircraft but also because the data included surveys over the Lincoln

Sea and Arctic Ocean within the Last Ice Area where the oldest and thickest sea ice in the
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Arctic resides (Moore et al., 2019). Overall, approximately half of the sea ice sampled in 2019

was identified as MYI.

Figure 5.4 shows the backtracked pathways of the sampled sea ice. ICETrack results from

2017 (panel a) confirmed that all sampled ice was FYI. Indicated sea-ice age was up to ap-

proximately 180 d in the Beaufort Sea and up to approximately 150 d in the Chuckhi Sea

corresponding to freeze-up in October and November, respectively. In 2019 (panel b), the

sampled old ice was indeed up to several years old originating from the Beaufort Gyre. The

chosen 25 km backtracking segment length did not resolve any SYI in 2019 pointing to a likely

very scarce and localised appearance of SYI.

Figure 5.4. Pathways of the sea ice sampled (a) in
2017 and (b) in 2019. Black dots (visible only in
(b)) represent the position of the backtracked sea
ice on 21 September in the preceding years be-
fore sampling, when ice parcels are considered
to have survived the summer.

5.3.1 Sea-ice bulk density

Figure 5.5 shows an example section of a measured sea-ice profile, roughly 30 km in length

along a survey track and including different ice types in the Beaufort Sea in 2019. The bulk

densities of FYI, SYI, and MYI, derived using the along-track length scale of 800 m, are stated

in Table 5.3 and shown in Fig. 5.6. On average, FYI bulk density was higher than the value

derived by Alexandrov et al. (2010) (A10), also for individual surveys. FYI bulk density in

2017 was slightly higher than in 2019, and combined they resulted in an average density of

928.5 ± 16.4 kg m−3. SYI and MYI bulk densities differed only a little from each other, but

were 23–30 kg m−3 lower than FYI bulk density. Similar to FYI, the bulk densities of old ice

were in the upper range of or even beyond A10. Figure 5.7 shows the spatial distribution of

the derived sea-ice bulk density when averaged over a typical satellite product grid cell size of

25 km. As expected, lower density values were generally encountered with increasing ice age

(Fig. 5.7e and f). The lowest sea-ice bulk density values were located 50–150 km northwest off

the edge of the landfast ice and the coast of Ellesmere Island and Nansen Sound (Fig. 5.7e).

Moreover, there was noticeable along-track variability of bulk density also within a single ice

type, even FYI where also the highest bulk density values were observed.
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Figure 5.5. Approximately 30 km along-track profile during the survey over the Beaufort Sea on 7 April 2019.
The upper panel shows the snow and ice layers, of which the latter is split into deformed and level ice sections,
derived from the total thickness, snow freeboard, and snow depth measurements in the native 5–6 m point
spacing. The zero height refers to the local sea-surface height. The corresponding calculated sea-ice bulk
density values are represented by grey dots in the lower panel together with the 800 m along-track averages
that are coded according to the sea-ice type with colour.

Figure 5.6. Sea-ice bulk density by ice type
and survey in the 800 m length scale showing
the interquartile range (IQR, Q3–Q1, boxes), the
median values (red lines), the inverse-variance
weighted mean (red crosses, Table 5.3), and out-
liers (beyond 1.5×IQR, dots). The numbers be-
low the boxes correspond to the amount of aver-
aged values contained in each ice type of each
individual survey. The shading on the back-
ground shows the ± one standard deviation
range around the A10 mean FYI (light blue) and
MYI (dark blue) densities, respectively.

5.3.2 Parametrisation of sea-ice bulk density

We explored the possibility to parametrise sea-ice bulk density using one of the measured

sea-ice parameters. Out of the full parameter space, sea-ice freeboard showed the best cor-

relation with the estimated sea-ice bulk density, r = −0.62 (p ¿ 0.001), indicating a signif-

icant, linear anti-correlation as expected according to Eq. (5.2) (ρi ∝ −h f i ). However, the
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Figure 5.7. Sea-ice bulk density in 25 km along-track segments shown as coloured circles over the weekly
NSIDC EASE-Grid Sea Ice Age product (2–8 April; Tschudi et al., 2019b) in bluish colours in 2017 (panels (a) &
(c)–(d)) and in 2019 ((b) & (e)–(f)). The close-up panels (c)–(f) are 700×700 km in size and their locations are
marked with white squares in the overview panels (a) and (b).
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Figure 5.8. Parametrisation of sea-ice bulk density based on sea-ice freeboard. The scatter plot shows all sea-
ice bulk density values from 2017 and 2019 in the 800 m length scale (N = 2246) against their corresponding
sea-ice freeboard values, where the size of the point corresponds to the uncertainty of the density value (σρi ).
The red line and text show the non-linear least-squares fit of an exponential function (Eq. (5.7)). R2 stands
for coefficient of determination and RMSE for root-mean-square error of the fitted curve. The crosses are the
inverse-variance weighted means using a sea-ice freeboard bin size of 0.05 m. The shading on the background
shows the ± one standard deviation range around the A10 mean FYI (light blue) and MYI (dark blue) densities,
respectively. The histograms on the top and on the right show the probability density functions of freeboard
and density, respectively, split into different sea-ice types indicated by colour. The respective bin sizes are
0.05 m and 5 kg m−3.

dependence on other sea-ice properties and the fact that keels of ridges with high freeboard

contain voids filled with sea water introduced non-linearity to this relationship. To avoid

underestimating the density values near the lower and upper ends of the observed freeboard

range and to increase the goodness of fit, we therefore fitted an exponential function to the

full, along-track averaged sea-ice bulk density data set (N = 2246, Fig. 5.8). Least-squares

fitting yielded a relationship of

ρi = 72.0×e−3.74×h f i +881.8 (5.7)

where sea-ice freeboard is in metres and sea-ice bulk density in kilograms per cubic metre.

The resulting coefficient of determination (R2) was 0.42 and RMSE was 15.2 kg m−3. The

fitted curve showed excellent agreement also with the inverse-variance weighted average

densities of the 0.05 m freeboard bins resulting in R2 = 0.89 and RMSE = 6.2 kg m−3.
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5.4 Discussion

We measure sea-ice bulk density indirectly based on (i) the direct measurements of sea-ice

thickness, snow depth, and freeboard and (ii) the isostatic balance between the masses of

snow, sea ice, and displaced sea water only assuming the densities of the snow layer and sea

water. However, we measure the thickness of the sea ice layer and not its mass. Instead, we

use sea-ice bulk density to relate sea-ice thickness to the displaced mass of sea water inher-

ently by assuming a constant density of the entire sea-ice layer. However, in reality, the mate-

rial composition of sea ice is not constant throughout the vertical column which complicates

the attribution of bulk sea ice density values to physical properties such as porosity. Above

the waterline, the density is lower than that of pure ice due to air incorporated in the pore

spaces and to an increasing degree in MYI. Below the waterline, brine and sea water saturate

the sea ice and increase the density above the pure ice density. Despite the indirect mea-

surement method, we are able to detect a difference in FYI bulk density between 2017 and

2019 that can be linked to the high sea-ice deformation in 2017. The effect of deformed and

unconsolidated sea-ice is often overlooked and needs the attention of the scientific commu-

nity. Dedicated sea-ice porosity studies and extensive field measurement programs, such as

the recent Multidisciplinary drifting Observatory for the Study of Arctic Climate (MOSAiC),

will be able to shed more light on their effect and development.

5.4.1 Ice-type averaged sea-ice bulk density

Compared to A10, the average sea-ice bulk density estimates derived in this paper are larger

by 11.8 kg m−3 (≈ 1.3 %) for FYI and by 20.4 kg m−3 (≈ 2.3 %) for MYI but still within the A10

uncertainties, albeit close to the upper limit. In general, our ice-type averaged bulk density

estimates fall within the range of previous studies (Timco and Frederking, 1996). Reasons

for the comparably high estimates are twofold. First, the A10 FYI density is representative

only to level, undeformed ice whereas our estimate includes also deformed FYI. Alexandrov

et al. (2010) used drill-hole measurements that were carried out in 3–5 locations, 150–200 m

apart around each aircraft landing site on level ice. Sea-water inclusions within deformed

and unconsolidated sea ice increase the bulk density. This is a likely reason contributing

to the higher FYI bulk density especially in the 2017 data, given the increased deformation

caused by the reversal of the Beaufort Gyre. Second, Alexandrov et al. (2010) calculated the

MYI density as a weighted average between the layers above and below the waterline based

on values from numerous literature sources but used a density of 550 kg m−3 for the upper

layer which is significantly lower than the majority of the literature indicates (720–910 kg m−3

in Timco and Frederking (1996), 863–929 kg m−3 in Pustogvar and Kulyakhtin (2016)) and

would correspond to an air-volume fraction of up to 40 %. When using the weighted average

method in Alexandrov et al. (2010) but the density values from Timco and Frederking (1996)

instead, we find a MYI density of 909 ± 28 kg m−3 that is closer to our estimate.
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5.4.2 Uncertainties and limitations of the derived sea-ice bulk density

The effect of the uncertainties in the measured parameters and assumed sea-water and snow

density values on the sea-ice bulk density was studied using Gaussian error propagation in

Eq. (5.4). Single point measurements typically resulted in sea-ice bulk density uncertainties

of approximately 70 kg m−3 and 35 kg m−3 for FYI and MYI, respectively. Other sources of

error arise from the different length scales illustrated in Figs. 5.3 and 5.5. We are not able to

resolve snow depth fully within the total thickness measurement given the comparably large

footprint of the EM-Bird but we calculate it as an average of the snow depth measurements

along a chord of the circular EM-Bird footprint. Due to the cross-track movement of the

EM-Bird under the aircraft, the ground locations and the number of the snow depth mea-

surements within the total thickness measurement vary slightly along the survey track but

generally remain at eight to ten measurements close to the centre line. To ensure represen-

tative snow depth estimates, we require at least five valid snow depth measurements for each

total thickness measurement, which translates into at least 50 % coverage along the chord.

Errors may occur locally, e.g., at cross-track transition from a sea-ice floe to young ice in a

newly refrozen lead as in the leftmost measurement points in Fig. 5.3, but we assume them

to occur randomly and not cause systematic bias. However, uncertainties are reduced when

averaged along-track over a length scale. Using the 800 m length scale, the resulting sea-ice

bulk density uncertainty is generally less than 10 kg m−3 (Eq. (5.6)) but remain the highest

for thin ice and low sea-ice freeboard where the relative uncertainties of the input param-

eters are the largest (see the size of the scatter points in Fig. 5.8). In turn, averaging over a

length scale simplifies the natural variability of sea ice. Figure 5.5 shows how a single 25 km

satellite grid cell can contain already several sea-ice types: level, deformed, FYI, SYI, and

MYI. However, assigning the sea-ice types is limited by the spatial (12.5 km) and temporal

(weekly) resolution of the NSIDC sea-ice age product, which we try to compensate with the

additional thickness-based conditions (see Sect. 5.2.5.2). In addition, our measurements are

confined to the western Arctic in early April and therefore, more measurements across the

Arctic and the seasons are needed to evaluate the spatial and temporal variability of sea-ice

bulk density.

5.4.3 Impact on sea-ice thickness retrievals

Assuming all the other parameters for the conversion of freeboard to thickness remain the

same, the average sea-ice bulk density estimates derived in this paper would result in 12.4 %

and 16.7 % larger sea-ice thickness values for FYI and MYI, respectively, in comparison to

A10. The effect is larger for thicker ice, for which snow depth plays a proportionally less im-

portant role. Therefore, improving especially the MYI bulk density is important to derive

accurate time series of sea-ice thickness and volume, as in the past, thicker MYI represented

a larger fraction of the Arctic sea-ice cover. Kwok and Cunningham (2015) recognised the

possibility of varying MYI density between the recent younger MYI and older MYI of the pre-

vious decades and discussed the impact of MYI density on sea-ice thickness and volume.
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Moreover, a potentially increasing degree of deformation may lead to a bias in the time se-

ries, as satellites underestimate sea-ice draft of deformed ice as shown by Belter et al. (2020)

and further discussed by Khvorostovsky et al. (2020). Deformed and unconsolidated sea-ice

has an increased bulk density due to sea-water inclusions and thus, using a typical density

of consolidated level sea-ice for deriving sea-ice thickness from satellite data will eventu-

ally lead to an underestimation. Given the thinner and younger sea-ice cover together with

observed increase in sea-ice drift speed and deformation (Rampal et al., 2009; Spreen et al.,

2011), there is a likely premise for systematic underestimation by current parametrisations of

sea-ice density in regions where and at times when sea ice is deformed. A full impact assess-

ment of the sea-ice bulk density parametrisation on decadal sea-ice thickness data record is

a logical next step but beyond the scope of this paper.

5.4.4 Outlook

To represent sea-ice bulk density range as a functional relationship to a parameter ob-

servable from space rather than fixed values based on sea-ice type classification, we

parametrised sea-ice bulk density using sea-ice freeboard and obtained a significant cor-

relation. Opting for an exponential function instead of linear was beneficial for ensuring a

better fit, capturing the high bulk density values at low freeboard values, and avoiding linear

decrease to possibly unrepresentative and unphysical values at high freeboards. Parametri-

sation in Eq. (5.7) sets the limits of bulk density to 953.8 kg m−3 at zero sea-ice freeboard and

approaching 881.8 kg m−3 at high freeboards.

Figure 5.9 shows the parametrisation in Eq. (5.7) applied to the AWI Level-3 Collocated

CryoSat-2 Sea Ice Product (Hendricks and Ricker, 2020) from the winter 2018/2019 convert-

ing the monthly gridded sea-ice freeboard to sea-ice density. The resulting sea-ice density

distribution had a smoother transition between ice types compared to the current ice-type

dependent density classification of the retrieval algorithm. Difference between the density

parametrised with Eq. (5.7) and A10 was positive overall during the winter except in the Cen-

tral Arctic Ocean and locally in the Fram and Bering Straits in spring. The density difference

was the largest on MYI in proximity to FYI but decreased toward spring.

Only less than 3 % of the airborne data set has a sea-ice freeboard value larger than 0.5 m

with considerable spread in bulk density values and thus, introducing uncertainty to the

parametrisation at high freeboard values. Constraining the parametrisation at high free-

boards would require more data in deformed and multi-year sea-ice environments. How-

ever, that needs to coincide with a sufficient amount of open leads to ensure accurate con-

version of surface elevations to freeboard from the ALS. With the limitations of the current

method, it is also not feasible to investigate cases of negative sea-ice freeboard due to the

possible presence of liquid water and altered dielectric properties affecting the retrieval of

snow depth.

Our parametrisation improves upon the previous formulations of sea-ice density given

the significantly larger number of data points, larger areal coverage, the variety of ice types
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Figure 5.9. Sea-ice density parametrisation applied to the monthly, gridded AWI CryoSat-2 Sea Ice Product
(Hendricks and Ricker, 2020) for the winter 2018/2019. The rows show sea-ice freeboard, sea-ice density de-
rived using Eq. (5.7) (J21), sea-ice density currently used in the product (A10), and the difference between the
two (J21−A10). The columns from left to right show monthly means from October 2018 to April 2019.

including deformed sea ice, and the choice of predictor variable it is based on. Kovacs

(1997) based his analysis on 17 FYI and 4 MYI sea-ice cores from the Beaufort Sea and de-

rived a floe-thickness based non-linear parametrisation of ρi = 936.3−18h0.5
i . Ackley et al.

(1976) used drill-hole measurements from 400 m of profile lines in the Beaufort Sea to de-

rive ρi =−194h′
f +974 where h′

f = h f i + ρ̄s
ρ̄i

hs ≤ 1.05 m is effective freeboard and the overbar

denotes average density on the floe. The parameters needed for those formulations cannot

be directly observed from space, or in the case of effective freeboard not even with a single

in situ measurement, which makes them difficult to apply. Demonstrated in Fig. 5.9, our

freeboard-based parametrisation has potential for future applications in satellite altimetry.

While we acknowledge that, due to the variability in snow mass and sea-ice thickness, our

parametrisation may not be applicable on sub-kilometre scales as reflected by the scatter in

Fig. 5.8, we think that a sea-ice density parametrisation is a significant improvement upon

a single value or fixed values based on ice type. In this paper, we decided to adopt a single-

predictor parametrisation for the sake of simplicity. However, for future studies it could be

worthwhile, e.g., to apply machine learning algorithms to the full parameter space to dis-

cover possible multi-variable relationships. Given the effect of sea-ice deformation on bulk

density, including sea-ice surface roughness, a multi-variable approach could explain more

of the variability.
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5.5 Conclusions

The unique, collocated, multi-sensor measurements of the Arctic sea ice from the AWI Ice-

Bird campaigns allow us not only to observe sea-ice thickness, freeboard, and snow depth in

high-resolution on regional scales, but also for the first time to estimate sea-ice bulk densi-

ties of different ice types from airborne measurements. Despite measuring the sea-ice bulk

density indirectly by deriving it from other measurements, we are able to capture the ef-

fects of deformed ice on FYI bulk density. In the current Arctic, the average FYI and MYI

bulk densities are higher than and do not differ as much as earlier studies suggested partly

due to including deformed ice in the analysis. Alexandrov et al. (2010) derived a difference

of 34.7 kg m−3 whereas our measurements show only 26.1 kg m−3 providing yet one more

indication and consequence that the Arctic sea-ice cover is getting younger. Satellite altime-

try sea-ice thickness retrieval algorithms need to adapt to these changes in order to capture

the sea-ice thickness and volume accurately, and to account for changes over the satellite

radar altimetry record spanning almost three decades. Taking advantage of the abundant

measurements collected over different sea-ice types during two late-winter airborne cam-

paigns, we are able to provide a parametrisation of sea-ice bulk density using sea-ice free-

board. The single-variable exponential function presented here yields a smaller RMSE than

the uncertainty of density values fixed by sea-ice type currently in use in large extent. With

potential applications in sea-ice thickness retrieval from satellite radar altimetry, a density

parametrisation alone does not completely solve the uncertainty problem in the freeboard-

to-thickness conversion. Together with improved knowledge of snow loading, they provide

a path to decrease the uncertainty in observing sea-ice thickness and volume where the re-

cent (CryoSat-2/ICESat-2 orbit resonance) and future (CRISTAL mission) advances in dual-

altimetry will play a key role. In situ and airborne multi-sensor observations of various sea-

ice parameters across the seasons will remain important to validate new approaches.
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Chapter 6

Conclusion and outlook

Snow is tightly coupled to the sea-ice system, even to the extent that for many people the

term sea ice actually means the combination of the ice and snow layers (Sturm and Massom,

2017). It may have led to the fact that snow on sea ice, the processes it governs, and their

importance to the sea-ice and climate systems have long been overlooked. Snow remains as

one of the big unknowns in the polar regions introducing a key knowledge gap and increased

uncertainty in our current understanding (Webster et al., 2018; Meredith et al., 2019). On the

global scale, spatially and temporally representative, year-round, and timely observations of

snow depth on sea ice still do not exist today. This complicates various applications, such as

modelling but most importantly using satellite altimetry to monitor and evaluate how sta-

ble the polar sea-ice covers are. Sea-ice parameters such as extent, thickness, and volume

have become iconic indicators of the global climate change (e.g., Druckenmiller et al., 2021),

but the unknown characteristics of the snow and sea-ice layers directly translate into uncer-

tainty of the decadal satellite data record (Giles et al., 2007). This dissertation works toward

enabling enhanced observations of snow depth on sea ice which is an important piece of

the jigsaw puzzle in the polar regions. It allows improving the observations of other sea-ice

parameters and even uncovering ones that we have not been able to observe directly so far.

In the beginning of this dissertation, four objectives were set for the path toward the over-

arching goal of full characterisation of the snow and sea-ice layers. The first objective was

to test the theory of retrieving snow depth by using radars at two different frequencies and

investigating their microwave penetration into the snow cover. The objective is addressed

in Chapter 3 by analysing field experiments using off-the-shelf pulsed radars operating at C

(6 GHz) and K (26 GHz) band, also to tackle an additional objective to find out if commercial

radars are feasible for the task. While previous studies using ground-based radars at frequen-

cies up to and including the Ku band (≤ 18 GHz) are abundant, reports of field measurements

with higher-frequency radars are very scarce in literature. The results showed that the dom-

inant scattering horizon for the K band was the air–snow interface as expected due to the

smaller wavelength. Meanwhile, the C band microwaves penetrated closer to the snow–sea-

ice interface potentially enabling snow depth retrieval only in 39 % of the cases and only on

FYI (Fig. 3.3). The microwave penetration and its analysis was hampered by morphological

91



92 CHAPTER 6. CONCLUSION AND OUTLOOK

features of the snow cover, relatively high temperatures close to the freezing point during the

observation period in May, and lacking measurements of snow wetness to confirm the pres-

ence of liquid water. The results partly confirm findings from previous studies but remain

inconclusive as inconsistent behaviour related to, e.g., snow basal salinity and measurement

height was observed and no purpose-built radar was deployed alongside the commercial

radars. While off-the-shelf pulsed radars operating at two frequencies may not be practical

for snow depth retrieval based on this study, they could prove useful in autonomous moni-

toring of snow and sea-ice backscatter behaviour in the harsh Arctic environment.

The next step was to upscale the snow depth acquisition to a larger spatial scale and

higher resolution using an airborne platform. The second objective of this dissertation was

to include a high-sensitivity, high-resolution FMCW radar to the airborne AWI IceBird sea-

ice sensor configuration. Reaching this objective meant establishing a processing chain for

retrieving snow depth from the radar data, evaluating the radar performance at the low al-

titude, and demonstrating the associated improvements over previous acquisitions — these

are described in Chapter 4. As the main result, the AWI IceBird surveys are now capable to

discriminate between the snow and sea-ice layers with the addition of the ultrawideband

2–18 GHz FMCW radar system. Radar data calibration through coherent noise removal and

system response deconvolution successfully and significantly improved the data quality by

reducing both the noise level and the side lobes (Fig. 4.5). A new snow depth retrieval algo-

rithm based on signal peakiness was developed to provide precise estimates of snow depth

over different ice types and survey altitudes as well as when the air–snow interface is the

main scattering horizon. A validation exercise over a two-dimensional TLS-derived snow

depth field on level, landfast FYI revealed a mean bias of 0.86 cm that is below the radar sen-

sor resolution and the estimated accuracy of the TLS snow depths (Fig. 4.8). Comparison

of long overlapping segments at a high altitude of 1500 ft, comparable to previous acqui-

sitions like NASA Operation IceBridge (OIB), and at a low altitude of 200 ft showed good

consistency in the snow depth data and better overall performance than an existing wavelet-

based algorithm that suffered from both overestimation and underestimation of snow depth

(Figs. 4.9 & 4.10). At the low altitude, the theoretical smooth surface radar footprint is less

than 10 % in size compared to previous high-altitude acquisitions, which results in better

spatial resolution and decreased effect of off-nadir sea-ice surface features, and the usage of

the complete multi-sensor configuration is enabled. The airborne radar-derived snow depth

data set of this study is an important, independent contribution to this undersampled pa-

rameter related to sea ice. It spans three late-winter seasons in 2017–2019 in the western

Arctic Ocean including areas in the Beaufort Sea in 2019 that were not covered by the annual

OIB campaign.

In Chapter 5, I approach the third objective, to take advantage of the unique multi-

sensor configuration of the AWI IceBird campaigns. Collocating the snow depth derived in

Chapter 4 with coincident total thickness measurements from the EM-Bird and snow free-

board from the ALS allows tracking the locations of the air–snow, snow–sea-ice, and sea-

ice–water interfaces along the airborne survey paths. During the campaigns in 2017 and
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2019, the required instrument combination was operated nominally on a total of nine sur-

vey flights and more than 3000 km over different sea-ice types. Assuming values for snow

and sea-water densities and that the sea-ice cover is in isostatic equilibrium, the collocated

and high-resolution thickness and freeboard profiles can be used to derive sea-ice bulk den-

sity (Fig. 5.5). Such estimates are needed to evaluate the current state of sea ice as there

is a lack of temporally and spatially representative sea-ice density measurements and no

up-to-date climatology for sea-ice density is available. Sea-ice density also cannot be di-

rectly observed by satellites. Ice-type averaged results of 928.5 ± 16.4 kg m−3 for FYI and

902.4 ± 19.4 kg m−3 for MYI showed bulk density values that are respectively 11.8 kg m−3 and

20.4 kg m−3 higher than and do not differ as much as the widely used values by Alexandrov

et al. (2010) (Table 5.3, Fig. 5.6). This is partly due to the fact that since the 1980s, when the

field measurements in Alexandrov et al. (2010) were carried out, the Arctic sea-ice cover has

become younger driven by the warming climate. Additionally, the FYI density in Alexandrov

et al. (2010) is valid only for level, consolidated, and undeformed ice and the MYI density

is based on average values from literature whereas estimates presented in this study also

include deformed and unconsolidated FYI and timely measurements of MYI. This kind of

simultaneous, multi-instrument observation of the snow and sea-ice layer thicknesses and

sea-ice density opens a door for true mass balance measurements of sea ice. The results also

suggest that satellite altimetry retrieval algorithms should be adapted to changes in sea-ice

density.

Also in Chapter 5, the fourth objective, parametrising sea-ice bulk density, was met by

fitting a negative-exponential model to the unique data set using sea-ice freeboard as the

predictor variable: ρi = 72.0× e−3.74×h f i +881.8 (Fig. 5.8). The parametrisation has a coeffi-

cient of determination of 0.42 and an RMSE of 15.2 kg m−3, which is smaller than the uncer-

tainty in the density values of Alexandrov et al. (2010). Previous parametrisations by Ackley

et al. (1976) and Kovacs (1997) are also single-variable formulations but based on consider-

ably smaller data sets, both in number of observations and in regional coverage, that are also

up to half a century old by now. Moreover, the choice of predictor variables, sea-ice thick-

ness and effective freeboard, has made the parametrisations cumbersome to use as neither

of the two parameters can be directly observed from space. In contrast, our parametrisa-

tion is based on sea-ice freeboard that can be measured by satellite radar altimeters, which

gives potential for large impact and widespread use, e.g., upscaling sea-ice bulk density to

Arctic-wide and enhancing sea-ice thickness and volume retrievals from satellite altimetry

data.

The ultimate goal of full characterisation of the snow and sea-ice layers has not been

completely reached in this dissertation, but important advancing steps have been taken to-

wards it. Previously, the airborne sea-ice measurements on the AWI IceBird campaigns were

unable to discriminate between the snow and sea-ice layers, but by integrating an ultrawide-

band FMCW radar to the instrument configuration, it is now possible to track the locations

of all three interfaces bounding the snow–sea-ice system. With the respective thicknesses of

the snow and sea-ice layers, freeboard information, and the assumptions of isostatic equilib-
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rium and snow density, it is also possible to derive bulk density estimates for the sea-ice layer

along the survey tracks. Previously, sea-ice density measurements have required laborious

coring, cutting out pieces of ice, or drilling that quickly limits the number of samples.

The results presented in this dissertation suffer from joint limitations: the observations

were constrained to one season only, late-winter, and concentrated on the western Arctic

Ocean. In addition to more observations in undersampled seasons and regions to investi-

gate both seasonal-to-interannual and regional variability, more measurements are needed

also on the ground across a full variety of surface types for validation purposes. For exam-

ple, airborne campaigns are often prone to weather constraints, which within the scope of

this dissertation led to a realisation of one validation exercise for snow depth retrieval on

level and landfast FYI while more opportunities were planned. Validating the approaches

described in the studies here in different sea-ice environments would result in decreasing

the associated uncertainties.

Outlook

It is common for any kind of remote sensing measurement, as is the case also with the stud-

ies presented in this dissertation, that ground truth data is required for validation and cor-

rect interpretation. For radar remote sensing of snow on sea ice, the ground measurements

should include not only two-dimensional surveys of snow depth and detailed studies on the

physical properties of snow, but also coincident measurements with ground-based or near-

surface (e.g., on unmanned aerial vehicles or drones) multi-band microwave radars across a

variety of surface types, environmental conditions, and seasons. The MOSAiC drift expedi-

tion in 2019–2020 included an extensive on-ice remote sensing program with a large number

of both passive and active microwave instruments (Fig. 6.1). The associated data sets will be

vital in improving our understanding of the radar signal interaction with the snow-covered

sea ice. Airborne measurements continue being important to validate data from satellites

and therefore, they should be continued but also expanded both in space and in time. Cur-

rently the FYI-dominated eastern Arctic Ocean and seasons other than late-winter are un-

dersampled, which limits the validation opportunities (e.g., Rostosky et al., 2018).

Methods and approaches described in this dissertation should be further developed as

identifying the air–snow interface correctly from the radar data remains challenging due to

the small dielectric contrast (MacGregor et al., 2021). The new snow depth retrieval algo-

rithm described in Chapter 4 could benefit from incorporating and aligning the surface ele-

vation data from the ALS to aid tracking the correct snow surface (e.g., Fig. 7 in Kwok et al.,

2011). In conjunction with that, a detailed study about identifying the exact location of off-

nadir targets from the approximately 60 m wide ALS swath would be beneficial for further

quantifying the improvements of the small radar footprint (e.g., Fig. 5 in Newman et al.,

2014). Another option to enhance the detection of the snow surface would be to explore the

possibility to assign retracker algorithm parameters and thresholds dynamically according

to surface type or depending on the footprint-scale surface roughness characteristics, which
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Figure 6.1. (Left) The new, ground-based, fully polarimetric Ku and Ka band radar described in Stroeve et al.
(2020) was deployed on the MOSAiC expedition to investigate the influence on snow properties on sea-ice
thickness retrievals and the potential for snow depth measurements. (Right) The unique collection of ground-
based remote sensing instruments on the MOSAiC expedition even aroused the curiosity of the local wildlife.
This particular individual only slightly adjusted the incidence angle of one sensor and politely refrained from
tampering the measurement area. Photo credits: Alfred Wegener Institute / Stefan Hendricks (left) and Remote
Sensing Camera (right) (CC-BY 4.0).

is already suggested by modelling studies (Kurtz et al., 2014; Landy et al., 2019, 2020). In

addition, while the sea-ice density parametrisation suggested in Chapter 5 was intention-

ally kept simple following the single-predictor approach of Ackley et al. (1976) and Kovacs

(1997), it would be worthwhile to explore possible improvements through multivariate re-

gression, machine learning approaches, and dividing the data set into several ice types (FYI,

MYI, level, and deformed) instead of a single inclusive formulation.

The radar data collected in the scope of this dissertation are still partly unexplored and

offers potential for further studies. So far, the quad-polarisation or fully polarimetric ca-

pabilities of the airborne FMCW radar have not been exploited. The four possible channel

combinations could reveal more information about snow on sea ice. Furthermore, the radar

has been used only as an altimeter but the information about the total backscatter is also

available for studying radar backscatter from different snow and sea-ice surfaces.

In this dissertation, the focus has been on the snow-covered sea ice located in the Arctic

in late winter. The counterparts of the AWI IceBird winter campaigns are the airborne sur-

veys conducted in summer (July–September) focused on monitoring the sea-ice thickness

in the vicinity of the Fram Strait (Belter et al., 2021). In principle, it is possible to apply a

simplified version of the methodology introduced in Chapter 5 to the summer data to derive

bulk density for the melting summer sea ice with certain assumptions. The ultrawideband

FMCW radar is not part of the instrument configuration in the summer campaigns due to

the wet sea-ice surface and general lack of snow at the end of the melt season as most of it

has melted away. Therefore, the combination of sea-ice thickness measurements from the

EM-Bird and freeboard information from the ALS is sufficient for deriving sea-ice density es-

timates assuming the absence of the snow layer. The summer campaign time series extends

back to 2010 and thus, it would enable a study of seasonal and interannual variability of sea-



96 CHAPTER 6. CONCLUSION AND OUTLOOK

ice density. Another opportunity for a further IceBird study would be to shift the focus from

seasons to location. Throughout the duration of the NASA OIB campaign in 2009–2019, air-

borne ultrawideband FMCW radars similar to the one now integrated to the AWI IceBird have

been annually operated over the Antarctic sea-ice cover (Kwok and Maksym, 2014; Kwok and

Kacimi, 2018; MacGregor et al., 2021). The snow–sea-ice system in the Southern Ocean of-

fers different kind of challenges: the snow cover is generally thicker and has more complex

structure due to frequent flooding and melt events (Sturm and Massom, 2017) and a layer

of platelet ice underneath the consolidated sea ice often exists near ice shelves (Hoppmann

et al., 2020; Haas et al., 2021). An instrument configuration comparable to the current capa-

bilities of AWI IceBird has not been flown over Antarctic sea ice thus far. Testing the multi-

instrument observation approach of Chapter 5 would be first of its kind there and offer a

glimpse to the differences in sea-ice and snow characteristics between the two polar regions.

There are two logical next steps to apply the findings of this dissertation. First, the unique

data set created in Chapter 5 enables a detailed assessment of the freeboard-to-thickness

conversion and the proposed sea-ice density parametrisation in satellite altimetry retrievals

of sea-ice thickness. The campaigns in 2017 and 2019 had several dedicated surveys follow-

ing the ground tracks of AltiKa, Sentinel-3A, and ICESat-2 satellite altimeters (Table 4.2). The

full airborne data set containing all flights can be compared against a collection of CryoSat-2

satellite altimeter orbits from the corresponding campaign period of each year. The second

step is to upscale those findings to the Arctic-wide satellite data and finally to the decadal

sea-ice thickness data record.

Snow depth and sea-ice density are the biggest unknowns in the freeboard-to-thickness

conversion of satellite altimetry data. Getting them right is crucial for improving Arctic-wide

sea-ice thickness and volume retrievals and resolving the trends in the satellite altimetry data

record that reaches 30 years in 2023. Accurate products of snow depth and sea-ice thickness

are needed not only for monitoring the current state of these important climate parameters

but also to run various climate models for projecting the future changes in the global climate

(Barber et al., 2017; Meredith et al., 2019; SIMIP Community, 2020).



Appendix A

Appendix to Chapter 3

This supporting information lists the figures of detailed snow studies not shown in Chapter 3.
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Figure A.6. Measurements at the study location MYI temporal. (Top) Repeated C (red) and K band (black)
radar measurements for the lower (solid) and higher (dashed) measurement height between 17 and 22 May
2018 without detailed snow pit measurements. Note that the vertical axis is normalised to the snow surface and
converted into snow depth. Range of snow depth values probed under the radar are indicated above each panel.
(Bottom) Radar measurements on 24 May 2018 followed by stratigraphy and penetrometer measurements.
Note that the vertical axis is now normalised to the ice surface. Letter code for hand hardness: very soft, F
(fist); soft, 4F (4 fingers); medium, 1F (1 finger); hard, P (pencil); very hard, K (knife blade); ice, I (ice). Colour

code for snow grain type: precipitation particles, lime ; decomposing and fragmented precipitation particles,

forest green ; rounded grains, light pink , faceted crystals, light blue ; depth hoar, blue ; melt forms, red ;

ice formations, cyan (Fierz et al., 2009).
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Appendix B

Data sets and other publications

Data sets

This dissertation has resulted in publication and submission of several data sets that are

listed in the following subsections.

Snow depth related to Chapter 4

• Jutila, A., King, J., Ricker, R., Hendricks, S., Helm, V., Binder, T., Herber, A.: Airborne

snow depth on sea ice during the PAMARCMIP2017 campaign in the Arctic Ocean,

Version 1, PANGAEA, https://doi.org/10.1594/PANGAEA.932668, 2021.

• Jutila, A., King, J., Ricker, R., Hendricks, S., Helm, V., Binder, T.: Airborne high-altitude

snow depth on sea ice during aircraft flight P6_211_RESURV79_2018_1804100301,

Version 1, PANGAEA, https://doi.org/10.1594/PANGAEA.932702, 2021.

• Jutila, A., King, J., Ricker, R., Hendricks, S., Helm, V., Binder, T., Haas, C.: Airborne

snow depth on sea ice during the IceBird Winter 2019 campaign in the Arctic Ocean,

Version 1, PANGAEA, https://doi.org/10.1594/PANGAEA.932790, 2021.

Sea-ice parameters related to Chapter 5

• Jutila, A., Hendricks, S., Ricker, R., von Albedyll, L., Haas, C.: Airborne sea ice param-

eters during the PAMARCMIP2017 campaign in the Arctic Ocean, Version 1, PAN-

GAEA, https://doi.pangaea.de/10.1594/PANGAEA.933883, in review, 2021.

• Jutila, A., Hendricks, S., Ricker, R., von Albedyll, L., Haas, C.: Airborne sea ice pa-

rameters during the IceBird Winter 2019 campaign in the Arctic Ocean, Version 1,

PANGAEA, https://doi.pangaea.de/10.1594/PANGAEA.933912, in review, 2021.
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Other publications

This section presents publications that I co-authored during this dissertation.

• Lange, B. A., Haas, C., Charette, J., Katlein, C., Campbell, K., Duerksen, S., Coupel,

P., Anhaus, P., Jutila, A., Tremblay, P. O. G., Carlyle, C. G. and Michel, C.: Con-

trasting Ice Algae and Snow-Dependent Irradiance Relationships Between First-

Year and Multiyear Sea Ice, Geophysical Research Letters, 46 (19), 10834–10843,

https://doi.org/10.1029/2019GL082873, 2019.

• Anhaus, P., Katlein, C., Nicolaus, M., Arndt, S., Jutila, A., and Haas, C.: Snow Depth
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Nomenclature

Acronyms

Acronym Description

2-D Two-dimensional

A10 Sea-ice density values in Alexandrov et al. (2010)

ADC Analog-to-digital converter

AMAP Arctic Monitoring and Assessment Program

AWI Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Re-

search

ALS Airborne laser scanner

AltiKa Nadir altimeter in Ka band

ATLAS Advanced Topographic Laser Altimeter System

BMBF Bundesministerium für Bildung und Forschung

CERSAT Center for Satellite Exploitation and Research

CIS Canadian Ice Service

CLS Collecte Localisation Satellites

CFS Canadian Forces Station

CReSIS Center for Remote Sensing of Ice Sheets

CRISTAL Copernicus Polar Ice and Snow Topography Altimeter

CRYO2ICE Resonance of the CryoSat-2 and ICESat-2 satellite orbits

CS2 CryoSat-2

CW Continuous wave

DDS Direct digital synthesizer

DFT Discrete Fourier transform

DMS Digital Mapping System

EASE Equal Area Scalable Earth

ECCC Environment and Climate Change Canada

EM Electromagnetic

ERS European Remote Sensing satellite
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Acronym Description

ESA European Space Agency

EW Extra-wide swath

FFSAR Fully-focused synthetic aperture radar

FM Frequency modulated

FMCW Frequency-modulated continuous-wave

FYI First-year ice

GPR Ground-penetrating radar

GPS Global Positioning System

GRD Ground range detected

HF High frequency

ICESat-2 Ice, Cloud, and land Elevation Satellite 2

ID Identification

IW Interferometric wide swath

IEEE Institute of Electrical and Electronics Engineers

IFREMER Institut français de recherche pour l’exploitation de la mer

IMB Ice mass-balance buoy

INS Inertial navigation system

IPCC Intergovernmental Panel for Climate Change

IQR Interquartile range

J21 Density parametrisation in Jutila et al. (2021a)

LWC Liquid water content

MATLAB Matrix laboratory

MOSAiC Multidisciplinary drifting Observatory for the Study of Arctic Climate

MP Magnaprobe

MSS Mean sea-surface height

MYI Multi-year ice

MYIf Multi-year ice fraction

NASA National Aeronautics and Space Administration

NOAA National Oceanic and Atmospheric Administration

NSF National Science Foundation

NSIDC National Snow and Ice Data Center

OIB Operation IceBridge

OSISAF Ocean and Sea Ice Satellite Application Facility

PAMARCMiP Polar Airborne Measurements and Arctic Regional Climate Model

Simulation Project
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Acronym Description

PAR photosynthetically active radiation

POLMAR Helmholtz Graduate School for Polar and Marine Research

Pdf Probability density function

Radar Radio detection and ranging

RESURV79 Resurvey of the Nioghalvfjerdsbrae (79 N) Glacier

ROV Remotely operated underwater vehicle

RMSE Root-mean-square error

SAR Synthetic-aperture radar

SARAL Satellite for ARgos and ALtiKa

SIGRID-3 Sea Ice Grid format

SIMIP Sea-Ice Model Intercomparison Project

SIRAL SAR Interferometric Radar Altimeter

SMP SnowMicroPen

SNR Signal-to-noise ratio

SR Snow Radar

SSH Sea-surface height

SWE Snow water equivalent

SYI Second-year ice

TFMRA Threshold first-maximum retracker algorithm

TLS Terrestrial laser scanner

TWTT Two-way travel time

UHF Ultra high frequency

ULS Upward-looking sonar

UTM Universal Transverse Mercator

UV Ultraviolet

VHF Very high frequency

W99 Snow climatology in Warren et al. (1999)

WGS84 World Geodetic System standard 1984
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Symbols

Symbol Unit Description

β ◦ Half-power beamwidth for the synthetic aperture

δp m Penetration depth

δSR−TLS m Mean bias between the Snow Radar and terrestrial laser scanner de-

rived snow depths

∆R m Range resolution

εSR m Precision of the Snow Radar

εTLS m Precision of the terrestrial laser scanner

ε∗ F m−1 Complex dielectric constant

ε0 F m−1 Free-space dielectric constant

ε′ Relative dielectric constant or relative permittivity

ε′air Relative permittivity of air

ε′ds Relative permittivity of dry snow

ε′ice Relative permittivity of ice

ε′′ Relative dielectric loss factor

ε′′air Relative dielectric loss factor of air

ε′′ds Relative dielectric loss factor of dry snow

ε′′ice Relative dielectric loss factor of ice

λ m Wavelength (at the center frequency)

ρds g cm−3 Dry snow density

ρi kg m−3 Sea-ice density

ρs kg m−3 Snow density

ρw kg m−3 Sea-water density

ρ̄i kg m−3 Along-track averaged sea-ice density

σ Radar cross section of the target

σ0 Backscatter coefficient

σρi kg m−3 Uncertainty of sea-ice density

σρs kg m−3 Uncertainty of snow density

σρw kg m−3 Uncertainty of sea-water density

σρ̄i kg m−3 Uncertainty of along-track averaged sea-ice density

σh f s m Uncertainty of snow freeboard

σhs m Uncertainty of snow depth

σSR m Uncertainty of the Snow Radar derived snow depth

σhtot m Uncertainty of total thickness

τ s Pulse length
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Symbol Unit Description

τd s Time delay

θi
◦ Angle of incidence

θr
◦ Angle of refraction

θs
◦ Angle of specular reflection

A m2 Area

B Hz Bandwidth

c m s−1 Speed of light in vacuum

cs m s−1 Speed of light in snow

E mm Snow grain size

f Hz Frequency

fb Hz Beat frequency

F Snow grain shape/form

G dBi Antenna gain

h m Altitude above ground level

h f i m Sea-ice freeboard

h f s m Snow freeboard

hi m Sea-ice thickness

hrms m Root-mean-square height or the standard deviation of the surface

height variance

hs m Snow depth

htopo m Nonparametric surface topography estimate

htot m Total (i.e., ice+snow) thickness

h05 m 5th percentile of the surface elevation

h95 m 95th percentile of the surface elevation

h′
f m Effective freeboard

i Imaginary unit,
p−1

k Windowing factor

L m Unfocused synthetic aperture length

n Product of presums, number of values

ns Refractive index of snow

ñ dB Noise

N Number of range bins, number of values

p p-value, probability

P r W Received power

P t W Transmitted power

PPl Left-hand peakiness
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Symbol Unit Description

PPr Right-hand peakiness

PRF Hz Pulse repetition frequency

PSNR dB Peak signal-to-noise ratio

r Pearson correlation coefficient

R m Range

R Snow hardness

R2 Coefficient of determination

rpl m Cross-track resolution, diameter of pulse limited nadir-looking foot-

print

rat m Along-track resolution

s Waveform

s̃ Normalised waveform

S ppt Snow salinity

SSA m2 kg−1 Specific surface area

Tpd s Modulation period

Ts
◦C Snow temperature

THlin Power threshold in the linear scale

THlog Power threshold in the logarithmic scale

v m s−1 Velocity of the platform
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