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A B S T R A C T

Marine zooplankton, i.e., heterotrophic marine plankton, serve as trophic links between primary
producers and higher trophic levels, and as recyclers for nutrients and carbon in the pelagic
ecosystem. In addition, they play a major role for the carbon export flux due to fecal pellet
production and fragmentation of particles. They are distributed all over the ocean and constitute
a large variety of organisms. Because of large uncertainties in the estimation of parameters
and the forms of equations, zooplankton are often parameterized in strongly simplified
forms in ocean biogeochemical models. Nowadays, however, increasing data availability from
experiments and observations makes it possible to implement different zooplankton functional
types in models. This thesis presents the implementation of new zooplankton functional types
into an ocean biogeochemical model. Subsequently, the sensitivity of net primary production,
carbon export and nutrients to the implementation of these new zooplankton functional types
was analyzed.

In my thesis, I use a global setup of the biogeochemical model Regulated Ocean Ecosystem
Model (REcoM) coupled with the Finite Element Sea-Ice Ocean Model (FESOM). I implemented
an explicit parametrization of micro-, meso-, and polar macrozooplankton based on process
rates and biomass observations from the literature, as well as a representation of fast-sinking
detritus. This extended version of REcoM was used to analyze the role of zooplankton for
carbon export, nutrient recycling, and phytoplankton bloom phenology. In a second step, a
new sinking routine that considers the roles of mineral ballasting and seawater viscosity on
the particle sinking speed and the effect of oxygen on remineralization rates was added to
the model. This set-up was used to assess the role of each factor (ballast minerals, seawater
viscosity, and oxygen concentration) for the export and transfer efficiencies of carbon, i.e. the
amount of particulate organic carbon that is exported across the euphotic depth and reaches
the deep ocean.

The implementation of the new zooplankton groups changes the carbon transfer efficiency
and net primary production in the model. Publication I and III highlight the influence of
zooplankton on the transfer efficiency of carbon. Publication I shows that the transfer efficiency
of carbon reaches up to 50% due to the high biomass of polar macrozooplankton in the Southern
Ocean. Similarly, it was illustrated in Publication III that the high mesozooplankton biomass
increases the transfer efficiency of carbon to 80% in the Equatorial Pacific. In addition, the model
results presented in Publication I and II show the stimulation of net primary production due to
the fast recycling of nutrients. After the parametrization of three zooplankton functional types,
the new state of the model leads to a 25% increase in annual mean net primary production.

In addition to the effects on annual mean bulk fluxes, the more complex representation
of zooplankton also affects the timing of phytoplankton blooms and biogeochemical fluxes.
Zooplankton fecal pellets constitute an important share of sinking particulate organic carbon
depending on the season in the Southern Ocean. In Publication I, it is shown that the typical
shift from a dominance of phytodetrital aggregates in spring to zooplankton fecal pellets later
in the year is now reasonably reproduced by the model after the implementation of polar
macrozooplankton. Zooplankton grazing can play a decisive role in phytoplankton bloom
phenology since it is a loss mechanism for phytoplankton. In Publication II, it is shown that
the increased loss rates of phytoplankton due to stronger zooplankton grazing lead to the
later start of the spring bloom. In addition, nutrient recycling by zooplankton prevents the
fast exhaustion of nutrients by phytoplankton and consequently leads to a later end date of
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the bloom. In the end, the more complex parametrization of zooplankton provides a modeled
phytoplankton bloom phenology closer to observations. The results also indicate that the
explaining mechanism behind the bloom phenology changes. While the start of the spring
bloom is explained better with the ’Critical Depth Hypothesis’ in the low grazing scenario, the
system aligns with the ’Dilution-Recoupling Hypothesis’ in the high grazing loss simulation.

Finally, the global spatial distribution of export and transfer efficiencies are analyzed in
Publication III. In particular, I examined the impact of ballast minerals, seawater viscosity, and
oxygen-dependent remineralization on export and transfer efficiencies. These three processes
are often not considered in biogeochemical models. My results show that the global mean
of export efficiency across the euphotic zone stays similar ( 13%) when the effects of mineral
ballasting, seawater viscosity, and oxygen-dependent remineralization are added to the model.
However, the global mean carbon transfer efficiency is more sensitive to these processes and
varies between 25% and 32% in different simulations dependent on the representation of these
processes. The magnitude of the effect of each process varies spatially. While the effect of ballast
minerals can increase the transfer efficiency by a factor of nine in high latitudes and subtropical
gyres, including oxygen-dependent remineralization can increase the transfer efficiency by
28% in low latitudes. The influence of seawater viscosity on the transfer efficiency is smaller
compared to the other effects, and it increases the transfer efficiency 8% in subtropical gyres.

The thesis highlights that the zooplankton compartment in biogeochemical models should not
only be treated as a closure term, and zooplankton functional types should be implemented in
the global ocean biogeochemical models by using available datasets from the literature. It further
underscores that missing out process representations of mechanisms that underlie carbon export
has considerable effects on estimated carbon transfer efficiencies in biogeochemical models.
Thus, further attention should be paid on the representation of missing processes related to
particle formation and sinking.
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Z U S A M M E N FA S S U N G

Marines Zooplankton, d.h. heterotrophes marines Plankton, dient als Bindeglied zwischen
Primärproduzenten und höheren trophischen Ebenen sowie als Recycler von Nährstoffen
und Kohlenstoff im pelagischen Ökosystem. Darüber hinaus spielt es eine wichtige Rolle für
den Kohlenstoffexport durch das Ausscheiden von Kotballen und durch Partikelfragmentie-
rung. Es ist im gesamten Ozean verbreitet und umfasst eine Vielzahl an Organismen. Wegen
großer Unsicherheiten in der Abschätzung von Parametern und der Form von Gleichungen
wird Zooplankton meist nur sehr vereinfacht in biogeochemischen Ozeanmodellen darge-
stellt. Die zunehmende Verfügbarkeit von experimentellen und Beobachtungsdaten macht es
heutzutage jedoch möglich, verschiedene funktionelle Gruppen von Zooplankton in Modelle
zu implementieren. Diese Arbeit präsentiert die Implementierung von zwei neuen funk-
tionellen Zooplanktongruppen in ein biogeochemisches Ozeanmodell. Die Sensitivität von
Netto-Primärproduktion, Kohlenstoffexport und Nährstoffen gegenüber der Implementierung
dieser neuen funktionellen Zooplanktongruppen wurde analysiert.

In meiner Arbeit verwende ich das biogeochemische Model “Regulated Ocean Ecosystem
Model” (REcoM), welches mit dem “Finite Element Sea-Ice Ocean Model” (FESOM) gekoppelt
ist. Ich habe eine explizite Parametrisierung von Mikro-, Meso- und polarem Makrozooplank-
ton basierend auf Prozessraten und Biomassebeobachtungen aus der Literatur, sowie eine neue
Zustandsvariable von schnell sinkendem Detritus implementiert. Diese erweiterte Version von
REcoM wurde für die Analyse der Rolle von Zooplankton im Kohlenstoffexport, im Nähr-
stoffrecycling und in der Phänologie von Phytoplanktonblüten verwendet. In einem weiteren
Schritt wurde eine neue Sinkroutine zum Modell hinzugefügt, welche den Effekt von Sauerstoff
auf Remineralisierungsraten und den Einfluss von Meerwasserviskosität und Mineralen als
Ballast auf die Geschwindigkeit von Partikelexport berücksichtigt. Diese Modellversion wurde
verwendet, um die Rolle der einzelnen Faktoren (Minerale als Ballast, Meerwasserviskosität
und Sauerstoffkonzentration) für den Export und die Transfereffizienz von Kohlenstoff, d.h.
die Menge an partikulärem organischen Material, welche aus der euphotischen Zone bis in
den tiefen Ozean exportiert wird, zu analysieren.

Die Implementierung der neuen Zooplanktongruppen verändert die Transfereffizienz von
Kohlenstoff und die Netto-Primärproduktion im Modell. Die Publikationen I und III heben
den Einfluss von Zooplankton auf die Transfereffizienz von Kohlenstoff hervor. Publikation I
zeigt, dass die Transfereffizienz von Kohlenstoff aufgrund der großen Biomasse von polarem
Makrozooplankton im Südozean bis zu 50% erreicht. Gleichermaßen wurde in Publikation
III demonstriert, dass die große Biomasse von Mesozooplankton im äquatorialen Pazifik die
Transfereffizienz von Kohlenstoff auf 80% erhöht. Darüber hinaus zeigen die Modellergebnisse
aus den Publikationen I und II eine Stimulation der Netto-Primärproduktion aufgrund des
schnellen Recyclings von Nährstoffen. Nach der Parametrisierung von drei funktionellen
Zooplanktongruppen erhöht sich die durchschnittliche jährliche Netto-Primärproduktion im
Modell um 25%.

Zusätzlich zu den Effekten auf die durchschnittlichen Stoffflüsse beeinflusst die komple-
xere Darstellung von Zooplankton auch den Zeitpunkt von Phytoplanktonblüten und die
biogeochemischen Kreisläufe. Kotballen von Zooplankton machen saisonal einen wichtigen
Anteil des sinkenden partikulären organischen Kohlenstoffs im Südozean aus. In Publikati-
on I wird gezeigt, dass der typische Wechsel in den Hauptkomponenten des partikulären
Kohlenstoffexports von Aggregaten aus totem Phytoplankton im Frühling zu Kotballen von
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Zooplankton im späteren Jahresverlauf durch die Implementierung von polarem Makrozoo-
plankton solide reproduziert wird. Fraßdruck durch Zooplankton kann eine entscheidende
Rolle für die Phänologie von Phytoplanktonblüten spielen. In Publikation II wird gezeigt, dass
der steigende Fraßdruck auf Phytoplankton zu einem späteren Start der Frühjahrsblüte führt.
Darüber hinaus verhindert das Recycling von Nährstoffen durch Zooplankton das schnelle
Aufbrauchen von Nährstoffen durch Phytoplankton und führt daher zu einem späteren Ende
der Phytoplanktonblüte. Schlussendlich führt eine komplexere Parametrisierung von Zoo-
plankton zu einer Phytoplanktonblüten-Phänologie im Modell, die besser mit Beobachtungen
übereinstimmt. Die Ergebnisse zeigen außerdem, dass der grundlegende Mechanismus der
Blütenphänologie verändert wird. Während im Szenario mit geringem Fraßdruck der Beginn
der Frühjahrsblüte besser durch die ‘Critical Depth Hypothesis’ (‘Hypothese der kritischen
Tiefe’) erklärt wird, entspricht das System mit starkem Fraßdruck der ‘Dilution-Recoupling
Hypothesis’ (‘Rückkopplungshypothese durch Verdünnung’).

Schließlich wurde in Publikation III die globale räumliche Verteilung von Export und Trans-
fereffizienzen analysiert. Im Speziellen habe ich den Einfluss von Mineralen als Ballast, Meer-
wasserviskosität und sauerstoffabhängiger Remineralisierung auf Export- und Transfereffizi-
enzen untersucht. Diese drei Prozesse werden in biogeochemischen Modellen häufig nicht
berücksichtigt. Meine Ergebnisse zeigen, dass die durchschnittliche globale Exporteffizienz
durch die euphotische Zone etwa gleich bleibt ( 13%), wenn die Effekte von Ballastmineralen,
Meerwasserviskosität und sauerstoffabhängiger Remineralisierung zum Modell hinzugefügt
werden. Die durchschnittliche globale Transfereffizienz ist allerdings sensitiver und variiert
zwischen 25% und 32% in verschiedenen Simulationen abhängig von der Repräsentation der
drei Prozesse. Das Ausmaß des Effekts jedes einzelnen Prozesses ist räumlich variabel. In den
hohen Breiten und den subtropischen Wirbeln kann die Transfereffizienz durch den Effekt
von Ballastmineralien um ein Neunfaches, und in den niedrigen Breiten durch den Effekt der
sauerstoffabhängigen Remineralisierung um 28% erhöht werden. Der Einfluss der Meerwasser-
viskosität auf die Transfereffizienz ist kleiner im Vergleich zu den anderen Prozessen und kann
die Transfereffizienz in den subtropischen Wirbeln um 8% erhöhen.

Die Arbeit bekräftigt, dass Zooplankton in biogeochemischen Modellen nicht nur als Schließ-
term angesehen werden sollte und dass funktionelle Zooplanktongruppen mithilfe verfügbarer
Datensätze aus der Literatur in globale Ozeanmodelle implementiert werden sollten. Darüber
hinaus unterstreicht die Arbeit, dass das Weglassen von Prozessen, welche grundlegend für den
Kohlenstoffexport sind, erhebliche Effekte auf die Abschätzung von Transfereffizienzen von
Kohlenstoff in biogeochemischen Modellen haben kann. Deshalb sollte ein besonderes Augen-
merk auf die Repräsentierung von bislang fehlenden Prozessen bezüglich der Partikelbildung
und der Sinkprozesse gelegt werden.
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1.1 the carbon cycle and global climate change 3

1.1 the carbon cycle and global climate change

Before the industrial revolution, the concentration of atmospheric carbon dioxide (CO2) was
almost constant at 280 parts per million (ppm), only varying by about ten ppm over a few thou-
sand years (Siegenthaler et al., 2005). In the year 2020, the average concentration of atmospheric
CO2 reached 412.4 ppm, which is about 47% higher than the preindustrial CO2 concentration
(IPCC, 2021). This increase in CO2 concentration was caused by human activities such as
burning of fossil fuels and land-use change. The average CO2 emissions from human activities
amounted to 10.9 ± 0.9 Pg C yr−1 in the decade 2010-2019, and 46% of these emissions accumu-
lated in the atmosphere. The remainder was taken up by the ocean (23%) as well as vegetation
and soils in the terrestrial biosphere (31%, IPCC, 2021). This perturbation of the global carbon
cycle causes an increase in Earth’s global average temperature due to the greenhouse effect
(Foote, 1856). The greenhouse effect traps heat through absorption by so-called greenhouse
gases (i.e. atmospheric CO2, water vapor, nitrous oxide, methane) and prevents the heat from
escaping out of the atmosphere. The rise of global average temperature impacts Earth’s climate
and weather patterns resulting in floods, droughts, sea level rise, melting of glaciers and sea-ice
retreat (IPCC, 2021). The severe consequences of the human-induced rise of atmospheric CO2

concentrations make it important to understand the global carbon cycle.
Carbon is stored in the Earth’s crust, sediments, aquatic systems, terrestrial biosphere,

and atmosphere in the Earth System. These components can be referred to as ’carbon pools’
(sometimes also referred to as reservoirs or stocks). The movement of carbon across these
pools is called ’flux’. The global carbon cycle links the four main pools of carbon: Earth’s
crust, terrestrial biosphere, ocean, and atmosphere. The largest amount of carbon is stored in
the Earth’s crust, which amounts to 90 million petagram of carbon (Pg C). The fluxes from
this pool occur on a geological time scale (Sundquist, 1985). The terrestrial biosphere stores
approximately 2150 Pg C in organic form, mainly in plants and soils (IPCC, 2021). The fluxes in
and out of this pool happen due to plants’ photosynthesis, respiration of organisms, and soil
respiration. The atmosphere holds a considerably lower amount of carbon (830 Pg C, IPCC,
2021) than the other pools, and most of the atmospheric carbon is in the form of CO2. Lastly,
the Earth’s oceans contain around 38,000 Pg C, most of it in dissolved inorganic forms (i.e.
CO2(aq), bicarbonate HCO−3 , and carbonate CO2−

3 ) in the intermediate and deep ocean (37100
Pg C, IPCC, 2021) as well as about 700 Pg C as dissolved organic carbon. Although the amount
of carbon stored in the surface ocean is relatively small (900 Pg C, IPCC, 2021), this carbon can
be directly exchanged with the atmosphere.

1.2 the marine carbon cycle

The carbon cycle is a key element cycle in the ocean, and it describes the exchange of carbon
between its various pools. Its interaction with the atmosphere has fundamental importance for
the Earth’s climate. Open ocean waters exert a major role in storing carbon and in regulating
the concentrations of CO2 in the atmosphere because of air-sea fluxes of CO2 (Sarmiento and
Gruber, 2006). Two mechanisms govern the magnitude of the air-sea CO2 flux as well as the
carbon storage in the ocean: the solubility pump and the biological carbon pump (Volk and
Hoffert, 1985).

The solubility pump regulates the absorption or release of CO2 at the interface between the
surface ocean and atmosphere. The solubility pump enriches the deep ocean with dissolved
inorganic carbon in the high latitudes, where the water temperatures are low and consequently
CO2 is more soluble (Zeebe and Wolf-Gladrow, 2001). High latitudes are the regions where
deep water formation happens and this mechanism carries water that has equilibrated with
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atmospheric CO2 levels to the deep ocean (Sarmiento and Gruber, 2006). In upwelling regions at
lower latitudes, carbon-rich waters are brought back to the surface. The water warms up in
these areas, releasing CO2 into the atmosphere.

Marine pelagic ecosystems channel the carbon through the biological carbon pump (BCP)
which describes the transfer of particulate and dissolved organic carbon from the surface
to the deep ocean (Volk and Hoffert, 1985; Buesseler et al., 2020). It is driven by unicellular
algae (marine phytoplankton) that use sunlight as an energy source to form organic carbon
from inorganic carbon compounds in their cells (Karl, 2007). This process is called primary
production, and it forms the base of trophic levels in pelagic ecosystems and of the biological
carbon pump. Although marine phytoplankton account for only 0.2% of the global plant
biomass, they are responsible for about half of the global net primary production (Field et al.,
1998). Other organisms depend on the energy from particulate organic carbon that was initially
fixed by primary producers. These organisms are called heterotrophs and perform secondary
production, which is the consumers’ incorporation of biomass. Zooplankton are the main
secondary producers in the pelagic environment. Primary production, secondary production,
and trophic interactions affect the fate of particulate and dissolved carbon in the ocean.

Figure 1.1: The key pools and processes that affect the ocean biological carbon pump. There are four
different carbon pools: dissolved inorganic carbon (DIC), dissolved organic carbon (DOC),
particulate inorganic carbon (PIC), and particulate organic carbon (POC). The processes,
such as calcification, respiration, remineralization, photosynthesis, and excretion, deter-
mine the fluxes among the carbon pools. Within the POC pool, processes like grazing, fecal
pellet production, natural mortality, gravitational sinking, and fragmentation redistribute
the carbon between phytoplankton, heterotrophs and detritus.

The marine carbon cycle consists of four main carbon pools (Fig. 1.1, Brewin et al., 2021),
namely dissolved inorganic carbon (DIC: 38,000 Pg C, Hedges, 1992), dissolved organic carbon
(DOC: 662 Pg C, Carlson and Hansell, 2015), particulate organic carbon (POC: 2.3 Pg C, Stramska,
2009) and particulate inorganic carbon (PIC: 0.03 Pg C, Hopkins et al., 2019). The DIC pool, as
the largest pool, includes carbon dioxide (CO2), carbonic acid (H2CO3), as well as carbonate
(CO2−

3 ) and bicarbonate ions (HCO−3 , Zeebe and Wolf-Gladrow, 2009). Phytoplankton take up
bicarbonate (the main component of DIC) and CO2 as substrates for photosynthesis and
generate organic matter. The processes of respiration and remineralization release CO2 from the
DOC and POC pools back to the DIC pool. The second-largest carbon pool in the ocean is the
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DOC pool which includes colored dissolved organic matter (CDOM), the optically measurable
component of DOC. Furthermore, the metabolic waste of marine organisms, dissolved organic
carbon resulting from excretion and degradation of particulate organic carbon, is a major
component of the dissolved organic carbon pool (Carlson and Hansell, 2015). Although the
standing stock of POC is relatively small compared to other carbon pools, the fluxes into
and out of the POC pool are high. For example, the estimates of global ocean net primary
production vary between 35 and 70 Pg C yr−1 (Carr et al., 2006; Kulk et al., 2020). The magnitude
of the particulate organic carbon that is exported from the euphotic zone is estimated to be
between 4 and 12 Pg C y−1 (Laws et al., 2000; Henson et al., 2011; DeVries and Weber, 2017). The
POC pool is highly dynamic and has the highest turnover rate of any organic carbon pool in
the planet (Sarmiento and Gruber, 2006). Small changes in the POC reservoir in the ocean can
affect the carbon cycle substantially (Stramska and Cieszyńska, 2015; Behrenfeld et al., 2005).

Within the POC pool, key processes such as grazing, aggregation, natural mortality, fecal
pellet production, and gravitational sinking redistribute the particulate organic carbon produced
by marine phytoplankton to other ecosystem components and deep ocean. Natural mortality
of phytoplankton due to viral cell lysis or viral infection (Brussaard, 2004), aggregation of
phytoplankton cells due to the coagulation and flocculation (Smetacek, 1985; Kiørboe et al., 1990),
fragmentation of larger particles through biological or physical processes such as feeding, as
well as swimming (Goldthwait et al., 2004; Mayor et al., 2014) can affect the fluxes of particulate
organic carbon. Zooplankton grazing can transfer up to 60% of the annual primary production
to heterotrophic organisms through grazing (Calbet, 2008). The ingested carbon by zooplankton
is used for secondary production by zooplankton, and the rest is converted to different forms
of carbon. Respiration, for instance, converts particulate organic carbon to dissolved inorganic
carbon. Besides, marine organisms release dissolved organic carbon through excretion. A
critical process of the BCP is the sinking of detrital particles that determines the transfer of
carbon to the mesopelagic zone, and it is sometimes called the gravitational pump (Buesseler
et al., 2020).

1.2.1 Downward Flux of Particulate Organic Carbon

Particulate organic carbon is exported to the deep ocean by several mechanisms such as
gravitational, eddy-subduction, mesopelagic migrant, seasonal lipid and mixed-layer pumps
(Boyd et al., 2019). Among these mechanisms, the gravitational settling of the particulate organic
carbon is considered to be the main mechanism of particle export. The gravitational pump
describes the downward sinking of particulate organic carbon from the surface ocean to the
deep ocean with a sinking rate that depends on size and density of the particles (Siegel et al.,
2016).

A major portion of carbon and nutrients bound in biomass by primary production is recycled
in the upper ocean. Only a small fraction (less than 20%) of it sinks out from the upper ocean to
depth as marine snow, taking along minerals, nutrients, and organic carbon (Omand et al., 2020).
The sinking particles can be made of intact phytoplankton cells (Rembauville et al., 2016; Leblanc
et al., 2018), aggregates of phytoplankton (Riley et al., 2012; Laurenceau-Cornec et al., 2015) and
fecal pellets of zooplankton (Cavan et al., 2015). Although single dead or living phytoplankton
cells that are not grazed or unaggregated can be found in sediment traps (Durkin et al., 2016),
they are generally not reported since phytoplankton enumeration methods require a substantial
amount of cells (Le Moigne et al., 2016). The major constituents of sinking particulate organic
carbon are phytodetrital aggregates and zooplankton fecal pellets (Kiørboe and Hansen, 1993;
Laurenceau-Cornec et al., 2015). Aggregation of phytoplankton cells happens due to stickiness.
When their concentration and stickiness are high enough, phytoplankton cells collide and
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form large phytodetrital aggregates (Jackson, 1990; Burd and Jackson, 2009). Laurenceau-Cornec
et al. (2015) found that phytodetrital aggregates form 50% of the total amount of particles and
dominate the sinking particles in most of the stations in the Southern Ocean. The second major
path is through zooplankton fecal pellets or fecal aggregates, which are the reaggregation of
phytodetritus and zooplankton fecal pellets (Turner, 2002; Laurenceau-Cornec et al., 2015). A large
contribution of the fecal pellets to the organic carbon fluxes was recorded in high latitudes
(Ebersbach and Trull, 2008; Laurenceau-Cornec et al., 2015). The proportion of zooplankton fecal
pellets to total carbon fluxes is highly variable, but most values are below 40% in the global
ocean (Turner, 2015).

Figure 1.2: Schematic of particulate organic carbon pathways in the ocean. Phytoplankton fixes
carbon in organically-bound forms, which is referred to as net primary production (NPP).
A part of this organic matter is transferred to zooplankton by grazing. Zooplankton
produces sinking fecal pellets, and phytoplankton produce sinking aggregates. The fecal
pellets and aggregates can reaggregate. All three components (phytoplankton aggregates,
zooplankton fecal pellets, and reaggregates) of the sinking particles can reach the deep
ocean due to gravitational settling. Intact phytoplankton cells can also sink, although
they account for only a small proportion of the sinking particulate organic carbon. The
turnover of sequestered carbon below the sequestration depth (>1000 m) to the surface
takes 100 years or more.

While the turnover of the exported carbon from the mesopelagic zone to the euphotic zone
takes decades, it takes hundreds to thousands of years from the deep ocean (below 1000 m) to
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the surface (Fig. 1.2, Passow and Carlson, 2012). Once the carbon reaches the deep ocean, it is
isolated from the atmosphere for centuries. Therefore, it is vital to investigate the efficiency of
the biological carbon pump. It can be assessed by using two metrics called export efficiency
and transfer efficiency (Buesseler et al., 2020). While the export efficiency quantifies the strength
of the particle flux from the surface ocean, the transfer efficiency measures the fraction of
particulate organic carbon transported to the deep ocean. The export efficiency/ratio (e-ratio)
is the ratio between the POC flux at a certain depth level and the net primary production above
this depth level, which is usually chosen as relatively shallow (euphotic depth or fixed 100
m). The export efficiency is highly variable in the global ocean. While it is generally higher
(15-25%) in high latitudes, it decreases in low latitudes (Henson et al., 2012; Laufkötter et al., 2016).
The export efficiency is thought to be positively correlated with the net primary production
and negatively correlated with sea surface temperature (Laws et al., 2011; Henson et al., 2012).
However, on a regional scale in the Southern Ocean, it was found that the e-ratio is negatively
correlated with NPP (Maiti et al., 2013). The second metric, the ’transfer efficiency,’ is the ratio
between the POC flux in the deep ocean (>1000 m) and the POC flux at a shallower depth
(fixed 100 m, or euphotic depth). The POC flux around 1000 m is also called ’sequestration
flux,’ because it results in a turnover of carbon that takes longer than 100 years (Passow and
Carlson, 2012). The transfer efficiency of carbon shows similar spatial variability in the global
ocean as the export efficiency, i.e., high transfer efficiency in high latitudes and low transfer
efficiency in the subtropics (Weber et al., 2016; Maerz et al., 2020). The sequestration flux and
consequently transfer efficiency depends on input rates of nutrients to the ocean, the export
flux at the base of the euphotic zone, the carbon fixation and remineralization rates, and the
flux attenuation at and above 1000 m (Passow and Carlson, 2012). Specifically, ballast minerals
(Weber et al., 2016), temperature (Iversen and Ploug, 2013) and oxygen levels (Devol and Hartnett,
2001) play a major role in the determination of the transfer efficiency.

1.2.2 Modelling the Particulate Organic Carbon Fluxes

The attenuation of sinking particulate organic carbon is one of the major topics of biological
carbon pump studies. There are already several particle flux attenuation models such as depth-
attenuation (Suess, 1980) , exponential (Banse, 1990), power-law (Martin et al., 1987), ballast
model (Armstrong et al., 2001a) and double exponential models (Lutz et al., 2002). While the
double exponential model (Lutz et al., 2002) captures both fast and slow attenuating fluxes, the
other models use a single carbon pool. Among these models, Martin’s power-law is the most
used formulation (Martin et al., 1987) to describe the particulate organic carbon export in the
global ocean. The "Martin curve" was derived from measurements from an open ocean station
in the Pacific, and this formulation suggests a 90% decline of POC flux between a depth of
100 m and 1000 m (Martin et al., 1987).

Besides these mechanistic models that are often applied to observational studies, ocean
biogeochemical and Earth System Models are commonly used to investigate the integrated
global carbon export flux (Palevsky and Doney, 2018), the export ratio (Henson et al., 2015;
Laufkötter et al., 2016), transfer efficiency (Laufkötter et al., 2017), and their temporal and spatial
variability (Henson et al., 2015). The total estimated global carbon export in CMIP5 and CMIP6
models shows a large range of 2.4-11.9 Pg C yr−1 as a result of the different ecosystem
structures of the models (Séférian et al., 2020). Although there is large uncertainty about the
integrated global carbon export production, models are useful to investigate mechanisms that
are difficult to derive from instantaneous measurements. For example, the time lag between
primary production and export production was illustrated by using a single biogeochemical
model (Henson et al., 2015).
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However, only a subset of the processes that affect particle formation, sinking, and remineral-
ization are represented in the models that are used in the CMIP6 simulations. Henson et al. (2022)
summarized the processes and their effects on global carbon export. For example, the relatively
complex biological interactions (e.g., particle fragmentation, vertical migration of zooplankton
and fish, particle stickiness, and variable stoichiometry of the particles) are just represented
in two of the 19 CMIP6 models. Temperature and oxygen-dependent remineralization rates
are used in more than half of the models. The neglect of processes causes positive or negative
biases in the present-day modeled global export simulations. While not considering fish and
zooplankton vertical migration specifically causes an underestimation of present-day global
export in the models, the underrepresentation of processes such as particle fragmentation or
oxygen-dependent remineralization results in an overestimation.

1.3 marine zooplankton

Zooplankton are the animal component of the planktonic community, often in microscopic
sizes, that inhabit the ocean. They are distributed all over the ocean, from the surface to depth
(Hernández-León et al., 2020). Zooplankton constitute a large variety of organisms. If meroplank-
ton (organisms that have both planktonic and benthic stages of life cycles) is included, the
number of zooplankton species reaches some ten thousands (Lenz, 2000). There are two system-
atic groups: protozooplankton (unicelluar) and metazooplankton (multicellular) (Lenz, 2000).
The systematic group protozooplankton consists of the main zooplankton taxa of heterotrophic
flagellates, ciliata, foraminifera, and radiolaria. Cnidaria (e.g., polychaeta larvae), mollusca (e.g.,
veliger larvae), crustacea (e.g., copepoda), and tunicata form the metazooplankton systematic
groups. All of the main taxonomic groups can be in the form of meroplankton which have a
planktic or benthic stages or holoplankton that is planktic in their entire life cycle. While 27% of
the total zooplankton species are holoplankton (16% protozooplankton, 11% metazooplankton),
the remaining 73% consist of the meroplankton (Lenz, 2000).

Marine zooplankton covers different size classes, which are in the range of tiny 2 µm ciliates
to large 2 m jellyfish. According to one of the most accepted size classifications by Sieburth et al.
(1978), there are the following five size classes: nano (2-20 µm, e.g., flagellates), micro (20-200
µm, e.g., ciliates), meso (0.2-20 mm, e.g., copepods), macro (2-20 cm, e.g., krill) and mega (0.2-2
m, e.g., jellyfish). While the main constituents of nano-zooplankton are the flagellates that
feed on bacteria, the other protozoans belong to the microzooplankton class. Copepods are
the dominant zooplankton in the mesozooplankton group and macrozooplankton consists of
euphausiids, but also of pelagic members of cnidarians, amphipods, and decapods. Only a few
species, such as jellyfish, pelagic tunicates, and chain-forming salps, can reach a large size and
belong to the mega-zooplankton group.

In the following subsections, I will describe the roles of zooplankton in carbon cycle, nutrient
recycling and phytoplankton bloom phenology. Subsequently, I will describe the effect of
warming on zooplankton in the global ocean.

1.3.1 Marine Zooplankton and the Carbon Cycle

The pelagic food web, which contains thousands of different living organisms, plays a central
role in the ocean carbon cycle. In this complex ecosystem, zooplankton has a major role in
the pathways of the carbon flow. These pathways drive the spatial and temporal variability of
nutrient recycling, carbon export production, and grazing coupling (Steinberg and Landry, 2017).
Zooplankton transfer carbon in different forms, i.e. particulate organic carbon (POC), dissolved



1.3 marine zooplankton 9

organic carbon (DOC) and dissolved inorganic carbon (DIC), and can convert carbon from one
of these forms to another. While particulate organic carbon is transferred due to predator-prey
interaction and egestion, metabolic waste excretion and respiration affect the dissolved organic
and inorganic carbon content of the seawater. In the following, each paragraph will describe
the roles of zooplankton in the carbon cycle.

Zooplankton grazing, fecal pellet production and vertical migration directly affect the transfer
of particulate organic carbon in the ocean. One of the ways of particulate organic carbon transfer
is a result of feeding relationships. Microzooplankton is the major consumer of phytoplankton
and bacteria in the global ocean, and consumes 60% of the annual primary production (Calbet,
2008). Microzooplankton is mainly consumed by mesozooplankton, and this represents the
main utilization pathway of the secondary production (Steinberg and Landry, 2017). At the same
time, zooplankton can be the main food source for higher trophic level organisms such as
cetaceans. A very well-known example is the Antarctic krill as prey for whales in the Southern
Ocean (Savoca et al., 2021). Another important role of zooplankton on particulate organic carbon
transfer is due to egestion of fecal pellets. Depending on the region and season, the contribution
of zooplankton fecal pellets to the carbon flux can reach up to 100% (Turner, 2015). The relative
contributions of zooplankton fecal pellets to carbon export varies seasonally and spatially
(Ebersbach and Trull, 2008; Iversen et al., 2017; Halfter et al., 2020). For example, zooplankton
fecal pellets constitute the highest share of 22%-63% of the total carbon flux in spring and the
lowest share of 2%-7% in summer in the Pacific Antarctic Polar Front region (Dagg et al., 2003).
Similarly, the carbon flux at 200 m in Kerguelen Plateau is dominated by fecal pellets (56 ± 19%
of the total flux) in early spring (Laurenceau-Cornec et al., 2015). The egestion rate of zooplankton
is generally assumed to be constant at 30% of assimilated food (Steinberg and Landry, 2017).
However, the rates show a large variability depending on the species (Bochdansky, Alexander B.
and Deibel, Don and Rivkin, Richard B. , 1999), food nutritional quality (Purcell, 1983) and food
type (Besiktepe and Dam). In addition, the sinking characteristics (fast or slow degradation) of the
fecal pellets and the fecal pellet production rates depend on the feeding environment (Besiktepe
and Dam). Atkinson et al. (2012) showed that the egestion rates increase with increasing feeding
rates of zooplankton. A last important process is the the vertical migration of zooplankton that
spans diel and seasonal timescales (Schnack-Schiel and Hagen, 1994). The diel vertical migrators
feed in the surface ocean at night (nocturnal ascend), which is then metabolized during the day
in the mesopelagic zone (Steinberg and Landry, 2017; Bandara et al., 2021). Despite the generality
of this feature, the vertical migration can also be on a reversed time scale, i.e., nocturnal descent
(Ohman et al., 1983). Diel vertical migration is considered an active component of the biological
carbon pump. The carbon flux as a result of vertical migration can reach up to 13.0-71.4% of
computed sinking particulate organic carbon fluxes and hence contributes significantly to the
export of carbon (Longhurst et al., 1990; Steinberg et al., 2000).

Zooplankton supports the microbial loop in the ocean via the release of DOC by sloppy
feeding, direct excretion and fecal pellet leaching (Steinberg and Landry, 2017). Zooplankton-
mediated release of dissolved organic carbon is one of the principal mechanisms that control
the quantity of DOC in the ocean (Carlson and Hansell, 2015). As a result of sloppy feeding,
which is the physical breakage of a food source, some of the DOC in the prey is released
into the water column. This is the first step of the release of DOC by zooplankton. Sloppy
feeding can make up 20% of the total DOC released by zooplankton (Saba et al., 2011). Other
studies show that sloppy feeding by marine copepods can make up up to 70% of the total
DOC released by zooplankton (Møller, 2007). The amount of sloppy feeding depends on the
species and the grazing strategies. For example, while for crustacean zooplankton the amount
of DOC released due to sloppy feeding has the highest share of the total DOC released by
zooplankton, it is lower for microzooplankton species such as ciliates (Steinberg and Landry,



10 general introduction

2017). The prey concentration or the size difference between prey and predator can affect the
amount of carbon that is released. For example, when the prey size is relatively larger than the
predator, DOC release due to sloppy feeding is higher (Møller, 2005, 2007). Another important
mechanism is the direct excretion of the metabolic waste of zooplankton. Excretion rates of
zooplankton depend on the temperature and the body mass (Ikeda, 2014). According to the
literature, approximately 10 to 30% of the ingested POC by zooplankton is released as DOC
(Carlson and Hansell, 2015). An indirect source of dissolved organic carbon is the leaching of
egested fecal pellets. Leaching may occur within minutes of egestion (Møller et al., 2003) and
continue for hours or days (Urban-Rich, 1999; Thor et al., 2003). The leachability of particulate
matter can be related to fragility (Iversen et al., 2017), density (Bruland and Silver, 1981) and lack
of a peritrophic membrane (Caron et al., 1989).

Finally, respiration is another important process that plays a major role in the carbon
cycle. Approximately 50% of the ingested carbon by microzooplankton and mesozooplankton
is released back to the ecosystem through respiration (Steinberg and Landry, 2017). Global
mesozooplankton respiration amounts to 17-32% of the global net primary production (del
Giorgio and Duarte, 2002; Hernández-León and Ikeda, 2005). Body mass, temperature, oxygen, food
concentration, light, pressure, and pH can all affect the respiration rates of zooplankton (Ikeda,
2014; Hernandez-Leon and Ikeda, 2005).

1.3.2 Marine Zooplankton as Nutrient Recyclers

In the previous section, the role of zooplankton on the release of dissolved organic matter
as a part of the carbon cycle was introduced. Here, the role of zooplankton in macro- and
micronutrient recycling will be described. All essential nutrients may potentially be recycled
within the productive surface layer between primary and secondary producers (Smetacek,
1985). Zooplankton drive nutrient recycling by grazing, controlling the transformation and
movement of nutrients over time and space and, thus, play an essential role in the recycling
of macronutrients such as silicic acid and nitrogen, and micronutrients such as iron. Nutrient
recycling by zooplankton directly impacts primary production, especially in regions with
nutrient limitations. Zooplankton nutrient recycling can stimulate phytoplankton growth
(Coello-Camba et al., 2017), and nutrient regeneration can support 11-25% of the primary and
bacterial production (Verity, 1985; Hernández-León et al., 2008).

Sloppy feeding, direct excretory release, and leaching from the fecal pellets are processes
that affect nutrient recycling by zooplankton. The biological availability and the relative
contributions of each process change depending on the body mass, seawater temperature, food
quality, prey size, and the zooplankton species. For example, higher temperature and body
mass increase nutrient excretion in tropical areas (Ikeda, 2014). While Saba et al. (2009) show that
having either a carnivorous or an omnivorous diet affects the NH+

4 release of copepods, Møller
(2007) illustrates the importance of the prey size. Recently, Böckmann et al. (2021) showed that in
the Southern Ocean, the impact of the bioavailability of iron leached from fecal pellets depends
on the group of zooplankton species that egested the fecal pellets (krill or salp). Previous
experimental studies also clearly illustrate the fuelling effect of fast-recycling of nutrients by
zooplankton (Coello-Camba et al., 2017; Laglera et al., 2017; Böckmann et al., 2021). Zooplankton
grazing is an important mechanism for the release of organic iron ligands in the ocean (Sato
et al., 2007). For instance, Tovar-Sanchez et al. (2007) quantify the large iron release by krill, and
Laglera et al. (2017) illustrate the rapid recycling of particulate iron by copepods. Besides, Schmidt
et al. (2016) study the mobilization of iron attached to the lithogenic particles by zooplankton
and how gut processes can accelerate its dissolution. Although the study considers specifically
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the Antarctic krill, this process is likely a widespread phenomenon among suspension-feeding
zooplankton.

1.3.3 Marine Zooplankton as Grazers of Phytoplankton

In marine ecosystems, the term ’grazing’ is used to describe the consumption of phytoplankton
by zooplankton. Grazing by zooplankton determines the fate of marine phytoplankton produc-
tion (Banse, 2013). The predation of phytoplankton occurs constantly and is much more intense
in the ocean ecosystem compared to the land ecosystems (Smetacek, 2012; Menden-Deuer et al.,
2021a). This interaction between zooplankton and phytoplankton does not only affect the total
phytoplankton biomass but it also has an impact on the phytoplankton composition and their
succession due to selective grazing (Ryther and Sanders, 1980; Verity and Smetacek, 1996; Behren-
feld, 2010). While zooplankton generally graze on prey that is 10-fold smaller than their own
body size, they can still graze on phytoplankton that is larger than themselves (Hansen et al.,
1994; Menden-Deuer et al., 2005). Global average removal of primary production by herbivorous
grazers ranges from 49% to 67% (Calbet and Landry, 2004; Schmoker et al., 2013). Depending on
the size class of zooplankton, their contribution to total grazing losses varies. Microzooplankton
graze on 67% of the global primary production (Calbet and Landry, 2004), and mesozooplankton
contributes with 10% to the total grazing loss in regions of high productivity (Calbet, 2001). The
carnivory among heterotrophs (e.g., predation of protozooplankton by metazooplankton) is
also important in the ecosystem. For instance, although the protozooplankton consumes most
of the phytoplankton, it cannot curtail the phytoplankton bloom as a result of high grazing
pressure on them by metazooplankton (Smetacek, 2012).

Finally, zooplankton grazing can also affect the phytoplankton bloom phenology. The phyto-
plankton bloom depends on the bottom-up (e.g., nutrients, temperature, light) and top-down
control (grazing by zooplankton). As a result of an imbalance between the loss and growth
rates, the phytoplankton bloom starts or ends. Since grazing by zooplankton is one of the major
loss terms for phytoplankton, it may play a decisive role on the bloom start day. Dilution of
the grazers through deepening of the mixed layer depth (MLD), for instance, can allow the
bloom initiation already in autumn (Behrenfeld, 2010). The spring bloom of phytoplankton can
terminate due to exhaustion of surface nutrients and overgrazing by heterotrophs.

1.3.4 Climate change and Zooplankton

The increase of heat-trapping greenhouse gas levels in the Earth’s atmosphere increased the
Earth’s global average temperature by 1.09◦C between 1850-1900 to 2011-2020 (IPCC, 2021).
This human-induced warming causes several natural disasters such as the melting of glaciers,
decreased sea ice, droughts, floods, and other extreme events. The change in the physical
environment causes migration and extinction of plants and animals already today (IPCC, 2021).

Plankton’s physiological rates, composition, abundance, and trophic efficiency are tightly
linked with temperature (Richardson, 2008). Several time-series studies have already shown
that the distribution, abundance, and phenology of zooplankton were impacted in the period
between 1958 and 2002. The warming of surface waters results in poleward movement of
zooplankton species (Beaugrand et al., 2002; Lindley and Daykin, 2005). Although the poleward
movement of marine populations due to warming is not always confirmed (Edwards et al.,
2021), the presence of warm-water species in colder regions has increased over the last 60
years (Beaugrand et al., 2009). Warming events result in earlier timing of the zooplankton
biomass peak across a wide range of geographical locations from the Subarctic Pacific to
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the North Sea (Mackas et al., 1998; Edwards et al., 2006). Over the last 60 years, an increase in
the abundance of tropical foraminifera is the classic example of the impact of warming on
plankton abundance (Field et al., 2006). Experimental studies also reveeal an increase in sexual
and asexual reproduction rates of jellyfish (Purcell, 2005). All these changes in the distribution
and abundance affect the competition between species. In a warming ocean, jellyfish may, for
example, have more advantages than fish (Parsons and Lalli, 2002).

1.4 mathematical modeling of the marine environment

Mathematical modeling is the concept of creating a simple mathematical representation of
systems or phenomena to get insights and make projections into the future (Fennel and Neumann,
2015). While models describe how the world functions, they also make it easier to understand
the underlying processes. Mathematical models can be used to develop scientific understanding,
test the effect of changes in a system, or aid decision-making. The development of models
involves two steps: identifying the most important processes in the systems and formulating
their mathematical description. The first step is to decide which processes should be included
or excluded in the model. The second step is to define the form of the equations. Modeling
stages can be divided into four categories: building, studying, testing, and finally using. All of
these stages evolve together. When the models are being used, they are rebuilt according to the
newly evolving questions. Whenever a new feature is added to a model, it should be studied
and tested again.

Mechanistic models are widely used in marine research to describe the general circulation
(Bryan, 1968), biogeochemistry (Maier-Reimer, 1993) and ecosystem studies (Fleming, 1939;
Steele and Henderson, 1992). Biogeochemical and ecosystem models are generally coupled to
a circulation model to simulate the advection, mixing, and diffusion of tracers. The princi-
ple of mathematical modeling (building, studying, testing, using) also applies to studies of
marine environments. The different scientific questions of various research groups lead to
the development of a large variety of biogeochemical/ecosystem models. The simplicity or
complexity of a model is a matter of the question that is aimed to be investigated. While some
simple models can be very useful to explain questions such as seasonal dynamics (Sarmiento
et al., 1993; Fasham, 1995), some other questions need a way more complex ecosystem structure
(Doney, 1999). For example, many of the key biogeochemical processes, such as active vertical
nutrient transport by plankton migration (Villareal et al., 1996), calcification (Holligan et al., 1993)
or nitrogen fixation (Capone et al., 1997) are carried out by only specific plankton species. To
represent these processes mechanistically, complex models are needed. Therefore, relatively
complex models such as ’Plankton Functional Type Models’ (PFT Models) have been used
in the last two decades to investigate marine ecosystems and their role in biogeochemistry
(Le Quéré et al., 2005; Hood et al., 2006).

1.4.1 Plankton Functional Type Modeling

Numerical ocean ecosystem/biogeochemical models have been used as a research tool since the
beginning of the 1940s. One of the first examples is the model of Riley (1949) which describes
the formation of the spring bloom in the North Atlantic. This work was expanded later by
Sverdrup (1953). Today’s models (PFT models) are mainly built on top of the pioneering studies
of nutrient-phytoplankton-zooplankton-detritus (NPZD) models (e.g., Steele, 1958; Fasham et al.,
1990). Therefore, firstly the NPZD models and then examples of PFT models will be described.
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The NPZ and NPZD type models, with (at least) 3 or 4 state variables, are the first examples
of ocean ecosystem models. In the past when computational power was limited, these models
were used to understand the relationships between phytoplankton, zooplankton, and nutrients.
In these models, nutrients are generally represented with a single macronutrient such as
nitrate. Furthermore, zooplankton and phytoplankton are generally represented with a single
generic group where the different biogeochemical functions of distinct plankton groups are not
represented. In these models, mostly the Redfield elemental ratios (constant atomic ratio of
carbon, nitrogen and phosphorus in marine phytoplankton, Redfield et al., 1963) are used to
calculate the cycling of various elements coupled to the simulated nutrient. Although there are
a number of simplifications in these models, they have been used for almost seven decades
to describe the seasonal cycling of phytoplankton (Fasham et al., 1990), and to investigate the
model sensitivity to additional state variables and different mathematical formulas (Edwards
and Yool, 2000; Mitra, 2009).

Before the invention of computers, the population dynamics of phytoplankton was first
modeled by Fleming (1939). Riley and Bumpus (1946) presented the first model describing
the predator-prey relations at Georges Bank after the invention of the computer. Later, more
complex models were used to calculate the net primary production and biological rates (Steele,
1958, 1959). Similar models with more state variables were used in the North Pacific by Frost
(1993) and in the North Atlantic by Fasham et al. (1990). In the 1990s, with the cheaper and
more widespread use of computers, many new publications on plankton modeling were
published (Gentleman et al., 2003). For example, the first versions of coupled NPZD models with
three-dimensional general circulation models (GCMs) started to be used in biogeochemical
modeling studies (e.g., Maier-Reimer and Hasselmann, 1987; Najjar et al., 1992; Sarmiento et al.,
1993; Anderson and Sarmiento, 1995). Nowadays, these types of models are still used in climate
research as a component of Earth System Models (e.g., Zahariev et al., 2008; Ilyina et al., 2013;
Kawamiya et al., 2020)

According to the number of state variables, PFT models are one of the most complex models
that are being used to explain plankton dynamics. However, process descriptions are still simple.
As NPZD models, PFT models are also used quite often as a component of Earth System
Models to assess the impact of climate change on phytoplankton and element cycling (Séférian
et al., 2020). The PFT modeling approach aims to allow models capturing the variability of the
biological rates under different climatic regimes by using all the collected data of biological
rates of plankton over the last decades (Le Quéré et al., 2005). Nowadays, several data products
provide global biomass of plankton types (e.g. Leblanc et al., 2012; Moriarty et al., 2013; Moriarty
and O’Brien, 2013) or fundamental rates such as mortality and growth rates (e.g. Buitenhuis et al.,
2010; Hirst and Kiorboe, 2002; Hirst et al., 2003) to make PFT modeling possible. In these models,
plankton functional types are grouped according to their ecological and/or biogeochemical
role rather than the phylogeny of plankton (Le Quéré et al., 2005; Hood et al., 2006). They are
defined based on their explicit biogeochemical role, a distinct set of physiological rates, the
effect on the other PFTs’ performance, or the quantitative importance in the ocean (Le Quéré
et al., 2005). The main PFTs are defined by Le Quéré et al. (2005) as a guideline for modelers.
According to the authors’ definition, the main phytoplankton types are pico-autotrophs,
nitrogen fixers, calcifiers, DMS producers, silicifiers, and mixed phytoplankton. The heterotroph
PFTs are pico-heterotrophs (bacteria) and zooplankton (protozooplankton/microzooplankton,
mesozooplankton and macrozooplankton, Le Quéré et al., 2005). However, the number and the
type of PFTs vary among the models according to the specific research questions.

In CMIP5 and CMIP6 simulations, the ocean biogeochemistry is represented by twelve
different models using NPZD or PFT type of models (Séférian et al., 2020), and different variants
thereof. Seven of the twelve models (e.g., BEC, BLINGv2, MEDUSA-2.0, PISCES) use PFT
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modeling approaches. All models have a different model trophic web, which is indicated by the
different numbers of phytoplankton and zooplankton functional types. Table 1.1 summarizes
the representation of PFTs and nutrient cycling of seven biogeochemical models that are used
in CMIP5 and CMIP6 simulations, plus the two models PLANKTOM11 and REcoM-2. While
all of the models resolve carbon, nitrogen, silicic acid, and iron cycling, phosphate cycling is
resolved only in four of the models in Table 1.1. All the models represent phytoplankton with
at least two PFTs (generally mixed-phytoplankton and silicifiers-diatoms), and zooplankton is
represented in some models with a single state variable.

Model Number of Phy., Number of Zoo. Nutrient Cycling Reference

BEC 4 1 C, N, P, Si, Fe Moore et al. (2004)

BLINGv2 2 2 C, P, Si, Fe, Dunne et al. (2020)

COBALTv2 3 3 C, N, P, Si, Fe Stock et al. (2020)

MEDUSA-2.0 2 2 C, N, Si, Fe Yool et al. (2013)

NOBM 4 1 C, N, Si, Fe Romanou et al. (2014)

PISCES-v2 2 2 C, N, Si, Fe Aumont et al. (2015)

TOPAZv2 3 1 C, N, P, Si, Fe Dunne et al. (2013)

PLANKTOM-11 6 4 C, N, P, Si, Fe Wright et al. (2021)

REcoM-2 2 1 C, N, Si, Fe Hauck et al. (2013)

Table 1.1: List of PFT models that are used in biogeochemical research. The table summarizes the
number of phytoplankton and zooplankton functional types, as well as the nutrients whose
cycling is represented.

1.4.2 Zooplankton Groups in Plankton Functional Type Models

Representation of zooplankton in biogeochemical models is challenging due to uncertainties
in the estimation of rates (grazing, mortality etc.), the choice of the response equations,
the computational cost, and difficulties in assessing the performance of the zooplankton
compartment (Gentleman and Neuheimer, 2008; Everett et al., 2017). Therefore, zooplankton
parametrizations show a wide variety among global biogeochemical models. In the most
simplistic models, zooplankton processes are represented implicitly or with only one state
variable as a closure term. Recently, several models integrated more than one zooplankton group
with distinct physiological rates. Although zooplankton functional types are named differently
across the literature, the most commonly used names for the most abundant zooplankton
functional types are micro-, meso-, and macrozooplankton. In the following paragraphs, their
potential biogeochemical functions and the representation as a functional group are described
following Le Quéré et al. (2005):

Microzooplankton covers the function of the unicellular heterotrophs (5-200 µm, ciliates, or
heterotrophic flagellates) in large-scale biogeochemical models. Their growth rates are similar to
that of small phytoplankton and their ingestion rates are closely coupled to the production rates
of their prey. Microzooplankton grazes preferentially on small phytoplankton and dampens
their bloom formation. Microzooplankton is sometimes also named ’protozooplankton’ or
’small zooplankton’ in some of the models such as PLANKTOM (Le Quéré et al., 2016) or
COBALT (Stock et al., 2020).

Mesozooplankton (0.2-20 mm) in the models mainly represents copepods which produce
large and fast-sinking fecal pellets. In contrast to microzooplankton, mesozooplankton graze
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preferentially on larger phytoplankton such as diatoms and microzooplankton. Their grazing
rates are slower compared to microzooplankton. The mesozooplankton group is also called
’medium zooplankton’ in the biogeochemical model COBALT (Stock et al., 2020).

In comparison to micro- and mesozooplankton, macrozooplankton (2-20 cm) is less well
represented in models. It can reach very high biomass values and also produces fast-sinking
fecal pellets. Since it has a relatively patchy distribution and complex life cycle, it is difficult to
parametrize this functional group. Macrozooplankton grazes on a large spectrum of different
prey. Only few global biogeochemical models (e.g. PLANKTOM, COBALT; Le Quéré et al., 2016;
Stock et al., 2020) represent macrozooplankton explicitly (Table 1.1).

1.4.3 Zooplankton Processes and Parametrizations in Models

Among ocean biogeochemical models, the parametrization of the various processes that affect
the zooplankton biomass shows large diversity. However, the general structure of the rate of
change in zooplankton biomass ( dZ

dt ) is rather universal and can be described by the following
text equation:

dZ
dt

= uptake− excretion− egestion− respiration−mortality (1.1)

where the uptake represents the biomass source to zooplankton (Z) which is grazing. The
metabolic waste, respiration, excretion, or egestion, are defined as sink terms in the models. In
addition, mortality (generally including both natural mortality and predation) is defined as a
closure term. All of these mentioned processes can be represented implicitly or explicitly in the
models. There are many different forms of functions to represent each of these processes in the
literature. Here, some of the parameters and their ranges will be presented. Besides, different
types of ingestion and mortality functions will be described. In the end, the sensitivity of the
models to different processes and functions will be given as a summary.

The uptake is generally called ’total grazing’ and is a product of an ingestion function that
describes how the ingestion rate will change with prey density, maximum ingestion rate,
temperature function, and zooplankton biomass. Although there are different functions that
describe the ingestion rate depending on the prey density (Gentleman et al., 2003), most of
the current biogeochemical models use a Holling type I-III (Holling, 1959) or Ivlev (Ivlev,
1961) ingestion function (Vallina et al., 2014). Figure 1.3 summarizes the functional response
of Holling and Ivlev type ingestion functions to increasing prey concentration. The type I
functional response gives a linear accelerating ingestion rate with increasing prey density.
However, type II (hyperbolic) or type III (sigmoidal) reach a plateau (saturate) at high prey
concentrations. While type II gives a decelerating ingestion rate with high abundances of
prey, type III decelerates the ingestion rate with low abundances of prey. The parameter
’half-saturation constant’ in the Holling type functions represents the concentration where
the ingestion rate is half of the maximum ingestion rate, and higher half saturation constant
causes slower increase of ingestion rate. The Ivlev decay constant has a similar role as the
half-saturation constant. This parameter is used for regulating how fast the ingestion rate will
reach its maximum (Fig. 1.3). A higher decay constant stands for a higher grazing rate and vice-
versa. The total grazing is usually temperature-dependent. For this, some models use different
exponential functions for different zooplankton functional types (Le Quéré et al., 2016) while
other models use the same temperature function for different zooplankton functional types
for simplicity (Aumont et al., 2015). Few models do not use temperature-dependent grazing
formulations (Yool et al., 2013). In models, zooplankton can have multiple prey groups/types
(phyto- and zooplankton groups, detritus) depending on the model complexity, and different
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prey preferences can be assigned to the zooplankton. In this way, predator-prey selectivity
can be regulated in the models. However, there is no consensus and while some models (Le
Quéré et al., 2016) use varying prey preferences (Fasham et al., 1990), some others give constant
preferences for food sources.

Figure 1.3: Ingestion rate coefficient (G, d−1) as a function of the biomass concentration of a single
prey (P, mmol C m−3) for Holling type and Ivlev ingestion functions. Holling type I (red),
Holling type II (black), and Holling type III (blue) ingestion functions are illustrated in
the upper panel, where g (d−1) is the maximum ingestion rate coefficient and a is the
half-saturation constant (mmol C m−3). The Ivlev ingestion function is shown in the lower
panel, with decay rate constant b (1/mmol C m−3) of 0.05, 0.1 and 0.2 illustrated by
different line styles.

An ’assimilation efficiency’ parameter may be used to define all sink processes (e.g.,
respiration, excretion, egestion) that are included in the models. However, since there is spe-
cific data for each of these processes, they are generally separated. In this case, ’assimilation
efficiency’ or ’grazing efficiency’ can be used to account for sloppy feeding. Some models
use variable assimilation efficiency to mimic the increase of sloppy feeding with increasing
prey abundance (Montagnes and Fenton, 2012). The respiration and excretion rates are gener-
ally constant relative to the biomass, but some models use temperature functions to enhance
respiration in warmer waters (Le Quéré et al., 2016).

Mortality parameters are among the least known parameters since they are also difficult to
estimate experimentally (Carlotti et al., 2000). In nature, mortality of zooplankton is caused
by disease, starvation, or predation (Hirst and Kiorboe, 2002). The parametrization of mortality
generally covers all of these processes. The mortality of zooplankton is a model closure term
since zooplankton is typically the highest trophic level in models (Edwards and Yool, 2000; Mitra,
2009). Different types of equations (linear, quadratic, hyperbolic, and sigmoidal) are used to
describe the zooplankton mortality in the models. Figure 1.4 summarizes four functions that
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describe mortality rates of zooplankton depending on the zooplankton concentration. While in
the linear function, the mortality term (in the square brackets) does not change depending on
the zooplankton biomass, the other three formulations represent an increasing mortality term
with an increasing zooplankton biomass. The choice of the mathematical form of the mortality
depends mostly on the food web structure of the model (Mitra et al., 2014).

Figure 1.4: Mortality rate (M, mmol N m−3 d−1) as a function of the mortality term (given in
square brackets) and biomass concentration of zooplankton (Z, mmol C m−3) for linear
(black), quadratic (red), hyperbolic (blue) and sigmoidal (orange) formulations, where the
mortality rate coefficient m is 0.325 (d−1) and m2 is 0.325 ((mmol N m−3)−1 d−1).

Model results are highly sensitive to different parametrization formulations of zooplankton
since they directly affect phytoplankton biomass and composition. Indirectly, this also affects
the use of nutrients in the models. A large number of studies investigated the sensitivity of
biogeochemical models to different formulations. For example, Anderson et al. (2010) showed
that the choice of different ingestion formulas (Holling type III or Ivlev) can cause a three
times higher diatom biomass in the ocean. Furthermore, previous works showed that the
parametrization of predator-prey selectivity by using different mathematical formulas can
change the modelled phytoplankton diversity (Prowe et al., 2012; Vallina et al., 2014). Recently,
Moeller et al. (2019) used light-dependent grazing formulations and showed that this can cause
a deepening of simulated chlorophyll maxima which results in a better model-data agreement.
Besides, Steele and Henderson (1992) and Edwards and Yool (2000) analysed the sensitivity of
plankton and plankton cycles to the formulation of the zooplankton mortality. In addition,
Hill Cruz et al. (2021) illustrated that changes in the zooplankton mortality can have a strong
impact on the trophic interactions in the model.

1.4.4 Evaluation of Zooplankton Model Results

The performance of the zooplankton component of biogeochemical models is the component
that is least assessed against field observations (Everett et al., 2017). Biogeochemical model
performances are usually compared with observations of nutrients and chlorophyll concen-
trations. Although there are several ways to observe zooplankton biomass or abundance such
as net sampling (Wiebe and Benfield, 2003), continuous plankton recorder (Richardson et al.,
2006), optical plankton counter (Herman et al., 2004) and bioacoustics (Greene and Wiebe, 1990),
the format of the data makes it difficult for the use in model evaluations because they often
quantify abundance rather than mass (Everett et al., 2017).
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Current developments of plankton functional type models (Stock et al., 2020) increase the
need for biomass data of key plankton functional types. For this purpose, the biomass data
of five autotroph (picophytoplankton, diazotrophs, coccolithophores, phaeocystis, diatoms)
and six heterotroph groups (picoheterotrophs, foraminifers, pteropods, micro-, meso- and
macrozooplankton) was compiled in a 1◦x1◦ global gridded data set (Buitenhuis et al., 2013). The
MAREDAT data products of global micro-, meso and macrozooplankton biomass (Buitenhuis
et al., 2010; Moriarty and O’Brien, 2013; Moriarty et al., 2013) were used in the studies that are
presented in this thesis. While the MAREDAT mesozooplankton biomass dataset includes the
Coastal and Oceanic Plankton Ecology, Production, and Observation Database (COPEPOD,
http://www.st.nmfs.noaa.gov/copepod), the macrozooplankton dataset contains data points
from COPEPOD and KRILLBASE (Atkinson et al., 2004).

1.5 aim and scope of the thesis

This thesis aims to examine the effect of zooplankton and the mechanistic description of
their processes on carbon export and sequestration flux, nutrient cycling, and phytoplankton
phenology in a global ocean biogeochemical model. For this purpose, three zooplankton
functional groups, namely micro-, meso- and macrozooplankton, and a new particle sinking
routine were implemented to the original version of the ocean biogeochemical model REcoM-2.
The model was used to answer the following questions:

• What are the roles of zooplankton in carbon export and nutrient recycling?

• How does zooplankton grazing affect phytoplankton bloom phenology?

• What are the relative roles of plankton community composition and of mineral ballasting,
seawater viscosity, and oxygen-dependent remineralization on carbon export efficiency
and transfer efficiency?

Publication I is a model development study with a focus on the implementation of polar
macrozooplankton in the model. Since Antarctic krill is one of the key species in the South-
ern Ocean and plays an important role in the carbon cycle, a new zooplankton group was
implemented to the model and parametrized as Antarctic krill. Publication I revealed that
macrozooplankton plays a key role in transferring carbon to the mesopelagic zone in the model
Southern Ocean, in agreement with observational studies. In addition, it enhances the net
primary production there due to the fast recycling of nutrients.

Publication II is also a model development study with the focus on separating the previously
generic zooplankton group into micro- and mesozooplankton as additional functional types
in the model. Publication II revealed that the fast-recycling of nutrients by zooplankton has
a significant impact on the net primary production. Besides, the detailed analysis of phyto-
plankton bloom phenology showed that the more complex representation of zooplankton
grazing changes the mechanism behind the phytoplankton bloom from light-controlled Sver-
drup’s system to dilution controlled Behrenfeld system in the Southern Ocean, but also delays
the start and peak days of the phytoplankton bloom.

In Publication III, the model with three zooplankton functional types was used to study global
patterns of export ratio and transfer efficiency of carbon. For this study, a new sinking routine
was parametrized in the model. In this study, we quantified the relative roles of phytoplankton
and zooplankton community composition, of seawater viscosity, particle density, and oxygen-
dependent remineralization on the export ratio and transfer efficiency of sinking particulate
organic carbon.
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In the last chapter, the major results of the three publications are synthesized. Finally, an
outlook for future scientific directions regarding the research on zooplankton modeling and
biogeochemical modeling is provided.
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1. Introduction
The biological carbon pump plays an essential role in the cycling of carbon in the oceans (Honjo, 2004; Volk 
& Hoffert, 1985). It is driven by a large variety of organisms that are part of a complex ecosystem. The export 
of organic carbon from the surface to deeper layers proceeds via several pathways including the formation 
of aggregates and fecal pellets that sink gravitationally, and the downwelling of dissolved compounds (Boyd 
et al., 2019; Steinberg & Landry, 2017). Marine carbon cycle models are used to assess carbon fluxes in the 
ocean ecosystems to gain a deeper understanding of the carbon cycle. However, the complexity of marine 
ecosystems and the processes relevant for carbon export cannot be fully reflected in these models (Laufkötter 
et al., 2016). For example, zooplankton is still represented by a single variable in many global ocean bio-
geochemical models (Séférian et al., 2020), despite the large diversity and traits of zooplankton. A handful 
of models represent three plankton functional types (PFTs) of zooplankton (Le Quéré et  al.,  2016; Stock 
et al., 2020).

One of the zooplankton PFTs is macrozooplankton, defined as the size class of 2–20 cm, which reaches high 
biomass and shows a patchy distribution (Moriarty et al., 2013). Groups being classified as macrozooplankton 

Abstract Macrozooplankton and its grazing pressure shape ecosystem structures and carbon pathways 
in the Southern Ocean. Here, we present the implementation of “polar macrozooplankton” as a plankton 
functional type and a related fast-sinking detritus class (fecal pellets) into the biogeochemical model 
REcoM-2. We use the model to assess major carbon pathways and ecosystem structure in the Southern 
Ocean south of 50°S. The model represents zooplankton biomass and its spatial distribution in the Southern 
Ocean reasonably well in comparison to available biomass data. A distinct difference of our model from 
previous versions is the seasonal pattern of particle formation processes and ecosystem structures in the 
Southern Ocean. REcoM-2 now captures high zooplankton biomass and a typical shift from a dominance of 
phytodetrital aggregates in spring to zooplankton fecal pellets later in the year. At sites with high biomass 
of macrozooplankton, the transfer efficiency of particulate organic carbon can be as high as 50%, and the 
carbon content of the exported material increases. In our simulations, macrozooplankton is an important 
component of the Southern Ocean plankton community, contributing up to 0.12 Pg C per year (14%) to total 
modeled carbon export across 100 m depth. Macrozooplankton changes the phytoplankton composition and 
supports the recycling of macronutrients. These results support the important role of macrozooplankton 
such as krill in the Southern Ocean and have implications for the representation of Southern Ocean 
biogeochemical cycles in models.

Plain Language Summary Large zooplankton such as krill is an important component of 
marine ecosystems, but it is rarely represented in ocean ecosystem models. Large zooplankton grazes on 
phytoplankton, smaller zooplankton, and sinking particles in the ocean. To understand the role of large 
zooplankton for carbon cycling in the Southern Ocean, we have implemented this group into our ecosystem 
model and describe macrozooplankton feeding and particle formation based on observations. We find that large 
zooplankton supports a stable or even increased growth of phytoplankton, in spite of its grazing. This is because 
it also returns nutrients to phytoplankton via excretion. Besides, large zooplankton increases the transfer of 
carbon to the deep ocean.
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are, for example, euphausiids, but also pelagic members of, for example, cnidarians, amphipods, and decapods. 
They consume a large spectrum of prey sizes with different feeding strategies and carbon assimilated by this 
group is transferred to higher trophic levels, transforming and transferring particulate organic carbon (Steinberg 
& Landry, 2017). They produce large fecal pellets with a high sinking rate, which reduces microbial degrada-
tion in the euphotic zone and leads to direct sinking to the meso- and bathypelagic (Turner, 2002). The relative 
contribution of zooplankton fecal pellets to the particulate organic carbon (POC) flux can comprise up to 100% 
in different sites of the ocean, illustrating the important role of zooplankton in the biological carbon pump 
(Turner, 2015).

The Southern Ocean is one of the regions, which plays a significant role in the export of particulate organic 
carbon (Arteaga et al., 2018; Schlitzer, 2002). Export production (EP), an important component of the biologi-
cal carbon pump, transfers 15%–25% of the carbon fixed by primary production to deeper waters in the South-
ern Ocean (Henson et al., 2012). The estimation of export production over the 100 m depth horizon varies 
between 10 to 600 mg C m−2 d−1 with an average of around 150 mg C m−2 d−1 (Maiti et al., 2013). The biogenic 
carbon flux is dominated by the gravitational sinking of phytodetrital aggregates and zooplankton fecal pellets, 
although other processes such as the sinking of zooplankton carcasses, molts, and zooplankton migration also 
contribute (Boyd et al., 2019; Halfter et al., 2020). The relative contributions of phytodetrital aggregates and 
zooplankton fecal pellets to carbon export show seasonal and spatial patterns (Dagg et al., 2003; Ebersbach 
& Trull, 2008; Halfter et al., 2020; Iversen et al., 2017; Laurenceau-Cornec et al., 2015; Turner, 2015). For 
example, phytodetrital aggregates are reported to contribute 24%–74% to the export production in the Ker-
guelen Plateau (Ebersbach & Trull, 2008) and the relative contribution of zooplankton fecal pellets can vary 
from 22%–63% in spring to 2%–7% in summer in the Pacific Antarctic Polar Front region (Dagg et al., 2003). 
Generally, a high contribution of aggregates is related to phytoplankton blooms in the surface waters (Turn-
er, 2015), although phytodetrital aggregates can also dominate the export flux in the Southern Ocean high-nu-
trient low-chlorophyll (HNLC) waters where grazing pressure is relatively low (Halfter et al., 2020). At the 
naturally iron-fertilized Kerguelen Plateau, a shift occurred from dominance of phytodetrital aggregates in 
spring to zooplankton fecal pellets later in the year (Ebersbach & Trull, 2008; Laurenceau-Cornec et al., 2015; 
Rembauville et al., 2015).

The Southern Ocean also hosts a high density of macrozooplankton, including the efficient grazer Antarctic 
krill (Euphausia superba) with biomass estimates ranging between 60 to 420 million tons based on acoustic 
and in situ (net haul density and length frequency) data (Atkinson et  al.,  2009; Nicol et  al.,  2000; Siegel 
et al., 2004). Krill shape the ecosystem, for example, through stimulating primary productivity with the re-
lease of iron and ammonium and affect the carbon export (Cavan et al., 2019). Furthermore, krill impact the 
accumulation of diatoms due to grazing, which consequently plays a decisive role in biogeochemical cycles 
(Smetacek et al., 2004). Krill enable short pathways between lowest (phytoplankton) and higher trophic levels 
(marine mammals) and contribute to an efficient carbon transfer to the deeper layers via fecal pellet production 
(Meyer, 2012). While the contribution of krill to particulate organic carbon production may vary between 7 
and 1,300 mg C m−2 d−1 in the Southern Ocean (Belcher et al., 2019; Clarke et al., 1988), krill fecal pellets 
contribute on average 0.04 Pg C per yr−1 which equals 35% of the total export flux in the marginal ice zone 
(Belcher et al., 2019).

Large-scale ocean biogeochemical models differ from each other in terms of complexity, such as the number 
of functional types of phyto- and zooplankton and represented processes (Laufkötter et  al.,  2016; Le Quéré 
et al., 2016; Séférian et al., 2020). Due to a lack of mechanistic understanding, projections of the future biological 
carbon pump are associated with much larger uncertainties compared to physical and chemical variables, such 
as temperature, oxygen, or pH (Frölicher et al., 2016). Zooplankton groups and their parameterizations play a 
critical role in the performance of ecosystem models with respect to primary production (Le Quéré et al., 2016), 
secondary production (Anderson et al., 2013), and particulate organic carbon production and export (Laufkötter 
et al., 2016). Growth, transport, and impact of macrozooplankton, especially krill, have been simulated in various 
regional models (Arrigo et al., 2003; Fach et al., 2002; Hense et al., 2003; Hofmann & Lascara, 2000; Lancelot 
et al., 2000), but only a few global biogeochemical models possess representations of macrozooplankton (Le 
Quéré et al., 2016; Stock et al., 2014).

Here, we present a new version of the global ocean ecosystem and biogeochemistry model REcoM-2 with the 
implementation of a macrozooplankton group. Up to now, REcoM-2 included a single type of zooplankton 
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which, based on the chosen parameterization, represented small and fast-growing zooplankton. The goal 
of the current paper is to analyze the effect of an additional macrozooplankton group that can create large 
biomass accumulations in certain regions and thereby impact the structure and functioning of ecosystems. 
The parameterization for this second zooplankton group is based on the temperature tolerance of Antarctic 
krill, hence, this group cannot represent macrozooplankton in warmer waters. The aim is therefore mainly to 
obtain a more realistic representation of the Southern Ocean biological carbon pump in the model. We imple-
mented this new group and parameterized it as a macrozooplankton group resembling Antarctic krill for the 
following reasons: (a) the occurrence of high biomass of macrozooplankton (Antarctic krill) in the Southern 
Ocean (Atkinson et al., 2004) and its specific role in biogeochemical cycling as characterized by (b) the slow 
growth rates of this group (Le Quéré et al., 2016), (c) the efficient filter-feeding of krill (Meyer, 2012), and 
(d) a fecal pellet production with strong transfer efficiency to the deep ocean (Belcher et al., 2017). In this 
study, we analyze carbon export pathways and the role of macrozooplankton in the Antarctic ecosystem with 
and without this group.

2. Methods
2.1. FESOM-REcoM With Macrozooplankton and Two Sinking Particle Classes

We used the Finite Element Sea Ice Ocean Model FESOM-1.4 (Wang et al., 2014) as the physical component 
of the coupled ocean-ecosystem model. FESOM-1.4 uses the finite element method for solving the primitive 
equations on an unstructured mesh which allows calculations with higher resolutions in more dynamical areas 
and coarser resolution in less dynamic, for example, subtropical areas. In this study, we used the CORE-II 
mesh set-up which has a resolution of 20 km along the Antarctic coast and around 70 km at 60°S (Sidorenko 
et al., 2011). The model set-up and its performance is described by Sidorenko et al. (2011), and evaluated as 
part of the coordinated ocean-ice reference experiments phase II (CORE-II) globally (e.g., Griffies et al., 2014) 
and regionally (see Downes et al., 2015, 2018; Farneti et al. (2015) for Southern Ocean specific analyses). A 
multi model comparison of sea-ice extent and concentration, including FESOM-1.4, was discussed in Downes 
et al. (2015). As reported there, FESOM simulates a reasonable seasonal cycle of sea-ice extent, with a realistic 
representation of the maximum extent. A notable caveat is a low extent in March, which is shared with all other 
models in their study. FESOM was reported to have the smallest sea-ice concentration bias of all models in 
March. Downes et al. (2015) do not compare sea-ice thickness as thickness and concentration correlate positive-
ly. Exemplarily, we show sea-ice extent and thickness in Figure S5 in Supporting Information S1. Sea ice extent 
reaches its maximum in September and its minimum in March, in agreement with remote sensing studies (Com-
iso & Nishio, 2008). The mean sea ice thickness varies between a minimum of 0.75 m in April and a maximum 
of 1.06 m in November in the model. The thickest sea ice (𝐴𝐴 𝐴 2 m) is in the Weddell Sea, the Bellingshausen and 
Amundsen Seas, the western Ross Sea, and along the Antarctic coastline. The thinnest ice occurs in the eastern 
Weddell Sea, and in the Indian and Pacific sectors (Figure S5 in Supporting  Information S1), in reasonable 
agreement with Kurtz and Markus (2012).

The Regulated Ocean Ecosystem Model (Hauck et al., 2013; Schourup-Kristensen et al., 2014; REcoM-2) is the 
biogeochemical component of the coupled system. It represents the carbonate system, two phytoplankton classes 
(nanophytoplankton and diatoms), and one zooplankton group representing a fast-growing small zooplankton group 
(Figure 1a). It resolves the cycling of the nutrients nitrate (DIN), silicic acid (DSi), and iron (DFe). Phytoplankton 
stoichiometry is allowed to vary with environmental conditions (variable N:C:Chl:Si for diatoms and N:C:Chl for 
nanophytoplankton). Sinking particles have three sources in the original set-up: aggregation of primary producers, 
sloppy feeding (which implicitly also includes defecation), and mortality of the zooplankton group. A skill assess-
ment of the biogeochemical model's original version is presented by Schourup-Kristensen et al. (2014). The model 
version used in this study resembles the version assessed in Schourup-Kristensen et al. (2014) with minor changes 
as described in the following. Total global net primary production (NPP) is 30.1 Pg C yr−1 and EP at 100 m is 5.1 
Pg C yr−1 (31.6 and 6.1 Pg C yr−1, respectively, in Schourup-Kristensen et al., 2014). The photodamage parame-
terization by Álvarez et al. (2018) is used and leads to a larger share of diatoms (Figure S6 in Supporting Informa-
tion S1) in the Southern Ocean compared to Schourup-Kristensen et al. (2014). As a result, the Southern Ocean 
DIN bias is reduced compared to Schourup-Kristensen et  al.  (2014) and the silicic acid bias is negative, high-
lighting the sensitivity of the model to chlorophyll loss process parameterization and parameters. In this study, we  
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implemented an additional macrozooplankton group and a new detritus group representing large particles (Figure 1b). 
Also, fecal pellet production was added as an explicit loss term for the new macrozooplankton group (Figure 1b). 
The set-up of REcoM-2 further differs from previous model descriptions (Hauck et al., 2013; Schourup-Kristensen 
et al., 2014) by using a temperature-dependent respiration rate with a rate constant of 1% of biomass per day (Le 
Quéré et al., 2016) for the small zooplankton group, and by considering the effect of diatom nutrient limitation on 
stickiness and consequently on the aggregation rate (Aumont et al., 2015; Waite et al., 1992, Equation 7).

2.2. Macrozooplankton in FESOM-REcoM

The new macrozooplankton group was parameterized based on the characteristics of Antarctic krill. Neverthe-
less, we refer to this group as macrozooplankton since it will also cover other niches in the model, as long as these 
other types (e.g., salps) are not modeled explicitly. Furthermore, not all details of krill are covered here (e.g., life 
cycle, vertical migration). Macrozooplankton is described by the two-state variables nitrogen (Nmacro) and carbon 
(Cmacro) as shown in differential Equations 1 and 2. Grazing is the single source for macrozooplankton biomass 
and mortality, excretion, respiration, and fecal pellet production are the loss terms.

𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑑𝑑𝑑𝑑
⏟⏞⏟⏞⏟
nitrogen pool

= 𝐺𝐺 ⋅ 𝛾𝛾
⏟⏟⏟
grazing

− 𝑚𝑚 ⋅𝑑𝑑2
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

⏟⏞⏞⏟⏞⏞⏟
mortality

− 𝜖𝜖𝑑𝑑 ⋅𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
⏟⏞⏞⏞⏟⏞⏞⏞⏟

excretion

− 𝑓𝑓𝑑𝑑 ⋅ 𝐺𝐺
⏟⏟⏟
fecal pellet

 (1)

𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑑𝑑𝑑𝑑
⏟⏟⏟
carbon pool

= (
∑

𝑖𝑖

1
𝑞𝑞𝑖𝑖

⋅ 𝐺𝐺𝑖𝑖) ⋅ 𝛾𝛾

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟
grazing

− 1
𝑞𝑞
⋅ 𝑚𝑚 ⋅𝑁𝑁2

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
mortality

− 𝜖𝜖𝑑𝑑 ⋅ 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
⏟⏞⏞⏟⏞⏞⏟

excretion

− 𝑚𝑚 ⋅ 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
⏟⏞⏟⏞⏟
respiration

− 𝑓𝑓𝑑𝑑 ⋅ 𝐺𝐺𝑑𝑑
⏟⏟⏟
fecal pellet

 (2)

In Equation 1, grazing efficiency (assimilation efficiency) γ determines the fraction of total grazing (G) by macro-
zooplankton that is converted into macrozooplankton biomass (Equation 3). To mimic predation by higher trophic 
levels and natural mortality of the macrozooplankton, mortality of the macrozooplankton is described by a quad-
ratic term of the concentration Nmacro where m is the mortality rate constant (𝐴𝐴 𝐴𝐴 ⋅𝑁𝑁2

𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ). Nitrogen excretion is 
determined by the excretion rate constant ϵN and is proportional to the Nmacro biomass. The fecal pellet production 
rate is described as a function of the total grazing G and the fecal pellet production rate constant (fN) that deter-
mines how much of the grazing fraction is transferred into the larger detritus class nitrogen pool. Equation 2 shows 
the state variable carbon of the macrozooplankton group. The grazing flux in nitrogen units (G) is converted into 

Figure 1. Processes in biogeochemistry model (a) REcoM-2, (b) REcoM-2-M with two zooplankton groups and a second, 
large detritus class. Both model versions represent primary production by two phytoplankton classes (nanophytoplankton and 
diatoms) and a small and fast-growing zooplankton group. In both versions, sinking detritus is produced via phytoplankton 
aggregation and through small zooplankton mortality, and a loss term accounting for sloppy feeding and fecal pellet 
production. Other loss processes for zooplankton biomass are respiration and excretion of dissolved organic matter. In 
addition, REcoM-2-M explicitly represents macrozooplankton with losses of sinking particulate organic matter being 
routed to a large detritus class with a higher sinking speed. The loss through fecal pellets is represented explicitly and 
macrozooplankton respiration varies in response to the seasonal cycle.
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carbon units using the respective intracellular N:C ratios (qi) of each food source (i = diatom, nanophytoplankton, 
small zooplankton group, detritus classes). The quadratic mortality is converted to carbon using the intracellular 
macrozooplankton N:C ratio (q). The excretion rate constant (ϵC) determines the loss of carbon to the dissolved or-
ganic carbon pool and the respiration rate (r ⋅ Cmacro) describes the loss of carbon to the dissolved inorganic carbon 
pool. The fecal pellet production rate constant (fC) and the grazing rate G together determine the fraction of carbon 
being lost to the large detritus carbon pool via fecal pellets.

� = � ⋅

(

∑

�
�� ⋅��

)2

� +
(

∑

�
�� ⋅��

)2
⋅ �� ⋅������

 (3)

𝑝𝑝𝑖𝑖 =
𝑝𝑝′𝑖𝑖 ⋅𝑁𝑁𝑖𝑖

∑

𝑖𝑖
𝑝𝑝′𝑖𝑖 ⋅𝑁𝑁𝑖𝑖

 (4)

Grazing of the macrozooplankton group is described by the Holling type III ingestion function (Equation 3) on 
small zooplankton (i = 1), diatoms (i = 2), nanophytoplankton (i = 3), and both detritus classes (i = 4, 5) using 
the relative grazing preferences (pi) by Fasham et al. (1990) (Equation 4). Since overwintering krill can switch 
to different food sources and graze on phytodetritus (Meyer, 2012), we implemented grazing on detritus groups 
by macrozooplankton. The maximum grazing rate (ɛ) is set to 0.1 d−1 (Hofmann & Lascara, 2000) and the half 
saturation constant (σ) is 0.01 (mmol N m−3)2, based on Meyer et al. (2009). It is generally accepted that diatoms 
are the main food source for krill, but they also feed on copepods (Schmidt et al., 2014). In this study, the initial 
grazing preferences (𝐴𝐴 𝐴𝐴′𝑖𝑖 ) are taken as 1, 0.5, 0.8, and 0.5 for diatoms, nanophytoplankton, small zooplankton 
group and detritus groups respectively. Relative grazing preferences (𝐴𝐴 𝐴𝐴𝑖𝑖 , i = each food source) are calculated as 
division of each food source (𝐴𝐴 𝐴𝐴′𝑖𝑖 ⋅𝑁𝑁𝑖𝑖 ) by the total food (𝐴𝐴

∑

𝑖𝑖 𝑝𝑝
′
𝑖𝑖 ⋅𝑁𝑁𝑖𝑖 ). All parameter values for macrozooplankton 

are summarized in Table 1.

Macrozooplankton grazing varies with temperature. The following parameterization is applied (Butzin & Pört-
ner, 2016, Equation 5, Figure 2),

�� =
exp

(

��
��

− ��
�

)

1 + exp
(

�ℎ
�ℎ

− �ℎ
�

) (5)

Parameter Symbol Value (unit) Reference

Maximum grazing rate ɛ 0.1 (d−1) Hofmann and Lascara (2000)

Grazing efficiency γ 0.8 (dimensionless) Fach et al. (2002)

Respiration rate constant r 0.01 (d−1) Hofmann and Lascara (2000)

Mortality rate constant m 0.003 (d−1) Fach et al. (2002)

N excretion rate constant ϵN 0.02 (d−1) Atkinson et al. (2002)

C excretion rate constant ϵC 0.02 (d−1) Atkinson et al. (2002)

Half saturation constant σ 0.01 ((mmol N m−3)2) Meyer et al. (2009)

Initial grazing preference for diatoms 𝐴𝐴 𝐴𝐴′𝑑𝑑𝑑𝑑𝑑𝑑 1 (dimensionless) see Section 2.2

Initial grazing preference for nanophy. 𝐴𝐴 𝐴𝐴′𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.5 (dimensionless) see Section 2.2

Initial grazing preference for heterotrophs 𝐴𝐴 𝐴𝐴′𝑧𝑧𝑧𝑧𝑧𝑧 0.8 (dimensionless) see Section 2.2

Initial grazing preference for detritus groups 𝐴𝐴 𝐴𝐴′det 0.5 (dimensionless) see Section 2.2

N fecal pellet production rate constant fN 0.13 (d−1) see Section 2.2

C fecal pellet production rate constant fC 0.295 (d−1) see Section 2.2

Table 1 
Chosen Parameter Values for the Representation of Macrozooplankton in REcoM-2-M
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where T (K) is absolute temperature, Tr and Th represent the intrinsic op-
timum temperature for development. Inhibitive processes dominate outside 
this temperature window. Qa and Qh are the temperatures for the uninhibited 
and inhibited reaction kinetics, respectively (Butzin & Pörtner, 2016). The 
parameter values were chosen as Tr = 272.5 K, Th = 274.5 K, Qa = 28,145 K, 
and Qh = 105,234 K to represent the temperature sensitivity of daily growth 
rates with the maximum growth of krill occurring at 0.5°C as described in 
Atkinson et al. (2006).

Mortality, sloppy feeding, and fecal pellet production are the processes 
through which macrozooplankton forms detrital particles. The mortality rate 
constant m is set to 0.3% per day (Fach et al., 2002) in a quadratic formulation 
(Equation 1) and 1 − γ = 20% of the grazed material is transferred to the de-
tritus pool through sloppy feeding (Fach et al., 2002). Fecal pellet production 
was set to 29% of grazing flux in carbon units and 13% of grazing flux in 
nitrogen units to be consistent with the observed high C:N ratio of around 
13 in krill fecal pellets (Atkinson et al., 2012). The excretion rate constant of 
dissolved organic carbon and nitrogen is taken as 2% per day from Atkinson 
et al. (2002).

The daily respiration rate constant (r) of macrozooplankton in the model de-
pends on the season and grazing activity and a standard respiration rate (Rs, 
Equation 6, Hofmann & Lascara, 2000).

𝑟𝑟 = 𝑅𝑅𝑠𝑠 ⋅ (1 +𝑅𝑅𝑓𝑓 +𝑅𝑅𝑎𝑎) (6)

The term respiration activity factor (Ra) accounts for reduced krill respiration rates in winter. Ra is set to −0.5 
from Julian day 150 through 250 (southern hemisphere winter) which represents a 50% metabolic reduction. We 
chose to make respiration rates dependent on Julian day because the metabolic activity of krill is affected by the 
Antarctic light regime (Meyer, 2012; Teschke et al., 2007), which in the model is tied to Julian Day. The feeding 
activity factor (Rf) represents the metabolic cost of feeding activity and depends on the daily ratio of grazing 
flux to carbon biomass of macrozooplankton. It increases linearly from 0 to 1 for daily grazing to biomass ratio 
between 0% and 10% and remains constant at 1 for ratios above 10%. The standard respiration rate (Rs) is set to 
1% per day (Hofmann & Lascara, 2000).

2.3. Two Sinking Particle Classes and Particulate Organic Carbon Production in FESOM-REcoM

To better represent macrozooplankton-related export processes, we implemented a second detritus class which 
represents large, fast-sinking particles. Mortality, sloppy feeding, and fecal pellet production by the macrozo-
oplankton group are the only sources for the large detritus class in REcoM-2-M (Figure 1b). In the Scotia Sea, 
sinking rates of krill fecal pellets ranged between 27 and 1,218 m d−1 with a median value of 304 m d−1 (At-
kinson et al., 2012). In REcoM-2-M, a constant sinking rate of 200 m d−1 was set for the large detritus. In the 
control simulation, there is only one detritus class (Figure 1a) with an initial sinking speed of 20 m d−1 at the 
surface which increases linearly with depth until reaching a maximum sinking rate of 170 m d−1 at the depth 
of 5,300 m depth. This detritus class represents smaller particles formed by aggregation of phytoplankton and 
processes related to the small zooplankton group (mortality and sloppy feeding) in the simulations with two 
detritus classes.

In this study, we refer to sinking particulate organic carbon (sPOC) as dead material which is transferred into 
the detritus pool. Processes that lead to sPOC production are an aggregation of phytoplankton, sloppy feeding, 
mortality of zooplankton, and the fecal pellet production by macrozooplankton in our modeling experiments. Ag-
gregation of phytoplankton is calculated in two steps. First, the aggregation rate constant (a, unit: d−1, Equation 7) 
is calculated from the specific aggregation rate constants for phytoplankton (app) and detritus (apd). The effect of 
increased stickiness of diatoms under nutrient limitation (Aumont et al., 2015; Waite et al., 1992) is taken into 
account by multiplication with (1 - 𝐴𝐴 𝐴𝐴𝐷𝐷

lim ) where 𝐴𝐴 L𝐷𝐷
lim is the nutrient limitation factor which ranges between 0 under 

Figure 2. Exponential temperature function (dimensionless) adapted from 
Butzin and Pörtner (2016) for macrozooplankton grazing (see Equation 5) with 
an optimum temperature for macrozooplankton growth at 0.5°C (Atkinson 
et al., 2006).
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strong nutrient limitation, and 1 when nutrients are replete. Second, total aggregation (𝐴𝐴 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑝𝑝𝑝𝑝𝑝  ) is calculated 

from the phytoplankton biomass (PhyC, DiaC) and the aggregation rate constant (Equation 8).

𝑎𝑎 = 𝑎𝑎𝑝𝑝𝑝𝑝 ⋅𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + 𝑎𝑎𝑝𝑝𝑝𝑝 ⋅ 𝑃𝑃𝑃𝑃𝑃𝐷𝐷 + 𝑎𝑎𝑝𝑝𝑝𝑝(1 − 𝐿𝐿𝐷𝐷
lim) ⋅𝐷𝐷𝐷𝐷𝑎𝑎𝐷𝐷 (7)

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑝𝑝𝑝𝑝𝑝 = 𝑎𝑎 ⋅ 𝑠𝑠𝑝𝑝𝑝𝑠𝑠 + 𝑎𝑎 ⋅𝐷𝐷𝐷𝐷𝑎𝑎𝑠𝑠 (8)

Another important source for sPOC comes through both zooplankton groups in REcoM-2-M. The sPOC produc-
tion from sloppy feeding, mortality and fecal pellet production (Equation 9) are described for macrozooplankton 
in Section 2.2, equations (Equations 1 and 2). Fecal pellet production is only represented explicitly for the mac-
rozooplankton group. The sPOC production from sloppy feeding is calculated by multiplication of the grazing 
fluxes in carbon units (𝐴𝐴

∑

𝑖𝑖

1
𝑞𝑞𝑖𝑖
⋅ 𝐺𝐺𝑖𝑖 ) with the one minus grazing efficiency term (γ) for macrozooplankton. The small 

zooplankton group contributes to sPOC formation by mortality and sloppy feeding, which implicitly includes 
fecal pellets (Equation 10).

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑧𝑧𝑝𝑝𝑝𝑝 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑧𝑧𝑝𝑝𝑝𝑝 + 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑚𝑚𝑠𝑠𝑠𝑠
𝑧𝑧𝑝𝑝𝑝𝑝 + 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓𝑚𝑚𝑚𝑚𝑝𝑝𝑠𝑠𝑚𝑚𝑚𝑚𝑠𝑠𝑚𝑚

𝑚𝑚𝑚𝑚𝑓𝑓𝑝𝑝𝑝𝑝𝑧𝑧𝑝𝑝𝑝𝑝 (9)

�����������������
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⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Small zoo.

 (10)

2.4. Model Setup and Simulations

The global model was forced with the JRA-55-do atmospheric forcing data set version 1.3.1 (Kobayashi 
et al., 2015) in a 60 years long simulation. Repeated year forcing fields from the year 1961 of surface down-
welling short and long-wave radiation, surface rainfall, and snowfall fluxes as well as near-surface (2 m) air 
temperature, specific humidity, eastward and northward wind components, and sea level pressure were used. 
Freshwater runoff and the surface salinity field for a weak surface salinity restoration (Sidorenko et al., 2011) 
are taken from the CORE-II climatology (Griffies et al., 2009). The nutrients dissolved inorganic nitrogen and 
dissolved silicic acid were initialized with World Ocean Atlas 2013 products (Garcia et al., 2013), and dissolved 
inorganic carbon (DIC) and alkalinity from GLODAPv2 (Lauvset et  al.,  2016). We performed global model 
simulations, but only analyzed the Southern Ocean. The last 5 years of the model simulation were analyzed with 
respect to nutrient concentrations, net primary production, export production at 100 m, particulate organic carbon 
production, and ecosystem structure south of 50°S. Export production was calculated by multiplying detritus 
concentration at 100 m with the sinking speed at 100 m.

We conducted five simulations to analyze the effects of different processes within the newly implemented mac-
rozooplankton group (Table 2). First, the control simulation (CTRL) was conducted with the original setup with 
only one zooplankton group of REcoM-2. Further, we executed four simulations with the increasing complex-
ity of macrozooplankton representation. These simulations include (a) only the new macrozooplankton group 
(MACROZOO), (b) a simulation with macrozooplankton and a second detritus pool (MACROZOO_2DET), 
(c) another including in addition detritus grazing (MACROZOO_DETGRAZ), and (d) a final one including 

Simulation Macrozooplankton Large detritus Detritus grazing Fecal pellet production

CTRL – – – –

MACROZOO X – – –

MACROZOO_2DET X X – –

MACROZOO_DETGRAZ X X X –

MACROZOO_ALL X X X X

Table 2 
Processes Included (X) in Model Experiments With Increasing Complexity of Macrozooplankton Representation
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also fecal pellet production (MACROZOO_ALL). In the results Section 3.1 we focus only on the evaluation of 
the MACROZOO_ALL simulation, and in Section 3.2 and 3.3, we focus on the comparison of the CTRL and 
MACROZOO_ALL simulations. In Section 3.4, we analyze the effect of the different processes on NPP, EP, and 
sPOC production using all simulations.

2.5. Evaluation of Modeled Macrozooplankton Biomass

To evaluate the macrozooplankton biomass results, we used the MAREDAT global macrozooplankton data-
set, covering the period from 1926 to 2010 (Moriarty et al., 2013). Since there is no data in the MAREDAT 
data set for the austral winter months July to September, these months were also excluded for the biomass 
comparison from the model output. The modeled annual mean (October–June) macrozooplankton biomass 
from the last five model years 2013–2017 was interpolated to the MAREDAT data grid (1° × 1°). We restrict-
ed the  comparison to the Southern Ocean south of 50°S. Here, the comparison focuses on two aspects: (a) 
the spatial mean of macrozooplankton biomass for the model and MAREDAT and (b) the depth-integrated 
 macrozooplankton distribution integrated over the upper 150 m for model and data (Figure 3). Furthermore, 

Figure 3. Modeled macrozooplankton biomass, presented as vertically-integrated (0–150 m), and annually averaged log10 
biomass [mg C m−2] in the Southern Ocean (a) spatial distribution, (b) Zonal mean of biomass in Atlantic, Indian and Pacific 
sectors for model (dots with blue line) and MAREDAT (dots with red line, small dots indicate individual data points, and 
larger dots the mean), (c) Spatial mean of the region within each 20° longitude bin in the Southern Ocean for model and 
MAREDAT data. The light red areas and light blue areas in the bars show underestimation and overestimation of the model 
compared to data, respectively.
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the  statistical distribution of macrozooplankton biomass where we subsampled the model for MAREDAT data 
points considering different depth ranges is summarized in Table S1 in Supporting Information S1.

3. Results
3.1. Macrozooplankton Biomass in the Southern Ocean

The order of magnitude of the mean biomass is captured well, although the model mean (2.55 mg C m−3) is lower 
than the MAREDAT (Moriarty et al., 2013) mean (5.25 mg C m−3, Table S1 in Supporting Information S1). 
This is caused by some very high biomass numbers in MAREDAT, being reflected in a maximum annual mean 
of 582.3 mg C m−3 which are not captured by the model with a maximum annual mean of 23.5 mg C m−3 de-
rived from the subsampled model. This might to some extent reflect a sampling and reporting bias with more 
observations at locations with high biomass. The integrated modeled macrozooplankton biomass is 2.81 Tg C 
which is closer to 3.07 Tg C in observations (Table S1 in Supporting Information S1).

When integrating over the whole Southern Ocean, the mean biomass of the modeled macrozooplankton over the 
upper 150 m is 367.2 mg C m−2. While this would suggest an underestimation of the modeled macrozooplankton 
biomass as compared to the MAREDAT mean biomass of 495.9 mg C m−2, the sampling bias needs to be taken 
into account. When subsampling the model according to the data points in MAREDAT including their same 
depth range, the mean biomass equals 517.5 mg C m−2, which is reasonably close to the MAREDAT numbers. 
The modeled macrozooplankton biomass decreases with depth. While 98.4% of the modeled biomass is within 
the upper 150 m, 74.3% is between 0 and 50 m. While there is some available data below 150 m in MAREDAT 
(max. 120.4 mg C m−3), the model does not reproduce biomass below 150 m. This is expected since the vertical 
migration of macrozooplankton is not represented.

We further investigate the spatial distribution of macrozooplankton biomass. In MAREDAT, the observations 
are denser around the Antarctic Peninsula than at other sites in the Southern Ocean. In the upper 150 m, 39% of 
all observations were obtained between 0°W and 80°W, and 39% of them between 0°W and 120°E, making the 
Pacific sector the least observed sector of the Southern Ocean. According to the model, the maximum modeled 
macrozooplankton biomass occurs in the Atlantic and Indian sectors of the Southern Ocean (Figure 3). In the 
Pacific sector, the model results suggest lower macrozooplankton biomass (Figure 3c). The latitudinal patterns 
of macrozooplankton biomass distribution are fairly similar between our simulation and MAREDAT. The bi-
omass is relatively constant across latitudes in the Indian sector, increases from south to north in the Atlantic 
sector, and has a peak around 65°S in the Pacific sector of the Southern Ocean (Figure 3b). The maximum 
macrozooplankton biomass occurs around the Antarctic Peninsula in MAREDAT and the model reproduces 
the same order of magnitude. However, the model suggests that the maximum biomass is located in the central 
Atlantic sector.

Implementing a new zooplankton group reduces the mismatch with the observed chlorophyll and nutrient con-
centrations. In the CTRL, there is a positive bias (up to 1 mg chl m−3) compared to the satellite chlorophyll 
concentrations in the coastal areas of the Southern Ocean. In MACROZOO_ALL this positive bias is reduced to 
0.3 mg chl m−3 (Figure S4 in Supporting Information S1). This is also in agreement with the role of krill grazing 
on the Southern Ocean ecosystem described by (Smetacek et al., 2004). When CTRL and WOA silicic acid (DSi) 
concentrations are compared, a negative bias is revealed, especially close to Antarctica. The negative bias is 
around 12 mmol DSi m−3 between 50 and 64°S and 30–100 m depth (Figure S3e in Supporting Information S1). 
DIN shows positive and negative biases, with a negative DIN bias of up to 8 mmol m−3 between 50 and 60°S and 
0–150 m depth in the CTRL simulation (Figure S2g in Supporting Information S1). A positive bias for DIN (up 
to 6 mmol DSi m−3) is present between 60 and 64°S and 100–150 m depth. In MACROZOO_ALL, there is a 
slight increase in DSi (up to 5 mmol m−3) south of 50°S in the upper 100 m. This spatial pattern shows similarity 
with the changes in diatom chlorophyll concentrations (Figure S1 in Supporting Information S1), presumably as 
a result of the decreasing diatom abundance. In MACROZOO_ALL, there is a notable decrease (up to 1 mmol 
m−3) in nitrate concentration between 60 and 64°S and 100–150 m depth.
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3.2. Phytoplankton and Zooplankton Community Composition in the Southern Ocean

In the control simulation, the shares of nanophytoplankton, diatoms, and zooplankton of the total carbon biomass 
amount to 41.6%, 57.8%, and 0.6% of the total carbon biomass south of 50°S, respectively. In MACROZOO_
ALL, the fraction of diatoms decreases to 45.9% of total carbon biomass due to increased grazing pressure, while 
the fraction of nanophytoplankton increases to 44.8%. Small zooplankton remains at 0.6% and macrozooplankton 
contributes 8.7% to the total carbon biomass. Hence, the total share of grazers increases from 0.6% to 9.3% of the 
total carbon biomass in the modeled ecosystem.

The total carbon biomass reaches its maximum (0.29 Pg C in CTRL, 0.27 Pg C in MACROZOO_ALL) in 
November and its minimum between June and August in both simulations. While the grazer biomass reaches 
its maximum 𝐴𝐴 𝐴 0.01 Pg C in December in CTRL, the maximum biomass is increased (0.03 Pg C) in MACRO-
ZOO_ALL and occurs in December and January (Figures 4a and 4b). Diatoms contribute the largest fraction of 
the total biomass in both CTRL and MACROZOO_ALL throughout the year. In CTRL, the fractions of diatoms, 
nanophytoplankton, and the small zooplankton group vary over the year, with values between 52%-61% (dia-
toms), 38%–48% (nanophytoplankton), and 0.03%–1.4% (zooplankton), respectively. In MACROZOO_ALL, 
the fraction of diatoms varies at lower levels between 32% and 50%. Nanophytoplankton exhibit a slightly 
increased variability between 35% and 54%. The new macrozooplankton group contributes between 4% (in 
October) and 17% (in April-May) to the total biomass (Figures 4c and 4d). While nanophytoplankton prevails 
between 50°S and 60°S in both simulations, diatoms are the dominant phytoplankton group south of 60°S (Fig-
ures 5e and 5f).

While there are some changes in the biomass of phytoplankton groups, as described above, the main charac-
teristics of the seasonal cycle in CTRL, as diagnosed from monthly mean model output, are preserved in the 
MACROZOO_ALL set-up. In both simulations, the spring peak takes place in November, and the minimum 
biomass occurs from July to August (Figure 4). The phenology thus follows similar patterns as in the  preceding 
model version with the magnitude of NPP comparable to satellite-derived estimates, and a fast and early 

Figure 4. Seasonal cycle of carbon biomass (a and b) and share (c and d) of phytoplankton and zooplankton contribution 
to the total carbon biomass integrated over the upper 150 m south of 50°S. First column control simulation, second column 
MACROZOO_ALL.
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spring bloom (see analysis in Schourup-Kristensen et al., 2014). One notable difference is a one month shift 
of spring maximum NPP in the Atlantic, Indian and Pacific sectors and a slightly lower NPP in the Atlantic 
sector (annual mean is 160 mg C m−2 day−1 in new simulations) compared to the results in Schourup-Kris-
tensen et al. (2014) that we relate to the parameterization of photodamage used here (Álvarez et al., 2018). A 
detailed analysis of phytoplankton bloom phenology is beyond the scope of this study and would require higher 
frequency model output.

Macrozooplankton carbon biomass is higher (0.02–0.025 Pg C) between December and April when sea-ice extent 
is decreasing (minimum in March 3.1 km−2, Figure S5c in Supporting Information S1). After April, macrozo-
oplankton biomass continues to decrease and reaches minimum values (0.004 Pg C) when the sea-ice extent is 
reaching maximum (18.6 km−2 in September, Figure S5c in Supporting Information S1). In nature, different life 
stages of macrozooplankton (krill) can use the sea ice as a refuge area or sea-ice algae as a winter food source and 
increase survival capability (Meyer, 2012). Since we do not represent these mentioned processes, winter macro-
zooplankton biomass is almost 10 times lower than summer macrozooplankton biomass. The seasonal evolution 
of macrozooplankton biomass expectedly follows the phytoplankton biomass.

The surface distribution of phytoplankton and zooplankton along longitude and latitude is illustrated in Fig-
ure 5. Diatom chlorophyll concentration exhibits a maximum of 0.7 mg chl m−3 around 60°W, near the Antarctic 
Peninsula. It reaches another peak around 100°E (in the Indian sector) and is generally lower in the Pacific sector 
(0.3–0.4 mg chl m−3, Figure 5b). The surface zooplankton concentrations follow a similar pattern in the east-west 
direction. The small zooplankton group increases in abundance going northwards (Figure 5d) and peaks around 
60°W (0.5 mmol C m−3, Figure 5a). The macrozooplankton carbon concentration reaches a plateau of 0.7 mmol 
C m−3 between 20°W (in the Atlantic sector) and 100°E (in the Indian sector) and it is the dominant grazer group 
throughout most of the Southern Ocean (Figures 5a and 5d). The new grazing pressure slightly decreases diatom 
chlorophyll concentration (by 𝐴𝐴 𝐴 0.1 mg chl m−3) and increases nano-phytoplankton chlorophyll concentration (by 

𝐴𝐴 𝐴 0.1 mg chl m−3) between 60°W and 100°E (Figures 5b–5f).

Figure 5. Annual mean surface concentrations of zooplankton biomass and phytoplankton chlorophyll that have then been averaged in the meridional (first row) and 
zonal (second row) directions. Panels (a) and (d) depict the annual mean zooplankton biomass in MACROZOO_ALL, panels (b) and (e) diatom chlorophyll in control 
simulation (CTRL) and MACROZOO_ALL, and (c) and (f) nanophytoplankton chlorophyll in CTRL and MACROZOO_ALL.
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3.3. Carbon Transfer Pathways in FESOM-REcoM in the Southern Ocean

Carbon fluxes between different ecosystem compartments are presented in Figure 6. Total NPP increased 
slightly from 2.17 to 2.22 Pg C yr−1 in the MACROZOO_ALL simulation compared to CTRL (Figure 6). The 
grazing flux from primary producers to zooplankton groups is more than doubled with 0.49 Pg C yr−1 (22.1% 
of NPP) in MACROZOO_ALL compared to 0.18 Pg C yr−1 (8.3% of total NPP) in CTRL. The contribution 
of the total zooplankton to total particle formation also doubled from 0.11 Pg C yr−1 (8.6% of total particle 
flux formation) in CTRL to 0.23 Pg C yr−1 (18.9%) in MACROZOO_ALL. DOC-excretion by zooplankton 
increased from 0.06 Pg C yr−1 in CTRL to 0.16 Pg C yr−1 in MACROZOO_ALL (with 0.10 Pg C yr−1 from 
macrozooplankton). Respiration by both zooplankton groups transfer 𝐴𝐴 𝐴 0.01 and 0.08 Pg C yr−1, respectively, 
to the dissolved inorganic carbon pool. In total, macrozooplankton contributes 65% to the total zooplankton 
grazing flux, 10% to sPOC formation, 63% to DOC production, and 97% to total zooplankton respiration 
(Figure 6).

The sPOC production by different groups is shown in Figure 7a. In CTRL, the main contribution to sPOC pro-
duction is from primary producers as a result of aggregation. It is dominated by diatoms (varying from 𝐴𝐴 𝐴 0.01 in 
July/August to 0.18 Pg C month−1 in November) with a smaller contribution of nanophytoplankton (varying from 

𝐴𝐴 𝐴 0.01 in July to 0.12 Pg C month−1 in November). Zooplankton-related sPOC production occurs mostly between 
November and April and it ranges between 2 × 10−4 to 0.03 Pg C month−1 (Figure 7a). In MACROZOO_ALL, 
phytoplankton aggregation is still the dominant process. In contrast to the control simulation, nanophytoplankton 
and diatoms now contribute in similar shares to sPOC production via aggregation (diatoms: 𝐴𝐴 𝐴 0.01 to 0.15 Pg C 
month−1, nanophytoplankton: 𝐴𝐴 𝐴 0.01 to 0.13 Pg C month−1) in MACROZOO_ALL. The sPOC production by the 
small zooplankton varies between 𝐴𝐴 𝐴 0.01 and 0.03 Pg C month−1 and macrozooplankton sPOC production ranges 
between 𝐴𝐴 𝐴 0.01 and 0.02 Pg C month−1 (Figure 7b).

Over the course of the year, the fraction of diatom and nanophytoplankton aggregation in sPOC formation 
pathways peaks in June and July (98.4%) in CTRL. In MACROZOO_ALL, aggregation shows higher contri-
butions in spring/summer with a maximum of 91.6% in November. The contribution of zooplankton (sloppy 
feeding, mortality, fecal pellets) to sPOC production increases from 1.5%–13.0% in CTRL to 11.8%–39.0% 
in MACROZOO_ALL. While the zooplankton contribution is lowest (1.5%–5.0%) from May to November in 
CTRL (Figure 7c), in MACROZOO_ALL it shows a higher contribution throughout the year and has the largest 
share after the spring/summer phytoplankton bloom (Figure 7d). The relative contribution of macrozooplank-
ton is lowest in November (6%) and highest in April (30%), while the small zooplankton contributes 2%–13% 
(Figure 7d).

Figure 6. Fluxes between model compartments in (left) CTRL and (right) MACROZOO_ALL: sPOC production via 
phytoplankton aggregation, mortality, sloppy feeding and fecal pellets of zooplankton groups (solid line), grazing flux to 
zooplankton (dashed line), DOC production (dashed-dotted line), respiration of zooplanktons (dotted line). DOC: dissolved 
organic carbon, sPOC: sinking particulate organic carbon, NPP: net primary production.
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3.4. Particulate Organic Matter Export in the Southern Ocean

Implementation of the macrozooplankton group into the ecosystem model affects the particulate nitrate and 
carbon export to the deep ocean, and this effect increases with depth (Figure 8). The total amount of exported 
carbon and nitrogen hardly changes across the 100 m depth level with 0.82 Pg C yr−1 and 0.18 Pg N yr−1 in 
CTRL and 0.81 Pg C yr−1 and 0.17 Pg N yr−1 in MACROZOO_ALL. Depth profiles of exported carbon and 
nitrogen exhibit similar patterns in both simulations. EP reaches its maximum around 90 m and decreases in 
deeper layers (Figures 8a and 8b). Carbon export in MACROZOO_ALL increases in almost all depth layers, but 
especially below 200 m (Figure 8c). This increase reaches 0.05 Pg C yr−1 at 1,000 m. In contrast, the exported 
nitrogen mostly decreases in the upper 200 m and increases by 0.01 PgC yr−1 below 200 m in MACROZOO_
ALL (Figure 8d).

In addition, we calculated the p-ratio (sPOC production/NPP), s-ratio (EP/sPOC production), and their product 
e-ratio (EP/NPP) to analyze the export more closely (Laufkötter et al., 2016). The p-ratio describes the efficiency 
of the particle formation in the ecosystem and the s-ratio is the fraction of particles that escape remineralization 
at the surface. A higher s-ratio indicates that a larger proportion of formed particles sinks through the 100 m 
horizon, that is, a smaller amount of particles is remineralized. The s-ratio slightly increases (from 0.67 to 0.70) 
due to the higher sinking rate of the large detritus class. The p-ratio and e-ratio decrease from 0.58 to 0.55 and 
0.39 to 0.38, respectively compared to CTRL. The change of the p-ratio and e-ratio is a result of an increase in 
NPP in MACROZOO_ALL.

In regions where macrozooplankton is abundant, carbon and nitrogen export across 1,000 m depth almost double 
in the MACROZOO_ALL simulation (Figures 9a and 9b). While in the CTRL carbon export across 1,000 m 
mostly varies between 2 and 8 g C m−2 yr−1, it can reach values up to 15 g C m−2 yr−1 in MACROZOO_ALL. 
Similarly, nitrogen export across 1,000 m reaches peak values of 2.6 g C m−2 yr−1 in MACROZOO_ALL, 73% 
higher than the 1.5 g C m−2 yr−1 in CTRL. These higher values occur in places with high macrozooplankton con-
centrations at the surface. After implementing macrozooplankton, the exported material becomes richer in terms 

Figure 7. Seasonal cycle of sinking particulate organic carbon (sPOC) production south of 50°S by phyto- and zooplankton 
groups in absolute and relative terms for both simulations. The sPOC production in CTRL and MACROZOO_ALL (a, b) and 
fractions of different groups in CTRL and MACROZOO_ALL (c, d). Left column (a, c) shows results in CTRL, and right 
column (b, d) shows MACROZOO_ALL simulation.
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of carbon, and C:N ratios increase up to 5.5 (Figure 9c). It is directly related to the carbon to nitrogen ratio of the 
large detritus class which varies between 6.0 (minimum) and 6.7 (maximum) in different depth levels (Figure S3 
in Supporting Information S1).In addition, the transfer efficiency (EP1000/EP100) relating the sequestration flux at 
1,000 m to the export flux (Passow & Carlson, 2012) is three times higher at places with higher macrozooplank-
ton concentration compared to the CTRL simulation, due to the high sinking rates of particles and the carbon-en-
richment of macrozooplankton fecal pellets (Figure 9d).

Figure 8. Annual export fluxes of particulate organic carbon (POC) and nitrogen (PON) south of 50°S in CTRL (red) and 
MACROZOO_ALL (blue) (a, b), difference between MACROZOO_ALL and CTRL POC and PON export fluxes (c, d), and 
annual mean of e-, p- and s-ratios south of 50°S in both simulations (e).
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Increases in the transfer efficiency show spatial differences. In MACROZOO_ALL, the highest transfer efficien-
cy (more than 50%) is located in the Atlantic and Indian sectors of the Southern Ocean (Figures 10a and 10b) 
where high macrozooplankton biomass (Figures 3a) occurs. This is due to the macrozooplankton-related larger 
particle class. Also, the difference between carbon and nitrogen transfer efficiencies (Figure 10f) is higher (up to 
0.05) which indicates carbon-enrichment of macrozooplankton fecal pellets. In CTRL, the maximum transfer ef-
ficiency is located in the Pacific sector (up to 25%, Figure 10a). Differences between carbon and nitrogen transfer 
efficiencies are positive, with values up to 0.02 (Figure 10c).

3.5. Disentangling Processes Contributing to Changes in Carbon Pathways

In this section, we analyze the effects of different aspects of the macrozooplankton representation. In Table 3, 
annual total NPP, EP, and sPOC formation are presented for the various simulations. All simulations with 
macrozooplankton have in common that there is a 2%–6% increase in total NPP and a 1%–17% decrease in 
EP at 100 m in comparison to the CTRL simulation (Table 3). Total sinking particle formation decreases by 
4.6%–9% in the macrozooplankton simulations, while the contribution of the zooplankton groups to sPOC for-
mation increases from 8.5% (CTRL) to 14%–19% (macrozooplankton simulations, Table 3). In all simulations 
with the macrozooplankton group, diatom chlorophyll concentrations decrease (Figure 5), and consequently, 
the contribution of diatoms to sPOC formation decreases from 57% in CTRL to 47% in the simulations with 

Figure 9. Point-wise comparison of annual mean carbon and nitrogen export at 1,000 m, (c)N ratio of exported material and transfer efficiency between CTRL 
(x-axis) and MACROZOO_ALL (y-axis) south of 50°S. Each dot represents one model grid point. Annual export of C and N at 1,000 m (a, b), C:N ratios of exported 
material (c) and transfer efficiency (EP1000/EP100) (d). The red line represents the one-to-one line in the plots. The color shading indicates the surface macrozooplankton 
concentration.
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macrozooplankton. The new macrozooplankton group helps to reduce a probably overly large role of diatom 
aggregation that was found in the model without macrozooplankton. When we implement only the bare new 
macrozooplankton group (MACROZOO) to the model, NPP increases by 0.13 Pg C yr−1, as nutrients are kept 
in the surface layer via excretion by macrozooplankton. The new large detritus class for the macrozooplankton 
group in the model (MACROZOO_2DET) causes a 35% increase in EP1000 compared to MACROZOO. After 
implementing particle grazing by the zooplankton groups (MACROZOO_DETGRAZ), NPP increases 0.01 Pg 
C yr−1 compared to MACROZOO_2DET. EP100 decreases in the simulations in MACROZOO, MACROZOO_
2DET, and MACROZOO_DETGRAZ as the grazed biomass also builds up macrozooplankton biomass and 

Figure 10. Spatial distributions of (a, d) carbon transfer efficiency (C Teff = EP1000/EP100), (b, e) nitrogen transfer efficiency (N Teff = EP1000/EP100) and (c, f) 
difference between C Teff and N Teff in CTRL (first row) and MACROZOO_ALL (second row). EP1000: export flux at 1,000 m. EP100: export flux at 100 m.

Simulation NPP EP100 EP1000 Total sPOC Total agg. sPOC zoo.

CTRL 2.17 0.82 0.16 1.28 1.17 0.11

MACROZOO 2.30 0.77 0.14 1.19 0.99 0.2

MACROZOO_2DET 2.28 0.77 0.19 1.17 0.96 0.21

MACROZOO_DETGRAZ 2.29 0.77 0.19 1.18 0.97 0.21

MACROZOO_ALL 2.22 0.81 0.22 1.22 0.99 0.23

Note. All fluxes are in units Pg C yr−1.

Table 3 
Spatially-Integrated Net Primary Production (NPP), Carbon Export Flux at 100 m (EP100) and 1,000 m (EP1000), Total 
Particle Formation (Total sPOC), Total Phytoplankton Aggregation (Total agg.) and Total Particle Formation by the 
Zooplankton Groups (sPOC zoo.) South of 50°S in Different Simulations
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is redistributed via excretion and respiration. When representing fecal pellets with a high C:N ratio explicitly 
for the macrozooplankton group, macrozooplankton sPOC production and hence export production increase 
and compensate for the EP decrease due to decreased particle formation. NPP still increases due to the fast 
recycling of nutrients by the zooplankton group in MACROZOO_ALL, but to a smaller amount than in MAC-
ROZOO as part of this effect is compensated by the additional nutrient loss via fecal pellets. The export flux 
at 1,000 m increases by 0.06 Pg C yr−1 when all processes are included (MACROZOO_ALL). This is a perti-
nent feature in all simulations with the large detritus class (MACROZOO_2DET, MACROZOO_DETGRAZ). 
The carbon transfer efficiency (EP1000/EP100) south of 50°S increases from 19% (CTRL, MACROZOO) to 
25%–27% in the simulations with the large detritus class.

4. Discussion
In this modeling study, we analyze the effect of implementing a macrozooplankton functional type on bioge-
ochemical processes with a focus on the biological carbon pump in the Southern Ocean. Based on our results, 
annual macrozooplankton sPOC production amounts to more than 10% of total sPOC production in the Southern 
Ocean (south of 50°S), and carbon transfer efficiency (EP1000/EP100) reaches up to 50% in the areas with high 
surface macrozooplankton density (Figure 9). Additionally, having macrozooplankton represented in the model 
enhances the recycling of nutrients in the surface layers, thus increasing NPP.

Our results indicate that macrozooplankton plays an important role in particulate organic carbon production 
and export efficiency. The seasonal contribution of macrozooplankton to sPOC production (11.8%–39.0%, 
Figure 7) matches the range observed in field studies (Turner, 2015, highly variable, mostly 𝐴𝐴 𝐴 40%). In the 
MACROZOO_ALL simulation, 15.3% of total carbon export at 100 m (0.12 Pg C yr−1, Figure 8) originates 
from macrozooplankton-related processes in the Southern Ocean. South of 60°S, the modeled total macrozoo-
plankton carbon export is 0.29 Pg C yr−1, which is at the upper end of the reported range from satellite-based 
estimates (Belcher et al., 2019, 0.09 to 0.29 Pg C yr−1). In the model, macrozooplankton contributes 0.042 Pg 
C yr−1 or 14.3% to the POC flux at 100 m south of 60°S, in agreement with the estimate of 0.039 Pg C yr−1 on 
average, corresponding to 12.5%–43.3% of POC flux by Belcher et al. (2019). REcoM now captures the typical 
shift from a dominance of phytodetrital aggregates in spring to zooplankton fecal pellets later in the year which 
was reported for a subantarctic site (Ebersbach & Trull, 2008; Laurenceau-Cornec et al., 2015; Rembauville 
et al., 2015, Figure 7d).

A pertinent feature of REcoM-2 is its low zooplankton biomass and zooplankton contribution to POC production 
in the Southern Ocean, in comparison to other biogeochemical models such as BEC and PISCES (Laufkötter 
et al., 2016). After implementing the macrozooplankton group, the zooplankton share of modeled total biomass 
increases from 0.6% to 9.3% in the upper 150 m along with the complexity of zooplankton representation (parti-
cle grazing, fecal pellet production). This is the first step to a more realistic description of particle formation and 
destruction processes.

Our estimated macrozooplankton biomass in the upper ocean is in the same range as in the global macrozoo-
plankton dataset MAREDAT. The model simulates maximum macrozooplankton biomass in the Atlantic and 
Indian sectors of the Southern Ocean and lowers biomass in the Pacific sector, roughly following the chlorophyll 
distribution (Figure 3). This distribution pattern generally matches observations of Antarctic krill biomass (At-
kinson et al., 2004; Siegel, 2016). The modeled biomass maximum occurs in the central Atlantic sector rather 
than near the Antarctic Peninsula as in MAREDAT, which may be explained by the food availability for the mac-
rozooplankton group in the model. The comparison is hampered by the much higher density of observations near 
the Antarctic Peninsula. Since we do not include swarm forming and vertical migration behavior of macrozoo-
plankton the model captures the mean biomass by design rather than the patches of very high biomass densities 
in MAREDAT (Figure 3).

The presence of macrozooplankton affects the biomass of primary producers (Figure 4) and, thus, the chlorophyll 
concentrations (Figure 5) in the model simulations. There is a modest shift from diatoms to nanophytoplankton, 
but diatoms remain the dominant phytoplankton PFT. Annual mean diatom chlorophyll at the surface decreases 
by 10% from 0.40 to 0.36 mg chl m−3 and nanophytoplankton chlorophyll increases by 20% from 0.15 to 0.18 mg 
chl m−3. However, the implementation of macrozooplankton does not lead to a drastic reduction in summer 
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(November to January) chlorophyll concentrations in the Pacific sector of the Southern Ocean as in Le Quéré 
et  al.  (2016). This discrepancy can be explained by differences in the latitudinal macrozooplankton biomass 
 distribution between the two models due to different temperature functions (Le Quéré et al., 2016). The maximum 
annual mean macrozooplankton biomass at the surface occurs closer to the Antarctic continent (between 54°S 
and 64°S) in the FESOM-REcoM simulations (Figure 3). Since macrozooplankton is parameterized to mimic the 
temperature tolerance of Antarctic krill in our study, we do not intend to represent macrozooplankton biomass 
in the warmer regions. In the simulations with macrozooplankton, the model bias of observational nutrient con-
centrations (Garcia et al., 2018) was slightly reduced in different depth levels in the Southern Ocean (Figure S2  
in Supporting Information S1). One reason for this change is a shift in phytoplankton composition (decrease in 
diatom and increase in nanophytoplankton biomass). Another reason is the recycling of nitrogen and iron by 
macrozooplankton via excretion, thus retaining nutrients in the surface layer. As the excretion of iron is modeled 
via a fixed Fe:N ratio, the magnitude of the nutrient recycling effect and the importance of krill in the iron cycling 
might be underestimated (Tovar-Sanchez et al., 2007).

Our results highlight the important role of macrozooplankton in the carbon and nutrient cycles of the Southern 
Ocean. The model further supports that macrozooplankton fecal pellet production is an important component 
of the export flux of the Antarctic biological carbon pump in the Southern Ocean (Belcher et al., 2019; Cavan 
et al., 2019). Representations of zooplankton loss terms and their contribution to sinking particles are consider-
ably different in ocean biogeochemical models (Laufkötter et al., 2016). The representation of carbon-rich fecal 
pellets and fast-sinking large particles in our model are crucial macrozooplankton characteristics that lead to a 
high transfer efficiency of carbon. In agreement with Passow and Carlson (2012), our model results show that 
macrozooplankton increase carbon-rich particle sinking across 1,000 m.

This particular and important role of polar macrozooplankton may, however, change in the future. Climate 
change and fisheries could impact krill abundance negatively (Atkinson et al., 2019; Brooks et al., 2018; Klein 
et al., 2018). Because of the projected decline of krill, the ratio of phytodetrital aggregates to fecal pellets could 
increase in the future (Cavan et al., 2019) and the efficient particulate organic carbon transfer via macrozoo-
plankton activity could decrease. This scenario is similar to our control model simulation. In such a case, carbon 
sequestration flux below 1,000 m could substantially decrease in the future.

Our results also suggest that macrozooplankton stimulates net primary production. This feature is in agreement 
with the reported role of krill in the Southern Ocean (Coello-Camba et al., 2017; Smetacek, 2008). Krill supports 
phytoplankton growth by releasing nutrients via excretion, sloppy feeding, and egestion (Lehette et al., 2012). This 
effect might be even larger when considering varying Fe:N ratios (Tovar-Sanchez et al., 2007). Mass migration of 
krill swarms could also mix nutrients and stimulate primary production (Cavan et al., 2019), although our model 
does not include this particular feature (migration). Thus, the reported effect on NPP may be underestimated.

In our model, macrozooplankton is parameterized based on specific characteristics of Antarctic krill. However, 
salps could replace krill in case of reported and projected declines in krill biomass (Atkinson et al., 2004, 2019; 
Huang et al., 2011; Pakhomov & Hunt, 2017). One of the main differences between krill and salps is the feeding 
strategy. While krill prefers filter-feeding on diatoms and smaller zooplankton (Smetacek et al., 2004), salps are 
non-selective filter-feeders (Henschke et al., 2016). This difference could substantially affect the modeled and 
real phytoplankton composition in the Southern Ocean and may have a direct impact on the use of macronutrients 
(Plum et al., 2020). Besides, microphagous feeding of salps might pack nanophytoplankton to larger particles and 
thus create food items for zooplankton (Iversen et al., 2017). This could have an impact on the spatial distribution 
of zooplankton in the (modeled) ecosystem.

Furthermore, a shift from krill to salp dominance could impact the POC export fluxes. Since salps can form 
”swarms” (due to budding) and produce fast-sinking pellets, they can partially fill the ecological niche of krill 
(Cavan et al., 2019). However, it remains unresolved whether POC export would increase if salps partially 
replace krill, or not. Although POC flux is thought to be high during high salp abundance, fragmentation can 
reduce their sinking speed and contribution to carbon export considerably (Henschke et  al.,  2016; Iversen 
et al., 2017). Thus, additional modeling work is needed to resolve the impacts of a potential shift from krill to 
salps.
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Our model takes into account the key characteristics of Antarctic macrozooplankton. While we are confident 
that the representation of macrozooplankton is solid and captures first-order effects for Southern Ocean bioge-
ochemistry, second-order processes are not taken into account here. For example, a more advanced relationship 
between the macrozooplankton and sea ice could improve the model results. First, it might improve the seasonal 
development of macrozooplankton biomass since winter sea ice extent is important for recruitment success and 
population size (Siegel & Loeb, 1995). Second, implementation of sea-ice algae as an additional food source 
for the macrozooplankton group (Meyer, 2012; Meyer et al., 2017; Schmidt et al., 2014) could affect the spatial 
and temporal distribution of macrozooplankton biomass. Also, unrepresented life stages and life-cycle strategies 
such as molting and resting stages could fundamentally affect nutrient cycles (Everett et al., 2017). In addition, 
modeling active carbon transport via zooplankton vertical migration is important for carbon export estimates 
(Archibald et al., 2019). Further steps to represent vertical migration could amplify the role of macrozooplankton 
in the modeled carbon cycle.

5. Conclusion
In summary, representing macrozooplankton as a plankton functional type and including large rapidly-sinking 
particles in a biogeochemical model has a strong impact on major carbon pathways in the modeled Southern 
Ocean. These carbon-rich particles increase carbon transfer to greater depths, especially below the twilight zone. 
Concurrently, macrozooplankton (krill) play an important role as “gardeners,” as the excretion of micro- and 
macronutrients enhances their recycling in the surface layer. However, the projected decline of macrozooplankton 
biomass or a shift from a krill- to a salp-dominated ecosystem could weaken the sequestration flux and change the 
recycling of nutrients. Thus, representing components of the planktonic community and their impacts on carbon 
cycling is important to improve future projections of carbon cycling.

Data Availability Statement
MAREDAT is available on https://doi.org/10.1594/PANGAEA.777398 and WOA18 products are availa-
ble on https://www.nodc.noaa.gov/OC5/woa18/woa18data.html. The authors acknowledge open access to the 
data sets “Global distributions of epipelagic macrozooplankton abundance and biomass—Gridded data prod-
uct (NetCDF)—Contribution to the MAREDAT World Ocean Atlas of Plankton Functional Types” and World 
Ocean Atlas 2018 nutrient products. The model results can be downloaded from https://doi.pangaea.de/10.1594/
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Introduction The supplementary material contains six figures and one table: 1) Phyto-

plankton chlorophyll and total zooplankton biomass in zonal mean-depth space, 2) Biases

in nutrient concentrations and effect of macrozooplankton on nutrients in zonal mean-

depth space, 3) Detritus C:N ratios for the CTRL and MACROZOO ALL simulations, 4)

Surface chlorophyll concentration in wo simulations, 5) Sea ice conditions in the Southern

Ocean in the model, 6)Contribution of diatom to the NPP, and 4) Macrozooplankton

biomass in the MAREDAT data and in the model south of 50◦S in different depth ranges.

Text for the Figures S1, S2 and S3

Figure S1 shows the changes in phytoplankton chlorophyll and zooplankton biomass in

latitude-depth space due to the implementation of macrozooplankton (MACROZOO ALL

- CTRL). The mean zonal concentration of total zooplankton increases by 0.2 to 0.5

mmol C m−3 especially between the latitudes 50◦S and 62◦S (Fig S1h) and 0 to 60 m

depth. The new grazing pressure by macrozooplankton decreases the diatom chlorophyll

concentrations by up to 0.2 mg chl m−3 compared to the control run with the largest effects

between 56 and 68◦S and 30 to 90 m depth (Fig. S1f). In contrast, nanophytoplankton

chlorophyll concentrations increase slightly by up to 0.05 mg chl m−3 in comparison to

the control run (Fig. S1e) with the largest effects between 50 and 60◦S and 0 to 30 m

depth.

Figure S2 shows the analysis on the macronutrients nitrate and silicic acid in latitude-

depth space.

The new macrozooplankton and the fast sinking detritus class affect carbon to nitrogen

ratios of total detritus (Fig. S3). In the MACROZOO ALL simulation, the carbon to

nitrogen ratio of the detritus group slightly increases in the upper 160 m. The median
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values of C:N ratio stays almost similar in CTRL and MACROZOO ALL and it varies

between 5.3 to 5.4 in MACROZOO ALL (Fig. S3a). The slight increase in MACRO-

ZOO ALL is a result of the higher carbon to nitrogen ratio of the larger detritus class,

which varies between 6.0 (minimum) and 6.7 (maximum) in different depth levels, while

the small detritus group’s C:N ratio is between 5.3 to 5.4 (Fig. S3b).

Figure S4 shows annual mean of surface surface chlorophyll concentrations for the satel-

lite product OC-CCI (Sathyendranath et al., 2018) and model simulations.

Figure S5 shows seasonal sea ice properties in the Southern Ocean. In our model, the

minimum sea-ice extent is 3.1 km−2 in March and the sea ice thickness is 0.83 m in the

Southern Ocean. The maximum sea-ice extent is 18.6 km−2. In September, average ice

thickness reaches 0.93 m.

Figure S6 shows the contribution of diatom to the total NPP. In the original model ver-

sion, diatom contribution was similar to Alvain, Moulin, Dandonneau, and Loisel (2008).

In this version, it is in the higher edge and close to estimases by Hirata et al. (2011).

However, strong silicic acid bias suggests that diatom is too high close to continent.

Text for the Table S1

In Table S1, we show the statistical distribution of macrozooplankton biomass in

MAREDAT and model.
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Figure S1. Phytoplankton chlorophyll and total zooplankton biomass in zonal mean-depth

space. The first row shows the annual mean concentrations in the CTRL simulation and the sec-

ond row depicts the difference between MACROZOO ALL and CTRL. (a, e) Nanophytoplankton

chlorophyll (mg chl m−3), (b, f) diatom chlorophyll (mg chl m−3), (c, g) total chlorophyll (mg

chl m−3), (d, h) total zooplankton carbon biomass (mmol C m−3).
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Figure S2. Biases in nutrient concentrations and effect of macrozooplankton on nutrients in

zonal mean-depth space. Shown are the annual means of silicic acid (DSI) and nitrate (DIN)

(mmol m−3), from (a, c) World Ocean Atlas 2018 (Garcia et al., 2018), (b, d) the CTRL simu-

lation, and the differences between (e, g) WOA18 and CTRL, and (f, h) MACROZOO ALL and

CTRL.
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(b)(a)       Detritus C:N ratios 
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Figure S3. Detritus C:N ratios for (a) total detritus in the CTRL and MACROZOO ALL

simulations, and (b) for small detritus (light brown) and large detritus (dark brown) in MACRO-

ZOO ALL.

Table S1. Macrozooplankton biomass (mg C m−3) in the MAREDAT data and in the model

south of 50◦S in different depth ranges. Last column is the integrated value (Tg C) for the model

and MAREDAT.

Min Max Mean Median Integrated biomass

MAREDAT south of 50◦S 0 582.30 5.25 0.08 3.07

Depth range 0-50 m 0 582.30 7.84 0.15 1.05

Depth range 50-150 m 0 531.30 5.55 0.19 1.50

Depth range 150-350 m 0 78.80 1.50 0 0.25

Depth range >350 m 0 120.40 1.08 0 0.27

Model south of 50◦S <0.01 23.50 2.55 0.49 2.81

Depth range 0-50 m <0.01 23.50 6.40 5.45 2.16

Depth range 50-150 m <0.01 15.30 1.14 0.37 0.63

Depth range 150-350 m <0.01 0.70 0.03 <0.01 <0.01

Depth range >350 m <0.01 0.06 < 0.01 <0.01 <0.01
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Figure S4. Annual mean of surface surface chlorophyll concentrations for (a) satellite product

OC-CCI, (b) CTRL, (c) CTRL minus satellite product and (d) MACROZOO ALL minus CTRL
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Figure S5. Sea ice concentration and thickness in the Southern Ocean: (a,b) Mean sea-ice

concentration in January, February, March (JFM) and October, November, December (OND),

(c) seasonal total area of sea ice extent. The total sea ice area is calculated as the area with a

sea ice concentration higher than 15%. (d,e) Mean sea ice thickness in January, February, March

(JFM) and October, November, December (OND) (f) Seasonal average sea ice thickness. It is

calculated when sea-ice concentration is higher than 15%.
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Figure S6. Contribution of diatoms to NPP in the model.
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abstract

Zooplankton plays a notable role in ocean biogeochemical cycles. However, it is often simulated
as one generic group and top closure term in ocean biogeochemical models. This study
presents the description of three zooplankton functional types (zPFTs, micro-, meso- and
macrozooplankton) in the ocean biogeochemical model FESOM-REcoM. In the presented
model, microzooplankton is a fast-growing herbivore group, mesozooplankton is another
major consumer of phytoplankton, and macrozooplankton is a slow-growing group with a low
temperature optimum. Meso- and macrozooplankton produce fast-sinking fecal pellets. With
three zPFTs, the annual mean zooplankton biomass increases threefold to 210 Tg C. The new
food web structure leads to a 25% increase in net primary production and a 10% decrease in
export production globally. Consequently, the export ratio decreases from 17% to 12% in the
model. The description of three zPFTs reduces model mismatches with observed dissolved
inorganic nitrogen and chlorophyll concentrations in the South Pacific and the Arctic Ocean,
respectively. Representation of three zPFTs also strongly affects phytoplankton phenology: Fast
nutrient recycling by zooplankton sustains higher chlorophyll concentrations in summer and
autumn. Additional zooplankton grazing delays the start of the phytoplankton bloom by three
weeks and controls the magnitude of the bloom peak in the Southern Ocean. As a result, the
system switches from a light-controlled Sverdrup system to a dilution-controlled Behrenfeld
system. Overall, the results suggest that representation of multiple zPFTs is important to capture
underlying processes that may shape the response of ecosystems and ecosystem services to
on-going and future environmental change in model projections.

introduction

Marine zooplankton forms an important component of the ocean ecosystem. It serves as a link
between primary producers and higher trophic levels (Steinberg and Landry, 2017). Although
zooplankton consists of a large variety of taxa from unicellular flagellates to multicellular
organisms like copepods, it can be classified into five different size classes; nano (2-20 µm, e.g.,
flagellates), micro (20-200 µm, e.g., ciliates), meso (0.2-20 mm, e.g., copepods), macro (2-20 cm,
e.g., krill) and mega (0.2-2 m, e.g., jellyfish; Sieburth et al., 1978). These different size classes of
zooplankton have distinct functions in the ecosystem. For example, microzooplankton consume
almost 60% of the daily primary production as major grazers of phytoplankton (Landry and
Calbet, 2004; Calbet, 2008), while mesozooplankton and macrozooplankton produce fast sinking
particulate matter as fecal pellets, which can contribute the highest share to carbon flux (Turner,
2002, 2015). These groups also prefer different prey. While meso- and macrozooplankton
prefer larger prey items such as diatoms and smaller zooplankton, microzooplankton prefer
smaller organisms such as smaller phytoplankton (Hansen et al., 1994; Calbet and Landry, 1999;



60 publication ii

Schmidt et al., 2014). Additionally, meso- and macrozooplankton release nutrients via sloppy
feeding and excretion (Saba et al., 2009; Cavan et al., 2019). Zooplankton can therefore stimulate
phytoplankton growth (Coello-Camba et al., 2017b) and meso- and microzooplankton nutrient
regeneration can support 11-25% of primary and bacterial production (Hernández-León et al.,
2008; Verity, 1985).

The first ocean ecosystem models represented zooplankton with just one model state variable
(Frost, 1987) and this is still common in the majority of ocean biogeochemical models used
for projections of the global carbon cycle and marine primary productivity (Séférian et al.,
2020). A minority of models uses multiple zooplankton functional types, such as COBALTv2
(small, medium and large zooplankton; Stock et al., 2020), PLANKTOM-11 (proto-, meso-,
macrozooplankton and jellyfish; Wright et al., 2020), PISCESv2 (micro- and mesozooplankton;
Aumont et al., 2015), MEDUSA (micro- and mesozooplankton; Yool et al., 2013). Yet the effect
of representing multiple zooplankton functional types in biogeochemical models has hardly
been studied and documented, and the question remains whether this additional complexity
adds sufficient improvement to a model state to justify its computational cost and the added
uncertainty due to more parameters (Anderson, 2005). Pioneering studies, such as (Le Quéré et al.,
2016) showed the pivotal role of a slow-growing macrozooplankton functional type to obtain a
realistic north-south chlorophyll ratio in a biogeochemical model. Also, the implementation
of micro- and mesozooplankton functional types improved the formation of sinking particles,
grazing and nutrient recycling by zooplankton in the same model (Buitenhuis et al., 2006,
2010). Recently, (Wright et al., 2020) showed that predation pressure of jellyfish changed the
macrozooplankton biomass and distribution due to competition in a three-dimensional ocean
biogeochemical model.

While model development on representing zooplankton types and processes is underway, the
level of complexity covered by different models spans a wide range. The number of zooplank-
ton functional types and their traits (parameters, processes) still represent major differences
among models and cause for uncertainty in model results (Laufkötter et al., 2016). For example,
differences in zooplankton feeding preferences, mortality, and ingestion rates can result in three
times higher or lower zooplankton and phytoplankton biomass in modeled plankton food
webs (Mitra et al., 2014). Also, prey-ratio based predation schemes such as a type III or active
switching formulations improve the phytoplankton succession and increase phytoplankton
diversity in a global model (Prowe et al., 2012). Similarly, the choice of different grazing for-
mulations (Michelis-Menten, Blackman, or Ivlev) can cause three times higher surface diatom
concentrations in a global biogeochemical model (Anderson et al., 2013). Furthermore, diel
vertical migration (grazing refuge) to escape predation for zooplankton can impact the model
results. Diel vertical migration is generally not included, since biogeochemical models are
limited in the complexity of represented processes, but first parameterizations were recently
suggested. For example, Archibald et al. (2019) showed that parametrizing zooplankton diel
vertical migration increases the modeled global export flux by 14% in the global ocean. Also,
Chenillat et al. (2021) indicated that different grazing refuge formulations cause large changes
in plankton diversity, structure, and ecosystem functioning in a regional modeling study.

One under-exploited aspect to assess the model performance with respect to zooplankton
processes is the phytoplankton bloom phenology. To first order, models can reproduce major
bloom properties and their timing (phenology) since growth rates of phytoplankton depend
on abiotic factors (Sverdrup, 1953; Behrenfeld and Boss, 2018). However, top-down mechanisms
can also control phytoplankton bloom initiation due to ecosystem imbalances (Behrenfeld et al.,
2013) and bloom termination due to overgrazing (Banse, 1992, 2002). Hence, phytoplankton
phenology is directly connected with predator-prey relationships and the parametrization of
several grazers in the system. Timing of grazing losses and predator-prey decoupling is vital
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to capture the phytoplankton bloom timing (Kiorboe, 1997; Banse, 2013; Behrenfeld et al., 2013).
Pioneering studies by Frost (1991, 1993) and Banse (1994) showed that grazers often control
phytoplankton stock and production in the open ocean. Recently, Hashioka et al. (2013) and
Nissen and Vogt (2021) have discussed the early phytoplankton bloom peak compared to the
satellite products in biogeochemical models, which could be caused by too weak zooplankton
grazing in the Southern Ocean. Therefore, a better understanding of ecosystem functioning
and phenology structures requires complex and well-defined grazing processes in the models.
Phytoplankton phenology contains more information than only the mean state and can be
used to evaluate how well a model represents the response of phytoplankton growth and loss
(e.g. grazing, respiration) rates to processes such as deepening and shoaling of the mixed layer
depth (MLD), changes in light availability, and nutrient variations over the year.

Here, we present a new version of REcoM-2 with three zooplankton functional types (herbiv-
orous microzooplankton, omnivorous mesozooplankton, and omnivorous macrozooplankton)
and compare this to a previous version with one herbivorous zooplankton group. To ana-
lyze the impact of zooplankton functional types, we discuss the changes in the mean states
(phytoplankton and zooplankton biomass, productivity, nutrient fields), and attribute these
differences to nutrient excretion and grazing by zooplankton. We then exemplarily analyze the
effect of zooplankton representation on the phytoplankton bloom phenology in the Southern
Ocean within a global ocean biogeochemical model.

materials and methods

Ocean Biogeochemical Model

We use a three-dimensional ocean biogeochemical model, namely the Regulated Ecosystem
Model (REcoM-2; Hauck et al., 2013; Schourup-Kristensen et al., 2014) coupled to the Finite
Element Sea-Ice Ocean Model FESOM-1.4 (Wang et al., 2014). Originally, REcoM-2 has two
phytoplankton classes (small phytoplankton and diatoms) and one zooplankton group. It
represents the carbonate system and resolves the cycling of the nutrients nitrate, silicic acid and
iron. Phytoplankton stoichiometry varies with environmental conditions (variable N:C:Chl:Si
for diatoms and N:C:Chl for small phytoplankton, Geider et al., 1998) and the sinking of
particles is simulated explicitly. For representing the global ocean, we use the CORE-II mesh,
roughly comparable to a global 1x1◦ resolution. It has a higher resolution (20 km - 70 km) in
dynamical areas and coarser resolution in less dynamic (100 km -120 km), e.g., subtropical
areas (Sidorenko et al., 2011).

Zooplankton and Sinking Particles in the Model

In addition to the original version of REcoM-2 (with one zooplankton group), we already
implemented a polar macrozooplankton group (parametrized as Antarctic Krill) and a fast-
sinking detritus class (Karakuş et al., 2021). In this study, we go one step further and separate
the herbivore group into the microzooplankton and mesozooplankton groups. The complete
set of zooplankton equations and parameter values are provided in the supplementary text.
Here, we describe the main differences of zooplankton groups, grazing structure, and sinking
particles in the two model versions.

In our zooplankton functional types set-up, microzooplankton (<200 µm) is parameterized
as a fast-growing herbivore group which is closely coupled to the growth of phytoplankton
groups. They are the main grazers of phytoplankton in tropical and subtropical regions (60% of
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daily primary production) and their grazing usually exceeds that of mesozooplankton (Landry
and Calbet, 2004; Calbet, 2008). This is represented in a high grazing rate of 0.42 (d−1) at 0◦C
with a Q10 value of 1.48 taken from a data compilation by Le Quéré et al. (2016). The assimilation
efficiency is set to 0.8 which is higher than for mesozooplankton and macrozooplankton
(Le Quéré et al., 2016). The unassimilated part represents mini pellet production (Gowing and
Silver, 1985) and all the sinking particles from this group go to the slow-sinking detritus class
(Table 3.1). Microzooplankton has a feeding preference on small phytoplankton rather than on
diatoms (Fig. 3.1, Z1, Froneman and Perissinotto, 1996; Le Quéré et al., 2005). The respiration rate
of microzooplankton is temperature-dependent using the Q10 value of 2.36 and a rate of 0.01
d−1 at 0◦C is taken from Le Quéré et al. (2016). The production of dissolved organic material
(DOM) by nitrogen and carbon excretion is assigned daily rate constants of 0.05 d−1 which
is the same as for phytoplankton C and N excretion rates. The microzooplankton group is
parametrized as prey for the mesozooplankton and macrozooplankton groups (Calbet, 2008).

The mesozooplankton group is another major consumer of phytoplankton (10% of daily
primary production) in the global ocean (Calbet, 2008). Also, it produces large fast-sinking fecal
pellets (Turner, 2002). We take these two main roles into account for the parametrization of this
functional group. Mesozooplankton grazing rate is slower than that of microzooplankton and
it is set to 0.31 d−1 at 0◦C with a Q10 value of 1.27 (Le Quéré et al., 2016). Mesozooplankton
produces large sinking particles (fecal pellets) and prefers feeding on large phytoplankton
(diatoms in REcoM) and microzooplankton rather than on small phytoplankton (Mullin, 1963;
Calbet and Landry, 1999; Le Quéré et al., 2005). It also grazes on both simulated detritus groups.
Different from microzooplankton, a part of the grazed material is lost and routed to detritus
(‘sloppy feeding’). Sloppy feeding is set to 20% of the grazing flux (Steinberg and Landry, 2017)
initially and it increases with increasing food concentration as described in Roy et al. (1989);
Montagnes and Fenton (2012). The assimilation efficiency of ingested carbon and nitrogen is set
to 68% and 75% for nitrogen and carbon respectively to mimic the higher C:N ratio in fecal
pellets (Morales, 1987). All the sinking particles from mesozooplankton go to the fast-sinking
detritus class (Table 3.1). The respiration rate of mesozooplankton is temperature-dependent
using a Q10 value of 2.34 and a rate 0.028 d−1 at 0◦C is taken from Le Quéré et al. (2016). The
DOC and DON excretion rate constants are set higher than for microzooplankton with 0.1 d−1,
in line with an estimate based on (Hernández-León et al., 2008) of 12% between 50◦N and 50◦S.

The macrozooplankton group is parametrized as krill (Karakuş et al., 2021) and mainly repre-
sents the polar macrozooplankton in the model with a maximum grazing rate at a temperature
optimum of 0.5◦C. Sloppy feeding was set to 20% for macrozooplankton and this group pro-
duces large fecal pellets with a high C:N ratio. The sinking particles from the macrozooplankton
group were assigned to the fast-sinking detritus class (Table 1). Macrozooplankton grazes on
phytoplankton, zooplankton, and both detritus groups and has a lower grazing preference for
small phytoplankton than for diatoms and other zooplankton groups. DOC and DON excretion
rate constants were set to 0.02 d−1 (Atkinson et al., 2002). Differently from the other zooplankton
groups, the respiration rate of the macrozooplankton group is down-regulated during winter
and at low food availability (Hofmann and Lascara, 2000).

Simulations

We conduct two simulations to analyze the impact of the representation of zooplankton in the
model. One simulation is carried out with REcoM-2 (with one zooplankton group) and the
other simulation with REcoM-3ZOO (with three zooplankton functional types). The global
model is forced with the JRA-55-do atmospheric forcing data set version 1.3.1 (Kobayashi
et al., 2015) in sixty years long simulations. Repeated year forcing fields from the year 1961
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Figure 3.1: Grazing relations in the two model versions: (a) Original REcoM-2, (b) Zooplankton
functional types set-up. The colors of the arrows indicate the initial relative preferences
(parameter values can be found in the supplementary text), black shows the preferred
food source for the zooplankton functional type. Multiple black lines indicate an equal
grazing preference. Micro: microzooplankton feeds on diatoms, and small phytoplankton.
Meso: mesozooplankton feeds on diatom, small phytoplankton, detritus and microzoo-
plankton. Macro: macrozooplankton feeds on diatoms, small phytoplankton, detritus,
microzooplankton, and mesozooplankton.

Grazing on Particle Formation

zPFTs Diatom Small phy. Particles Microzoo. Mesozoo. Slow-sinking Fast-sinking

sPOC sPOC

Microzoo. X X – – – X –

Mesozoo. X X X X – – X

Macrozoo. X X X X X – X

Table 3.1: Specifics of zooplankton functional types (zPFTs): Grazing on various food sources and
routing of sinking particles into slow and fast sinking detritus classes in the model.

of surface rainfall, and snowfall fluxes, as well as near-surface (2 m) air temperature, specific
humidity, surface downwelling short- and long-wave radiation, eastward and northward wind
components, and sea level pressure for the years 1958-2017, are used. Freshwater runoff and
the surface salinity field for a weak surface salinity restoring (Sidorenko et al., 2011) are taken
from the CORE-II climatology (Griffies et al., 2009). The nutrients dissolved silicic acid (DSi) and
dissolved inorganic nitrogen (DIN)are initialized with World Ocean Atlas 2013 products (Garcia
et al., 2013), and alkalinity and dissolved inorganic carbon (DIC) from GLODAPv2 (Lauvset
et al., 2016).

The global nutrients, chlorophyll concentrations, and zooplankton biomass are analyzed for
the surface annual mean over the last five years of the model simulation by using monthly
model output. Daily output from the last five years of the chlorophyll and phytoplankton
biomass is used to assess the impact of zooplankton processes on phytoplankton phenology.

Bloom Phenology Evaluation and Skill Assesment

In this study, we use two different methods to assess the surface phytoplankton bloom
phenology. The first method uses the surface phytoplankton carbon biomass (PC, mmol C m−3)
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and its accumulation rate (r, d−1) as a metric (Llort et al., 2015) and the second one uses the
surface chlorophyll concentration with a given threshold (Siegel et al., 2002).

In the first method, we decompose the bloom phenology into onset, climax, and apex as
described in Llort et al. (2015). The net biomass accumulation rate (r, d−1) was used to define
these three events (Eq.3.1).

r =
1

PC
.
dPC

dt
(3.1)

The bloom onset is the day when total biomass (PC, mmol C m−3) starts to increase. On
this day, biomass is at its minimum, the net accumulation rate (r, d−1) equals zero and the
temporal derivative (dr/dt) is greater than zero. On the climax day, the bloom accumulation
rate is maximum and its time derivative equals zero. Finally, the bloom apex is defined as
the day when total phytoplankton biomass (PC, mmol C m−3) reaches its maximum, the net
accumulation rate (r, d−1) is zero and its time derivative (dr/dt) is negative.

In the second method, we identify the bloom start, peak, and end days by using surface
chlorophyll concentrations (Siegel et al., 2002). For comparison with satellite products, we
disregard model output during times when no observations are available (May-August). The
first day when chlorophyll concentration is higher than the threshold value is the bloom start
day (BSD), the day when chlorophyll concentration reaches a maximum is bloom peak day and
finally, the day when chlorophyll concentration is below the threshold is the bloom end day
(BED). However, we should acknowledge that even though this method is used widely (Henson
et al., 2009; Racault et al., 2012; Soppa et al., 2016), the result depends on the chosen threshold
value (Racault et al., 2012). In this study, we use a threshold value of 5% above the median as in
Soppa et al. (2016).

A Taylor diagram (Taylor, 2001) was used to assess the performance of the two model versions.
We used the OC-CCI satellite surface chlorophyll concentration product (Sathyendranath et al.,
2019), the remotely sensed net primary production data set VGPM (Behrenfeld and Falkowski,
1997), CPBM (Westberry et al., 2008) and World Ocean Atlas nutrient fields (Garcia et al., 2018) to
assess the global macronutrient and chlorophyll concentration results of the model simulations
at the surface (Fig. 3.3). To assess the Southern Ocean bloom phenology, the surface chlorophyll
satellite product (2003-2013) of Johnson et al. (2013) was used.

Analysis on zooplankton grazing and nutrient excretion

We focus on two main processes: the grazing loss of phytoplankton due to zooplankton grazing
and the total nutrient recycling by all zooplankton groups in a biogeochemical model. The
total grazing loss of phytoplankton (Eq. 3.2, Phygrzloss, d−1) is calculated by dividing the
total zooplankton grazing rate (∑

i
Gi, i =each zooplankton, mmol C m−3 d−1) through the

total phytoplankton biomass concentration (PC, mmol C m−3). The total DON excretion by
zooplankton (Eq. 3.3, Zooexcr, mmol N m−3 d−1) is calculated as the sum of the product of total
zooplankton biomass (ZN , mmol N m−3) times the excretion rate constants of each zooplankton
group (εZi ). Iron excretion is directly converted from DON excretion as the model assumes a
constant N:Fe ratio of 0.033 (mmol/µmol).

Phygrzloss =

∑
i

Gi

PC
(3.2)

Zooexcr = ∑
i

ZNi · εZi (3.3)
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results

Global Ecosystem Properties in the REcoM-3ZOO model

In REcoM-3ZOO, microzooplankton has the highest biomass integrated over the top 200 m
(160 Tg C) among the zooplankton groups, followed by mesozooplankton (30 Tg C) and macro-
zooplankton (20 Tg C). We observe a significant increase and improvement in total zooplankton
biomass representation in REcoM-3ZOO (Table 3.2). Modeled micro- and macrozooplankton
biomasses are in the observational range, and microzooplankton is the major grazer in the
model as in the real world, although the fraction of primary production grazed is with 22%
of the annual net primary production lower than the 60% by Calbet and Landry (2004) (Table
3.2). Modeled mesozooplankton biomass is relatively low in the model, but its contribution to
grazing is well represented with about 10% of global net primary production (NPP), which is
similar to the estimate of 12% by Calbet (2001).

In both versions, small phytoplankton group biomass is higher than the diatom biomass.
While small phytoplankton amounts to 66% of total phytoplankton biomass in REcoM-2,
this share increases to 72% in REcoM-3ZOO. The share of diatoms (28%) is still within the
reported range of 20% - 60% (Buitenhuis et al., 2013). The slight decrease (50 Tg C) in diatom
biomass is a result of increased grazing pressure on diatoms after parametrizing meso- and
macrozooplankton functional types.

A major difference in the new version of the model is the zooplankton fraction of total
modeled plankton biomass. While in the original version zooplankton biomass contributes
only 5% to plankton biomass, in REcoM-3ZOO this share increases to 15% in the upper 200
m. The ratio of total zooplankton biomass to total phytoplankton biomass (ZtoP ratio) is 0.05
in REcoM-2 and 0.15 in REcoM-3ZOO. Previous quantifications of the ZtoP ratio show large
differences depending on the seasons and the structure of the ecosystem models. For example,
it is 0.83 in the global plankton functional type (PFT) model PLANKTOM10 and was 0.53 in
the previous version PLANKTOM6 (Le Quéré et al., 2016). The ZtoP ratio in REcoM-3ZOO
averaged over the upper 200 m, varies between a minimum of 0.15 and a maximum of 0.63.
Observational studies reported a ratio of heterotrophic to autotrophic biomass between 0.05-3.2
in the coastal ocean and 0.17-10.2 in the open ocean (Gasol et al., 1997). While the observational
range is large, we consider the increase of the ZtoP ratio as an improvement in the model.

Standing stocks of organic carbon and nutrients are transferred up the food chain to zooplank-
ton in a model formulation with three zooplankton functional types. Zooplankton partitions the
carbon and nutrients initially bound by primary production between zooplankton growth, ex-
port and recycled production. This leads to a different model state with more recycling-fuelled
NPP at the expense of less export: The global annual mean NPP increases by 7.7 Pg C y−1 (25
%) to 38 Pg C y−1 in the REcoM-3ZOO simulation. It now falls into the range of satellite-based
observations (35-70 Pg C y−1, Carr et al., 2006) and agrees well with the recent estimate of
38.8 Pg C y−1 to 42.1 Pg C y−1 (Kulk et al., 2020). In addition, the ratio of EP to NPP decreases
from 17% to 12% illustrating the altered carbon pathways in the model.

In REcoM-3ZOO, the small phytoplankton is spread across the global ocean, while the diatom
functional type mainly dominates in high latitudes and in the equatorial Pacific (Fig. 3.2) due
to the growth limitation by silicic acid (Smetacek, 1998). The distribution of the zooplankton
functional types shows distinct spatial patterns. While microzooplankton is widely spread in
the global ocean, in line with Buitenhuis et al. (2010), mesozooplankton is mainly present in
subpolar areas and in the equatorial Pacific in accord with observational data compilations
(Moriarty and O’Brien, 2013). The macrozooplankton group is mainly represented in the polar
regions, in agreement with the reported global macrozooplankton dataset (Moriarty et al., 2013).
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REcoM-2 REcoM-3ZOO Data - Previous studies

Rates (Pg C yr−1)

NPP 30.3 38 47.3 (Behrenfeld and Falkowski, 1997)*

35-70 (Carr et al., 2006; Kulk et al., 2020)*

51 - 65 (Buitenhuis et al., 2013)o

EP at 100 m 5.2 4.7 9-10 (Schlitzer, 2004; Lee, 2001)*

5.8–13.0 (Dunne et al., 2007)*

5 (Henson et al., 2011)+

6 (Siegel et al., 2014)*

Integrated phytoplankton biomass over the upper 200 m (Tg C)

Small-phy. 730 830 —

Diatom 380 330 13-750 (Leblanc et al., 2012)+

Integrated zooplankton biomass over the upper 200 m (Tg C)

Microzoo. — 160 100-370 (Buitenhuis et al., 2010)+

Mesozoo. 60 30 210-340 (Moriarty and O’Brien, 2013)+

Macrozoo. — 20 10-640 (Moriarty et al., 2013)+

* Remote sensing, + Observations, o Models

Table 3.2: Global annual total values for net primary production (NPP), export production (EP) at
100 m and plankton functional types biomass from observations and previous studies,
REcoM-2 and REcoM-3ZOO. Model results are averaged over the last five years.

Comparison of the Global Nutrient and Chlorophyll Concentrations in REcoM-2 and REcoM-3ZOO

The overall differences in how well REcoM-2 and REcoM-3ZOO agree with climatological
data for chlorophyll, net primary production and nutrients, are quantified statistically in a
Taylor diagram (Taylor, 2001). The differences in correlation coefficients with observational data
sets are less than 0.1 between the two simulations (Fig. 3.3). The correlation coefficients are
slightly lower (0.35, 0.67) for annual mean chlorophyll and net primary production and slightly
higher (0.89, 0.83) for DIN and silicic acid concentrations in REcoM-3ZOO. In addition, the
normalized standard deviation is closer to the observations and root mean square error smaller
for annual mean chlorophyll concentrations in REcoM-3ZOO. Both model versions generally
produce similar spatial patterns of surface nutrient and chlorophyll concentrations (Figs. 3.4,
3.5). A notable exception is the South Pacific, where a strong change in surface DIN and iron
concentrations occurs.

Observed surface annual mean DIN and silicic acid concentrations are higher in the high
latitudes and Equatorial Pacific compared to the rest of the ocean (Fig. 3.4). Both model versions
also produce a similar spatial distribution of nutrients compared to WOA18 products (Garcia
et al., 2018). However, while REcoM-2 has a strong positive bias in surface DIN concentrations
in the South Pacific (20◦S-40◦S ), the bias decreases significantly in REcoM-3ZOO. The mean
DIN concentration decreases from 7 mmol m−3 in REcoM-2 to 2.2 mmol m−3 in REcoM-3ZOO
and gets closer to observations (0.8 mmol m−3 ) in the South Pacific. We find that this is
related to the more complex ecosystem interactions, which include different pathways of
nutrient recycling by zooplankton. In addition, the mean DIN concentrations decrease in
northern and southern high latitudes. In the northern high latitudes, the mean surface DIN
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Figure 3.2: Annual mean surface carbon biomasses for plankton functional types in the REcoM-3ZOO
model. Phytoplankton functional types: small phytoplankton and diatoms (mg C m−3).
Zooplankton functional types: micro- meso and macrozooplankton are shown in loga-
rithmic scale (log10[mg C m−3]). Model results are averaged for the last five years of the
simulations.

concentrations (4.1 mmol m−3 in REcoM-2 and 3.5 mmol m−3 in REcoM-3ZOO ) are lower than
the observations (5.6 mmol m−3 ). In the southern high latitudes, mean DIN concentrations
also slightly decrease from 19.9 mmol m−3 in REcoM-2 to 19 mmol m−3 in REcoM-3ZOO.
Both model versions underestimate the surface mean silicic acid concentrations in the high
latitudes. This bias is ameliorated in REcoM-3ZOO with a DSi concentration increase by 20%
to 15 mmol m−3 south of 50◦S getting closer to observations (31.6 mmol m−3)). The annual
mean iron concentration increases in REcoM-3ZOO by 20-25% in high latitudes and by 270%
(from 0.04 µmol m−3 to 0.14 µmol m−3) in the South Pacific compared to REcoM-2. This is an
important feature, since it directly affects surface chlorophyll concentrations due to the iron
limitation.

The new zooplankton formulation affects the surface mean chlorophyll concentrations
directly by grazing pressure and indirectly by altered nutrient availability. The spatial distribu-
tions of surface chlorophyll of both simulations resemble each other with the highest chlorophyll
concentrations in high latitudes and the equatorial Pacific (Fig. 3.5). In REcoM-3ZOO, a previ-
ously apparent strong positive bias in the North Atlantic and the Arctic chlorophyll disappears.
In these regions, the annual mean chlorophyll concentrations decrease from 1.2 mg m−3 to
0.94 mg m−3, in better agreement with the remotely sensed 0.9 mg m−3 (Figs. 3.5, 3.6). South of
50◦S, the mean chlorophyll concentration remains similar with 0.55 mg m−3 in REcoM-2 and
0.57 mg m−3 in REcoM-3ZOO, close to satellite observations (0.63 mg m−3, Johnson et al., 2013).
In the Atlantic and Indian sectors of the Southern Ocean increase of chlorophyll can reach
up to 0.58 mg m−3 in REcoM-3ZOO, Newly distributed iron and nitrate concentrations in the
South Pacific provide a noticeable improvement in the mean surface chlorophyll concentrations.
The mean value increases in South Pacific from 0.05 mg m−3 in REcoM-2 to 0.12 mg m−3 in
REcoM-3ZOO and matches better with satellite observations of 0.1 mg m−3 (Sathyendranath
et al., 2019).
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Figure 3.3: Normalized Taylor diagram comparing the distributions of surface concentration in annual
mean chlorophyll (log10(Chl), mg m−3), dissolved inorganic nitrogen (DIN, mmol m−3),
silicic acid (DSi, mmol m−3) and net primary production (NPP, mg C m−2) for REcoM-
2 (in black) and REcoM-3ZOO (in red) with observations. Pink dotted lines show the
axes for the root mean square error (RMSE). Surface chlorophyll observations are taken
from OC-CCI (Sathyendranath et al., 2019) for global and from Johnson et al. (2013) for the
Southern Ocean (SO) comparison. World Ocean Atlas 2018 products (Garcia et al., 2018)
are used for nutrient observations. Net primary production observations are taken from
the VGPM Behrenfeld and Falkowski (1997) and CBPM Westberry et al. (2008) data sets. The
blue dot shows the perfect fit.

Grazing and Nutrient Recycling by Zooplankton

Figure 3.6 shows the zonally and annually averaged and depth-integrated zooplankton biomass
in the model and a comparison with data compilations. We use three MAREDAT data compila-
tions for microzooplankton (Buitenhuis et al., 2010), mesozooplankton (Moriarty and O’Brien,
2013) and macrozooplankton biomass Moriarty et al. (2013). In REcoM-3ZOO, the zonal average
of zooplankton biomass follows a similar distribution as apparent in the MAREDAT dataset
(Fig. 3.6). While microzooplankton and mesozooplankton prevail from north to south with
maxima in the subpolar and equatorial regions, macrozooplankton is primarily present in
the higher latitudes. The total zooplankton biomass is higher in REcoM-3ZOO compared to
REcoM-2. While total zooplankton biomass increases throughout all latitudes, the strongest
increase occurs poleward of 30◦N and 30◦S (Fig. 3.6). Maxima in annually-averaged and
depth-integrated total zooplankton biomass can reach up to 2000 mg C m−2 in MAREDAT
in the high latitudes. In REcoM-3ZOO, the maximum of total zooplankton biomass increases
from 783 mg C m−2 in REcoM-2 to 2877 mg C m−2. The zonally-averaged total zooplankton
biomass is almost 0 mg C m−2 poleward of 60◦N and 60◦S in REcoM-2. It further increases to
1339 mg C m−2 north of 60◦N and 577 mg C m−2 south of 60◦S.
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Figure 3.4: Annual mean surface nutrient concentrations (DIN, DSi, DFe) in REcoM-2, REcoM-3ZOO,
difference (REcoM-3ZOO minus REcoM-2) and WOA18 (Garcia et al., 2018). Model results
are averaged over the last five years of the simulation.

Figure 3.5: Annual mean surface chlorophyll concentrations in REcoM-2, REcoM-3ZOO, their differ-
ence (REcoM-3ZOO minus REcoM-2) and OC-CCI satellite product (Sathyendranath et al.,
2019). Model results are averaged over the last five years of the simulation.

These changes in zooplankton biomass and distribution affect grazing patterns and the
fast recycling of nutrients by zooplankton excretion. Consequently, they impact the nutrient
fields presented in section 3.2. We observe a distinct latitudinal pattern with an increased
grazing loss of phytoplankton in the extra-tropics and a reduced grazing loss in the tropics
in the new parametrization in REcoM-3ZOO (Fig. 3.7). In REcoM-2, the highest annual mean
grazing-related phytoplankton loss in the global ocean occurs between 20◦N and 20◦S, which
is a result of the temperature-dependence of grazing. The gradient between phytoplankton
loss rates in high latitudes and in the tropics is smaller in REcoM-3ZOO compared to REcoM-2,
as a result of the parametrization of zooplankton functional types with different parameter
values of excretion and grazing and temperature dependencies. In REcoM-3ZOO, the spatial
peak of the grazing loss of phytoplankton occurs between 40◦N and 60◦N (Fig. 3.7, Table
3.3). In the subtropics (20◦-40◦N, 20◦-40◦S), the zooplankton-related grazing loss of phyto-
plankton remains similar in both simulations (0.033-0.021 d−1 in REcoM-2, 0.037-0.020 d−1

in REcoM-3ZOO). In the northern temperate (40◦-60◦N) and high latitudes (60◦-90◦N), the
grazing loss of phytoplankton increases by 26% and 120%, respectively in REcoM-3ZOO. Conse-
quently, this decreases the mean surface chlorophyll concentrations by 32% and satellite-based
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Figure 3.6: Zonally and annually averaged and depth-integrated zooplankton biomass (micro-, meso-,
and macrozooplankton, total zooplankton) in REcoM-2 (black line) and REcoM-3ZOO
(blue line) compared to annually averaged and depth-integrated gridded MAREDAT
observations (orange dots, Buitenhuis et al., 2010; Moriarty and O’Brien, 2013; Moriarty et al.,
2013).

(1.02 mg chl m−3) and model-based (0.91 mg chl m−3) estimates come to close agreement. In
the southern hemisphere temperate and high latitudes (40◦-60◦S, 60◦-90◦S), a similar increase
in grazing loss rates occurs, ranging between 100% (40◦-60◦S), and 1800% south of 60◦S where
grazing rates were previously very small. Despite this strong grazing loss, we see a 20% increase
in mean chlorophyll concentrations (40◦-60◦S), which we relate to the nutrient excretion of
zooplankton.

Figure 3.7: Annual mean surface grazing loss of phytoplankton, zooplankton excretion of dissolved
organic nitrogen (DON) and chlorophyll concentrations in REcoM-2 (black) and REcoM-
3ZOO (red). Surface chlorophyll concentrations from satellite products are shown as blue
dots (Sathyendranath et al., 2019) and orange stars (Johnson et al., 2013).
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DON and with it DFe excretion intensifies throughout the ocean (Fig. 3.7) with a notably
larger increase outside the tropics (poleward of about 30◦N and S). Local exceptions occur in the
equatorial Pacific and some coastal regions (e.g., off the coast of Australia, Fig. 3.8). The increase
of excretion rates is expected since the rates are directly coupled to the total zooplankton
biomass in the model. DON and DFe excretion rates have identical spatial patterns as the DFe
excretion rate is calculated by multiplication of the DON excretion rate with a fixed Fe:N ratio
in the model. While the annual mean DON excretion by zooplankton is 1.61 mmol m−3 y−1 in
REcoM-2 between 40◦S and 60◦S, it is 5.55 mmol m−3 y−1 in REcoM-3ZOO. An increase of DFe
excretion occurs in the same region, between 40◦S and 60◦S. The zooplankton DFe excretion is
0.05 µmol m−3 y−1 in REcoM-2, and increases to 0.16 µmol m−3 y−1 (Fig. 3.3).

In summary, we relate the reduced chlorophyll bias in the North Atlantic and the Arctic to
higher grazing-related phytoplankton loss terms. Considering the role of iron limitation in
the Southern Ocean, we conclude that here the nutrient recycling through zooplankton has
a stronger effect on mean chlorophyll concentrations than grazing. The increase in nutrients
and chlorophyll in the Equatorial Pacific (Figs. 3.4, 3.5) and in the Southern Ocean (iron) are
co-located with regions of strongest change in nutrient excretion.

Competing Effects of Phytoplankton Grazing Loss and Nutrient Excretion by Zooplankton

Grazing loss of phytoplankton and nutrient excretion by zooplankton show spatial patterns
in the model that are directly coupled with zooplankton biomass. In REcoM-2, the annual
mean grazing loss of phytoplankton is 0.22 d−1 in the Equatorial Pacific, around 0.07 d−1 in
the North Atlantic and coastal regions, and <0.01 d−1 in south of 50◦S (Fig. 3.8). While both
processes play only a minor role in the high latitudes in REcoM-2, they become an important
component for the ecosystem dynamics in REcoM-3ZOO (Fig. 3.8). The annual mean grazing
loss of phytoplankton increases by 28% (from 0.07 d−1 to 0.09 d−1) in the North Atlantic, and
by more than 100% (from <0.01 d−1 to 0.02 d−1) in the Southern Ocean.One exceptional region
is the Equatorial Pacific where the average grazing loss of phytoplankton decreases by 50%
(from 0.3 d−1 to 0.15 d−1, Fig. 3.8) due to different temperature dependencies of grazing in
both model versions.The nutrient excretion by zooplankton increases throughout the global
ocean since total zooplankton biomass increased in REcoM-3ZOO (Fig. 3.6), but the magnitude
is largest in temperate and high latitudes (poleward of 40◦N/S). The annual mean of DON
excretion increases by 86% (from 4.2 to 7.8 mmol DON m−3 y−1) in the North Atlantic and by
more than 100% (from 0.39 to 2.66 mmol DON m−3 y−1) in the Southern Ocean, respectively.

Overall, a reinforcement or decline of the same patterns in grazing and nutrient excretion
with similar seasonal patterns occurs north of 50◦S (Fig. S1). However, a substantial change in
zooplankton-related processes appears south of 50◦S in the simulation with REcoM-3ZOO. The
grazing loss of phytoplankton reaches 0.2 d−1 in spring and summer, whereas it was barely
existent in REcoM-2. A similar effect can be observed in DON excretion (followed by iron
excretion), reaching up to 3 mmol DON m−3 per month in November. Zooplankton nutrient
excretion between January and April increases the chlorophyll concentrations in the Southern
Ocean in the same period (Fig. 3.11), but we have so far not investigated the direct effect on
phytoplankton phenology. In REcoM-3ZOO,

Although we use the same ingestion function for zooplankton in both model versions,
temperature dependencies and the parameter values differ. In the original version REcoM-
2, the grazing rate constant of zooplankton is 2.4 d−1 at 15◦C that increases up to 5 d−1

at 30◦C and the assimilation efficiency is 0.4 (the remaining 60% of grazing are routed to
fecal pellet production and sloppy feeding). This parametrization causes firstly a very high
grazing rate in warm equatorial regions and consequently a strong annual grazing loss rate of
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Figure 3.8: Annual mean phytoplankton loss rate due to zooplankton grazing (d−1), DON
(mmol m−3 y−1) and DFe (µmol m−3 y−1) excretion by zooplankton in REcoM-2 (refer-
ence) and the change in REcoM-3ZOO (REcoM-3ZOO minus REcoM-2). The model results
are averaged over the last five years of the simulations.

phytoplankton (Table 3.3, Fig. 3.7). Secondly, this leads to low zooplankton biomass in the cold
polar regions and therefore causes grazing loss rates for phytoplankton and nutrient excretion
by zooplankton to be very low (Table 3.3, Fig. 3.7). In REcoM-3ZOO, parametrizing three
zooplankton functional types gives the flexibility to choose different assimilation efficiencies
and temperature dependencies of grazing. For example, the microzooplankton temperature-
dependent grazing rate is higher than for mesozooplankton. The initial assimilation efficiency
of the mesozooplankton group is 0.8 and decreases with increasing prey abundance. Also,
polar slow-growing macrozooplankton which is parametrized as krill (Karakuş et al., 2021)
is represented in this version. This new parameterization allows us to improve the spatial
distribution of zooplankton biomass and related processes in high latitudes (Fig. 3.8). Figure
3.9 shows the point-wise comparison of zooplankton biomass, nutrient excretion and grazing
rates as well as grazing loss of phytoplankton with annual mean surface temperature. The
maximum of zooplankton biomass is three times higher in REcoM-3ZOO and the strongest
increase occurs at temperatures below 14◦C. Grazing and nutrient excretion follow the change
in biomass. The magnitude of DON excretion and grazing by zooplankton is similar in both
model versions at temperatures above 14◦C, and increases at colder temperatures in REcoM-
3ZOO. The average of grazing loss of phytoplankton increases by 100% (from 0.02 to 0.04 d−1)
and by 40% (from 0.05 to 0.07 d−1) poleward of 40◦S and 40◦N in REcoM-3ZOO, respectively.
However, it is up to three times lower between 40◦S and 40◦N in REcoM-3ZOO as a result of
the new parametrization. Our results demonstrate that a high zooplankton biomass does not
directly imply a high grazing loss of phytoplankton in biogeochemical models. The loss term
results from an interplay of temperature dependency, chosen parameter values for grazing and
excretion rates, and food web structure in the model.
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Zooplankton Biomass and Related Processes Impact on Phytoplankton
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Figure 3.9: Point-wise comparison of annual mean surface zooplankton biomass (mmol C m−3), DON
excretion by zooplankton (mmol m−3 y−1), grazing by zooplankton (mmol C m−3 d−1)
and grazing loss of phytoplankton (d−1) between REcoM-2 (x-axis) and REcoM-3ZOO
(y-axis) in three regions from north to south (90◦-40◦N, 40◦N-40◦S and 40◦-90◦S). Each
dot represents one surface model grid point. The red line represents the one-to-one line
in the plots. The color shading indicates the annual mean surface temperature. Note the
different y-axis ranges.

Impact of Zooplankton Grazing on Southern Ocean Phytoplankton Bloom Phenology

Phytoplankton bloom start and peak days occur later in the year in the whole Southern Ocean
south of 50◦S in REcoM-3ZOO (Fig. S3). However, the magnitude of the effect is larger in regions
where high zooplankton biomass causes larger grazing loss of phytoplankton. In this section,
we focus on a specific region in the Southern Ocean (subpolar Atlantic sector of the Southern
Ocean, 50◦-60◦S and 20◦E-60◦W) to analyze the impact of the zooplankton parametrization
on phytoplankton phenology. We specifically chose this region since it is located in an area of
substantial change in zooplankton processes from REcoM-2 to REcoM-3ZOO.

Carbon accumulation rate-based analysis: As we showed in the previous sections, the
ecosystem structure of the two model versions differs. Therefore, we describe the bloom
phenology separately in each model version rather than comparing the two simulations
directly.

In REcoM-2, the onset of the phytoplankton bloom (the day when the biomass accumulation
rate becomes positive) happens in the last week of July, i.e. after the winter solstice and when
deepening of the mixed layer occurs (Fig. 3.10a and c). The maximum carbon accumulation rate
of the phytoplankton biomass (climax) occurs in the last week of October when the mixed layer
depth (MLD) is roughly halfway between its deepest and shallowest state and can be related to
light availability. Maximum phytoplankton biomass (apex) falls into the first week of November
with only eleven days between climax and apex. Phytoplankton reaches its maximum biomass
shortly after the carbon accumulation rate is at its maximum. Phytoplankton loss rates due to
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grazing are very low compared to other loss rates (Fig. 3.10c and e). We interpret this as a sign
of a too weak representation of zooplankton grazing in REcoM-2. Both phytoplankton groups,
small phytoplankton and diatoms, are iron limited, but the limitation is stronger for diatoms
(Fig. 3.10g).

In REcoM-3ZOO, the phytoplankton bloom onset happens in the last week of July as in
REcoM-2. The climax, however, now occurs in the first week of October, before significant
shoaling of the MLD sets in (Fig. 3.10b and d). This can be explained by the dilution of
zooplankton when MLD is at its maximum (Behrenfeld et al., 2013) and is supported by the
fact that phytoplankton losses due to zooplankton grazing are now an important component
of mortality losses (Fig. 3.10f). Total zooplankton grazing contributes up to 39% to spring
and summer phytoplankton loss rates. The time that passes between climax and apex is 29
days because phytoplankton biomass accumulation is delayed by stronger grazing pressure. In
REcoM-3ZOO, iron limitation is lower than in the original version of the model (Fig. 3.10h).

The results of the two simulations illustrate the sensitivity of the phytoplankton bloom
phenology to modeled ecosystem structure and processes in the biogeochemical model. Both
model versions can produce the main properties of phytoplankton growth (e.g., high rates
in spring) depending on abiotic factors (light, temperature etc.). However, a detailed analysis
reveals differences. Shifts in the timing of the climax between the model versions, for example,
show that the representation of zooplankton processes can lead to a different system state,
in which carbon accumulation is driven by grazer dilution rather than by light limitation
(bottom-up control).

Chlorophyll-based analysis and comparison with satellite data: In REcoM-2, the bloom
start day (BSD) occurs in August (day 237) and bloom peak is in November (day 306, Fig. 3.11).
We see a sharp decrease in chlorophyll concentration after the peak, and the bloom terminates
in the beginning of January (day 6). The mean chlorophyll concentration is 0.26 mg chl m−3

between January and May.
The bloom start day occurs in September (day 258) in REcoM-3ZOO, which is three weeks

later than in REcoM-2, whereas the peak day remains unchanged (day 306 in both simulations,
Figure 3.11). The peak of chlorophyll occurs as a plateau and lasts two weeks longer in
the simulation with three zooplankton groups (until day 322). Also, the shift in the bloom
start day and the increase in summer chlorophyll concentrations (due to the fast recycling of
nutrients) move the bloom end day by three weeks (to day 27). The calculated bloom duration
(time between BSD and BED) is similar in REcoM-3ZOO. We caution that this should not be
interpreted as no change of the bloom duration in REcoM-3ZOO, as the result of the threshold
method is strongly dependent on the chosen threshold value. In REcoM-3ZOO simulations,
the chlorophyll concentrations after the BED are very close to the threshold (until May). The
mean chlorophyll concentration is 0.42 mg chl m−3 between January and May which is almost
two times higher than in REcoM-2.

In each year of the satellite observations, chlorophyll concentrations reach the 5% threshold
value after mid-September (bloom start), reach peak chlorophyll between October and Decem-
ber (up to 200% of the annual median) and slowly decline from 100% to 0% until mid-March
(Fig. 3.11b). In the average over ten years, the satellite-derived bloom starts in October (day
291) and ends in February (day 33, marked green BSD and BED, Fig. 3.11b). Even though
there are certain limitations to using the satellite products (missing areas, clouds, interannual
variability) for comparison, the start of bloom occurs consistently after mid-September and the
end of bloom consistently until mid-March in all years. With the more complex parametrization
of zooplankton in REcoM-3ZOO, the phenology indicators compare better with the satellite-
derived indicators than in REcoM-2. Specifically, the very early bloom start date in August in
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Figure 3.10: Seasonal cycles of mixed layer depth (MLD), surface chlorophyll, phytoplankton biomass,
growth and loss rates in REcoM-2 (left) and REcoM-3ZOO (right). (a, b) Mixed layer
depth (blue), phytoplankton biomass (orange) and chlorophyll (green). (c, d) Growth
rate (green), net accumulation rate (black), and loss rates (blue) of phytoplankton. (e, f)
Decomposition of phytoplankton loss rates into loss rate due to grazing (orange) and
other loss rates (aggregation, respiration, excretion; dark red). (g,h) Iron limitation term
affecting phytoplankton growth and horizontal lines show the minimum of the limitation
term in REcoM-2 for both phytoplankton groups. Bloom onset, climax, and apex days
are indicated as vertical dashed lines. The seasonal cycle was calculated as the average
over the last five years of the simulation, from daily model output.

REcoM-2 is delayed to mid-September, and also the bloom end date shifts from early January
in REcoM-2 to the end of January in REcoM-3ZOO (Fig. 3.11b).

Role of zooplankton functional types in REcoM-3ZOO: Our results indicate that zooplank-
ton grazing delays the bloom initiation and controls the peak of the bloom. Macrozooplankton
grazing is an important component of phytoplankton loss rate throughout the year (Fig. S2).
Despite exerting the highest grazing pressure of all zooplankton groups between the winter
solstice and bloom onset, the day of bloom onset remains the same in the two model versions
(Fig. 3.10). Micro- and mesozooplankton biomass and consequently grazing follow the sea-
sonal cycle of phytoplankton very closely. Therefore, their contributions to phytoplankton
loss rates are higher, especially in spring and summer (Fig. S2). Both, but especially the more
abundant microzooplankton, control the spring and summer chlorophyll concentrations and
phytoplankton biomass in the model.

We identify two distinct roles of zooplankton in the simulated phytoplankton phenology.
Firstly, zooplankton affects the duration of the period between climax and apex. Zooplankton
grazing prolongs this phase by controlling the magnitude of the spring peak of biomass and
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Figure 3.11: Comparison of the seasonal cycle of phytoplankton chlorophyll concentrations in two
simulations and in a satellite product (2003-2012, Johnson et al., 2013). The seasonal
cycle was calculated as the average over the last five years of the simulations, from the
daily model output. (a) Seasonal surface chlorophyll concentrations, (b) seasonal surface
chlorophyll concentrations relative to the annual median value. The horizontal blue line
represents the 5% threshold. The vertical dashed lines are the mean bloom start days
(BSD) in REcoM-2 (black), REcoM-3ZOO (red) and in the satellite product (green). Bloom
end days (BED) are shown with the solid lines with the same color code.

chlorophyll concentrations (Fig. 3.10a). Secondly, zooplankton prolongs the growing season
(apex occurs later) and sustains higher chlorophyll concentrations in summer and autumn
(after apex) due to fast nutrient recycling (Fig. 3.11a).

The role of zooplankton in nutrient recycling

Zooplankton grazing is known to be an important phytoplankton loss term that can exert a
dominant control over phytoplankton dynamics (Prowe et al., 2012). However, zooplankton
does not only affect phytoplankton biomass by grazing, but also by recycling of nutrients such
as iron and nitrogen (Tovar-Sanchez et al., 2007; Alcaraz et al., 2010). A portion of the assimilated
organic carbon and nitrogen by zooplankton is released as dissolved organic material (Møller,
2007; Saba et al., 2009) and comprises an important share of total DOM release (7-80%, Carlson
and Hansell, 2015). In our simulation, the added nutrient recycling leads to an increase of
global net primary production by 25% (Table 3.2). Representing a more complex and realistic
grazing and nutrient recycling by zooplankton decreases the biases in nutrient and chlorophyll
concentrations (Fig. 3.4, 3.5) Our analysis emphasizes that zooplankton nutrient recycling
increases summer chlorophyll concentrations in the Southern Ocean (Fig. 3.11a) and affects



78 publication ii

bloom phenology (discussed in section 3). Therefore, our results emphasize the importance of a
mechanistic representation of the zooplankton compartment in ocean biogeochemical models.

Zooplankton herbivory partitions the primary production between zooplankton growth, ex-
port, and recycled production. Although the global NPP increases substantially by 7.7 Pg C y−1

(25%) to 38 Pg C y−1 due to nutrient recycling by zooplankton after the parametrization of
zooplankton functional types, the total export decreases by 0.5 Pg C y−1 (10%) to 4.7 Pg C y−1.
Consequently, the export ratio of the modeled ecosystem decreases. This suggests that more
carbon and nutrients are retained in the euphotic zone after a more realistic food web represen-
tation.

Pathways for nutrient recycling by zooplankton are sloppy feeding, excretory release, and
leaching from fecal pellets (Carlson and Hansell, 2015). The relative contributions of these
different processes and the biological availability of recycled nutrients vary largely, depending
on zooplankton body mass and temperature (Ikeda, 2014), food quality (Saba et al., 2009), prey
size (Møller, 2007) or species (Böckmann et al., 2021). In this study, we only consider the effect of
total zooplankton biomass and indirectly of temperature (since temperature affects zooplankton
grazing and consequently biomass) on nutrient excretion rates. While our results clearly suggest
that the zooplankton compartment is more than a top closure term in biogeochemical models,
we are only starting to resolve the relevant processes. Further work is required to represent the
role of zooplankton for nutrient recycling based on mechanistic process understanding such as
effects of food type and quality, prey size, and different species.

In our simulations, micronutrient (iron) recycling emerged as a determining process in the
Southern Ocean (Fig. 3.10h). The increased iron availability fuels the phytoplankton growth
throughout the year (Fig. 3.10d). In particular, total chlorophyll concentrations between January
and May increase due to the weakening of iron limitation in the Southern Ocean (Fig. 3.10b).
This finding is supported by the experimentally quantified large iron release by krill (Tovar-
Sanchez et al., 2007) and observations of a rapid recycling of particulate iron by copepods
(Laglera et al., 2017). In our model, we only consider iron as a limiting micronutrient and the
direct iron excretion or leaching fluxes from fecal pellets are converted from nitrogen excretion
with a fixed Fe:N ratio. However, a recent study by Richon and Tagliabue (2021) showed that
micronutrient recycling does not occur in fixed stoichiometric ratios and is further affected by
food quality and food quantity. Given its role in sustaining primary production (Fig. 3.5), a
more detailed parametrization of zooplankton micronutrient recycling as in Richon and Tagliabue
(2021) would be well justified.

The role of zooplankton processes in bloom phenology

The Critical Depth Hypothesis proposes that spring phytoplankton blooms are initiated as a
consequence of mixed layer depth shoaling and thus triggered by an increase in light avail-
ability (Sverdrup, 1953). However, Behrenfeld (2010) argued that this theory is not sufficient to
explain phytoplankton seasonal dynamics. Specifically, the authors proposed in their ‘Dilu-
tion–Recoupling Hypothesis’ that a bloom is initiated when growth rates are larger than loss
rates and that a dilution of grazers during maximum winter mixed layer depth reduces grazing
pressure to an extent that triggers the start of the spring bloom. Our two numerical experiments
are a good example of the importance of the ecosystem structure on phytoplankton bloom
dynamics. In the set-up with only one zooplankton group, the start of the spring bloom in the
Southern Ocean depends on the increased light availability associated with the shoaling of
the mixed layer depth (Sverdrup’s ‘Critical Depth Hypothesis’, Fig. 3.10). In contrast, in the
three zooplankton set-up, the spring bloom is initialized when the mixed layer depth is at its
maximum (Behrenfeld’s ‘Dilution–Recoupling Hypothesis’).
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The carbon accumulation rate-based analysis illustrates that nutrient recycling by zooplank-
ton is an important driver for phytoplankton growth rate in the Southern Ocean (Fig. 3.10b).
The growth rate of phytoplankton is higher throughout the year in REcoM-3ZOO compared to
REcoM-2 due to the weakening of iron limitation (Fig. 3.10g, h). While summer chlorophyll
concentrations increase for both phytoplankton groups due to alleviated iron limitation, winter
chlorophyll concentrations decrease due to the enhanced grazing pressure. The magnitude of
the spring peak in productivity increases for small phytoplankton and decreases for diatoms
due to the higher grazing pressure. These results are in agreement with the key role of zoo-
plankton grazing for determining Southern Ocean phytoplankton biomass (Le Quéré et al., 2016)
and phytoplankton composition (Smetacek et al., 2004).

Plankton functional type models generally estimate that the bloom peak occurs earlier than
in satellite-based estimates in the Southern Ocean (Hashioka et al., 2013; Nissen and Vogt, 2021). In
this context, our model results and comparison with satellite data (Fig. 3.11) indicate that early
spring blooms could be linked to the weak zooplankton grazing in biogeochemical models.
Higher winter grazing rates by zooplankton (Fig. 3.10f) delay the bloom start day by 21 days
in our model (Fig. 3.11). Our analysis illustrates that the choice of method on phytoplankton
bloom phenology indicators can lead to different conclusions. While the chlorophyll-based
threshold method (Siegel et al., 2002) indicates a delay of the bloom start due to grazing,
the carbon accumulation rate based analysis vLlort2015 suggests that the bloom onset is
unchanged, but grazing prolongs the duration between climax and apex (Fig. 3.10b). Both
methods, however, agree on a prolongation of the bloom by zooplankton grazing. Our findings
support the previous conclusions by Prowe et al. (2012) and Sailley et al. (2013) that marine
ecosystem models are highly sensitive to zooplankton parametrization.

The spring bloom terminates due to exhaustion of surface nutrients or overgrazing by
heterotrophs (Banse, 1992, 2002). In the one-zooplankton set-up, we can observe the exhaustion
of surface nutrients in early summer, since there is low grazing pressure on phytoplankton.
This causes a bloom termination at the beginning of January. When we have three zooplankton
types in the system, bloom termination occurs later. Fast nutrient recycling in the system
increases summer chlorophyll concentrations, and at the same time zooplankton grazing
prevents overuse of the nutrients by phytoplankton. Therefore, chlorophyll concentrations stay
close to the threshold value (Fig. 3.11) until the end of May, which is a further indicator of a
longer bloom duration.

Implications for biogeochemical modeling

Representation of zooplankton is one of the grand challenges of biogeochemical modeling. This
is because the performance of the zooplankton compartment in models is difficult to assess
against field observations since the temporal and spatial resolution of the observations does not
resemble the models (Everett et al., 2017). Furthermore, its computational cost, uncertainties in
parameter estimations, and difficulties of representation of subscale processes such as swarming
and vertical migration cause underrepresentation of the zooplankton in the model (Anderson,
2005). As a result, the representation of zooplankton groups varies broadly among the models.
In the most simplistic models, zooplankton processes are represented implicitly (Dunne et al.,
2013), or with only one explicit group (Ilyina et al., 2013). Recently, some models use two or
more zooplankton functional groups to represent processes such as grazing, sinking particle
formation and nutrient recycling better (Yool et al., 2013; Aumont et al., 2015; Le Quéré et al., 2016;
Stock et al., 2020). It is undisputed that realistic parameter choice is the foundation of setting
up a useful plankton functional type model (Anderson, 2005). In contrast, an unresolved open
question in the ocean biogeochemical modeling community is how much complexity should
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be represented in a model and whether the added value justifies the additional computational
costs (Anderson, 2005; Le Quéré, 2006; Friedrichs et al., 2007; Kriest et al., 2010; Kwiatkowski et al.,
2014). On the one hand, a comparison of twelve models with different numbers of PFTs showed
that models with more multiple plankton functional types are more suitable for simulating
ecosystems in different environments (’portability’) than simpler models (Friedrichs et al., 2007).
On the other hand, results from Kwiatkowski et al. (2014) and Kriest et al. (2010) suggest that
lower biological complexity implies less biases in comparison to global nutrient or oxygen
data sets. However, Xiao and Friedrichs (2014) found that simple models with only a single
zooplankton size class may reproduce observed data fields by using unrealistic parameters.
In agreement with these authors, we show that our implementation of multiple zooplankton
functional groups provides the needed flexibility to choose parameters realistically and leads to
reduced model-data mismatch with respect to to global patterns of nutrients and chlorophyll,
(i.e., similar metrics as used in Kwiatkowski et al. (2014) and Kriest et al. (2010)). With the advent
of the MAREDAT data compilations (Buitenhuis et al., 2010; Moriarty and O’Brien, 2013; Moriarty
et al., 2013), three zooplankton groups can now be reasonably simulated. In addition, we
demonstrate that metrics that go beyond global nutrient and chlorophyll patterns, such as
regional phytoplankton phenology can add additional insights and provide support for a
representation of multiple zooplankton functional types. Correctly representing these processes
is important for robust projections of how marine ecosystem changes respond to environmental
change. For the next step-change in plankton functional type modeling, robust observation-
based constraints on process rates are needed. This holds true for the zooplankton processes
that are traditionally considered (nutrient excretion, sloppy feeding, fecal pellet production,
etc.), but also extends beyond these, for example for diel vertical migration, food quality, life
cycle (Steinberg and Landry, 2017).

Our results confirm that model results are sensitive to the zooplankton parameterization as
shown previously (Prowe et al., 2012; Mitra et al., 2014; Laufkötter et al., 2016). Going beyond
these previous studies, we show that high zooplankton biomass can lead to either an increase
in phytoplankton concentration due to nutrient recycling or a decrease due to high grazing
pressure. In addition, the increase of zooplankton biomass does not directly translate into
more grazing loss of phytoplankton in the model (e.g., between 20◦N and 20◦S, Figs. 3.6,
3.7). Temperature dependencies of grazing parameters of zooplankton play an important role
in determining the grazing loss of phytoplankton (Fig. 3.9). This result clearly emphasizes
the importance of using robust data-driven process formulations and temperature dependen-
cies to capture the delicate balance between zooplankton processes that enhance or reduce
phytoplankton growth and biomass in the models. Therefore, it will be important to get more
observations for evaluating the underlying processes.

Implementing multiple zooplankton functional types in biogeochemical models provides
the flexibility to assign different parameter values for different zooplankton groups (Séférian
et al., 2020). When the zooplankton compartment is represented by only one group, grazing
and nutrient recycling by zooplankton are not adequately represented on the global scale
(Fig. 3.7). When parameterizing multiple zooplankton functional types, these processes are
better captured, with more realistic ecosystem interactions. We demonstrated that increasing
the complexity and zooplankton process representation in FESOM-RecoM not only increases
understanding of the interactions of the ecosystem, but also practically provides better agree-
ment with observations. This can be a gradual change such as a decrease of the positive bias
in DIN concentration in the subtropical Pacific and a reduction of the surface chlorophyll
concentration bias in the Arctic (Fig. 3.5), but also a substantial change and a better agreement
with observations as seen in the seasonal cycle of phytoplankton chlorophyll in the Southern
Ocean (Fig. 3.11).
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While models capture the mean surface chlorophyll concentrations within reasonable bounds,
the processes behind similar results can be very different. Our case study on the Southern
Ocean phytoplankton bloom phenology also illustrates such a case. The annual mean surface
chlorophyll concentrations are similar in two different simulations except for the Arctic (Fig. 3.5).
However, the seasonal cycle of chlorophyll concentrations differs between the two simulations
(Fig. 3.11). Our results emphasize that phytoplankton bloom phenology is sensitive to the
representation of zooplankton grazing and nutrient recycling.

Zooplankton is generally treated as a top closure term in ocean biogeochemical models
(Edwards and Yool, 2000), which causes underestimation of predation of potential competitors
among zooplankton (Mitra, 2009). In REcoM-3ZOO, this ecological interaction is represented to
some extent with predation of meso- and macrozooplankton on microzooplankton. However,
the mortality terms for macrozooplankton (and mesozooplankton in temperate regions) are still
the top closure terms. REcoM-2 and REcoM-3ZOO do not account for the interaction between
zooplankton and larger predators such as fish, birds and mammals. In both model versions,
we mimic the predation by higher trophic levels with the mortality term of the zooplankton
groups, which remains an unavoidable simplification.

conclusion

In conclusion, representing new zooplankton functional types in an ocean biogeochemical
model has a strong impact on the seasonal dynamics of phytoplankton, food web structure, and
elemental cycles. Our results highlight the importance of zooplankton micronutrient recycling
for global primary production and bloom duration and end date in the Southern Ocean. In
addition, zooplankton grazing controls the bloom start day, thus supporting the Dilution-
Recoupling hypothesis (Behrenfeld, 2010) and the magnitude of the spring peak. To represent
the main functions of nutrient recycling, grazing, and sinking particulate organic carbon
production (fecal pellets) by zooplankton in the global ocean, it is essential that biogeochemical
models represent more than one zooplankton group.
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introduction

This Appendix presents a full description of zooplankton groups in the REcoM-3ZOO model,
a global marine biogeochemical model with two phytoplankton classes. In the model, there
are three zooplankton functional types (zPFTs) which are parametrized as micro-, meso- and
macrozooplankton.

micro- and mesozooplankton biomass

In this section, we describe microzooplankton and mesozooplankton. The temporal evolution
of zooplankton concentrations Zi (i = micro, meso) in REcoM-3ZOO are described as follows:

dNZi

dt︸ ︷︷ ︸
nitrogen pool

= GZi · γZi︸ ︷︷ ︸
grazing

− εN
Zi
· NZi︸ ︷︷ ︸

excretion

−mZi · N
2
Zi︸ ︷︷ ︸

mortality

− fNZi
· GZi︸ ︷︷ ︸

fecal pellet

(3.4)

dCZi

dt︸ ︷︷ ︸
carbon pool

= (∑
i,j

1
qj
· Gj

Zi
) · γZi︸ ︷︷ ︸

grazing

− 1
qZi

·mZi · N
2
Zi︸ ︷︷ ︸

mortality

− εC
Zi
· CZi︸ ︷︷ ︸

excretion

− r0
Zi
· cT

Zi
· CZi︸ ︷︷ ︸

respiration

− fCZi
· GCZi︸ ︷︷ ︸

fecal pellet
(3.5)

In Equation 3.4, the grazing efficiency (assimilation efficiency) γ determines the fraction of
the total grazing (GZi , Eq. 3.7) by the zooplankton groups (micro- or mesozooplankton) that
are converted into their biomass. Excretion by zooplankton is determined by the excretion
rate constant εC

Zi
and is proportional to the biomass NZi . The mortality of the zooplankton

groups is described by a quadratic term of the concentration NZi and the mortality rate constant
(mZi · N2

Zi
). The fecal pellet production rate is described as a function of the total grazing GZi

and the fecal pellet production rate constant ( fNZi
) that determines how much of the grazing

flux is transferred into the detritus nitrogen pool. Since the fecal pellet production is not defined
for microzooplankton, the parameter fNZi

is assigned 0 (Table 3.S4).
Equation 3.5 describes the sources and sinks of the zooplankton carbon pool. Zooplankton

grazing of each food source (Gj
Zi

, j= each food source) is converted to carbon units by using the
respective intracellular N:C ratios (qj) of each food source. The quadratic mortality is converted
to carbon by using the intracellular N : C ratio of zooplankton (qZi ). The excretion rate constant
(εC

Zi
) determines dissolved organic carbon excretion. The respiration rate is calculated from

a respiration rate constant at 0◦C (r0
Zi

) and increases with temperature. The temperature
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dependence is an exponential function (f(T), Eq. 3.6) where x (cZi for respiration) is a base that
determines the slope of the increase with temperature (T, ◦C). The fecal pellet production rate
constant ( fCZi

) and the grazing rate in carbon units GCZi
together determine the fecal pellet

production rate. Since the fecal pellet production is not defined for microzooplankton, the
parameter fCZi

is assigned 0 (Table 3.S4).

f (T) = xT (3.6)

GZi = ε0
Zi
·

(∑
k

pk · Nk)
2

σ2
Zi
+ (∑

k
pk · Nk)2

· bT
Zi
· NZi . (3.7)

The grazing rate of each group (GZi ) is the product of the grazing rate constant at 0◦ (ε0
Zi

),
the Holling Type III ingestion formula (total food ∑

k
pk · Nk and half saturation constant σZi ),

each zooplankton group’s nitrogen biomass(NZi ) and a temperature function. The temperature
dependence is an exponential function (Eq. 3.6) where x (bZi for grazing) is a base that
determines the slope of the increase with temperature (T, ◦C).

The relative grazing preferences (pk) are calculated for each group following Fasham et al.
(1990). The term p′k determines the initial grazing preferences of zooplankton to different food
sources (e.g., for microzooplankton k=small phytoplankton, diatom, Table 3.S4).

pk =
p′k · Nk

∑
i

p′k · Nk
(3.8)

The initial grazing efficiency of the mesozooplankton group (γmeso) is 0.8 at P=0 and decreases
with increasing prey abundance (Eq. 3.9, Fig. 3.S2c, Montagnes and Fenton, 2012).

γmeso = 0.3 +
1

(0.2 ∗ P + 2)
(3.9)

Table 3.S4 lists all the parameter values for the microzooplankton and mesozooplankton
groups.

macrozooplankton biomass

The macrozooplankton group is parameterized based on the characteristics of Antarctic krill
and is described in Karakuş et al. (2021). It is also defined by the two-state variables nitrogen
(Nmacro) and carbon (Cmacro) as shown in differential equations 3.10 and 3.11. For simplicity,
macro subscript is left out from parameter symbols in the equations 3.10 and 3.11. Grazing is
the single source for macrozooplankton biomass and mortality, excretion, respiration, and fecal
pellet production are the loss terms.

dNmacro

dt︸ ︷︷ ︸
nitrogen pool

= G · γ︸︷︷︸
grazing

−m · N2
macro︸ ︷︷ ︸

mortality

− εN · Nmacro︸ ︷︷ ︸
excretion

− fN · G︸ ︷︷ ︸
fecal pellet

(3.10)

dCmacro

dt︸ ︷︷ ︸
carbon pool

= (∑
i,j

1
qj
· Gj) · γ︸ ︷︷ ︸

grazing

− 1
q
·m · N2

macro︸ ︷︷ ︸
mortality

− εC · Cmacro︸ ︷︷ ︸
excretion

− r · Cmacro︸ ︷︷ ︸
respiration

− fC · GC︸ ︷︷ ︸
fecal pellet

(3.11)

Grazing of the macrozooplankton group is also described by the Holling type III ingestion
function (Eq. 3.12) on microzooplankton, mesozooplankton, diatom, small phytoplankton, and
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both detritus classes using the relative grazing preferences (Eq. 3.8) by Fasham et al. (1990).
The grazing rate of each group (G) is the product of the maximum grazing rate constant (ε),
the Holling Type III ingestion formula (total food ∑

k
pk · Nk and half saturation constant σ),

macrozooplankton nitrogen biomass (Nmacro) and a temperature function ( fTemp).

G = ε ·
(∑

k
pk · Nk)

2

σ2 + (∑
k

pk · Nk)2 · fTemp · Nmacro (3.12)

Macrozooplankton grazing varies with temperature. The following parameterization is applied
(Eq. 3.13 Butzin and Pörtner, 2016),

fTemp(T) =
exp(

Qa

Tr
− Qa

T
)

1 + exp(
Qh

Th
− Qh

T
)

(3.13)

where T (K) is absolute temperature, two parameters Tr and Th represent the intrinsic
optimum temperatures for development. Inhibitive processes dominate outside this temperature
window. Qa and Qh are the temperatures for the uninhibited and inhibited reaction kinetics,
respectively (Butzin and Pörtner, 2016). The parameter values were chosen as Tr = 272.5 K,
Th = 274.5 K, Qa = 28145 K, and Qh = 105234 K to represent the temperature sensitivity
of daily growth rates with the maximum growth of krill occurring at 0.5◦C as described in
Atkinson et al. (2006).

The grazing efficiency (assimilation efficiency) γ determines the fraction of total graz-
ing (G, Eq. 3.12) by macrozooplankton that is converted into macrozooplankton biomass
(Eqs. 3.10, 3.11). The mortality rate constant m is set to 0.3% per day (Fach et al., 2002) in a
quadratic formulation (Eq. 3.10). Fecal pellet production rate constants ( fC and fN) were set
to 29% and 13% to be consistent with the observed high C:N ratio of around 13 in krill fecal
pellets (Atkinson et al., 2012). The excretion rate constant (εC) of dissolved organic carbon and
nitrogen is taken as 2% per day from Atkinson et al. (2002). The daily respiration rate constant (r)
of macrozooplankton in the model depends on the season and grazing activity and a standard
respiration rate (Rs, Eq. 3.14, Hofmann and Lascara, 2000). The term respiration activity factor
(Ra) accounts for reduced krill respiration rates in winter. Ra is set to -0.5 from Julian day 150
through 250 (southern hemisphere winter) which represents a 50% metabolic reduction. The
feeding activity factor (R f ) represents the metabolic cost of feeding activity and depends on
the daily ratio of grazing flux to carbon biomass of macrozooplankton. It increases linearly
from 0 to 1 for a daily grazing to biomass ratio between 0 and 10%, and remains constant at
1 for ratios above 10%. The standard respiration rate (Rs) is set to 1% per day (Hofmann and
Lascara, 2000).

r = Rs · (1 + R f + Ra) (3.14)
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Figure 3.S1: Temperature functions for micro and mesozooplankton, prey dependent grazing effi-
ciency for the mesozooplankton group: (a) Temperature-dependent grazing rate micro-
zooplankton (red) and mesozooplankton (blue), (b) temperature-dependent respiration
rate microzooplankton (red) and mesozooplankton(blue) (c) Varying grazing efficiency
for the mesozooplankton group.

Figure 3.S2: Exponential temperature function (dimensionless) adapted from Butzin and Pörtner
(2016) for macrozooplankton grazing (see Eq. 3.13) with an optimum temperature for
macrozooplankton growth at 0.5◦C (Atkinson et al., 2006).
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Parameter (Unit) Symbol Micro. Meso. Reference

Maximum grazing rate constant at 0 ◦C (d−1) ε0
Zi

0.46 0.31 Le Quéré et al. (2016)

Grazing efficiency (dimensionless) γZi 0.8 0.8* Le Quéré et al. (2016)

Grazing temp. dep. bZi 1.04 1.0242 Le Quéré et al. (2016)

Half saturation constant (mmol N m−3) σZi 0.8 0.3 Yool et al. (2013)

Respiration rate constant 0◦C (d−1) r0
Zi

0.01 0.028 Le Quéré et al. (2016)

Respiration temp. dep. cZi 1.0887 1.0897 Le Quéré et al. (2016)

Mortality rate constant ((mmol N m−3)−1 d−1) mZi 0.01 0.04 Le Quéré et al. (2016)

N excretion rate constant (d−1) εN
Zi

0.05 0.1 —

C excretion rate constant (d−1) εC
Zi

0.05 0.1 —

Initial grazing preference on diatom p′d 0.5 1 —

Initial grazing preference on small-phy. p′n 1 0.5 —

Initial grazing preference on microzoo. p′h — 1 —

Initial grazing preference on detritus groups p′de — 0.5 —

N fecal pellet production rate constant (d−1) fNi 0 0.25 —

C fecal pellet production rate constant (d−1) fCi 0 0.32 —

* It decreases with increasing prey abundance Eq. 3.9.

Table 3.S4: Microzooplankton and mesozooplankton parameters in REcoM-3ZOO. All temperature
dependent rate constants (grazing and respiration) are given for 0◦C.
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Parameter (Unit) Symbol Value Reference

Maximum grazing rate constant (d−1) ε 0.1 Hofmann and Lascara (2000)

Grazing efficiency (dimensionless) γ 0.8 Fach et al. (2002)

Half saturation constant (mmol N m−3) σ 0.12 Meyer et al. (2009)

Respiration rate constant (d−1) r 0.01 Hofmann and Lascara (2000)

Mortality rate constant ((mmol N m−3)−1 d−1) m 0.003 Fach et al. (2002)

N excretion rate constant (d−1) εN 0.02 Atkinson et al. (2002)

C excretion rate constant (d−1) εC 0.02 Atkinson et al. (2002)

Initial grazing preference on diatom p′d 1 —

Initial grazing preference on small-phy. p′n 0.5 —

Initial grazing preference on zooplankton p′h 0.8 —

Initial grazing preference on detritus groups p′de 0.5 —

N fecal pellet production rate constant (d−1) fN 0.13 —

C fecal pellet production rate constant (d−1) fC 0.295 —

Table 3.S5: Macrozooplankton parameters in REcoM-3ZOO
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abstract

The flux of particulate organic carbon (POC) from the euphotic zone to the deep ocean
plays an essential role in the global carbon cycle. The efficiency of this flux is evaluated
generally by the metrics ’export efficiency’ and ’transfer efficiency.’ While export efficiency
summarizes both the particulate organic carbon formation and its sinking from the euphotic
zone, transfer efficiency illustrates the carbon sequestration efficiency of the system. Only
limited observations of both metrics are available, and there is thus considerable interest in
using biogeochemical models to analyze large-scale patterns. This study aims to assess the
global spatial distribution of export and transfer efficiencies. In particular, we analyze the impact
of ballast minerals, seawater viscosity, and oxygen-dependent remineralization, which are often
not considered in biogeochemical models, on carbon export and transfer efficiencies. Therefore,
we implemented a new sinking routine describing the effects of the processes mentioned above
on the sinking speeds and remineralization rates of the particulate organic matter into the
ocean biogeochemical model REcoM. The globally integrated POC flux across the euphotic
zone varies between 4.7 and 5 Pg C yr−1 depending on the inclusion of the processes in the
model. Our results show that the global mean export efficiency across the euphotic depth stays
similar (13.7±0.2%) whether or not the effects of seawater viscosity, mineral ballasting, and
oxygen-dependent remineralization were included in the model. However, the global mean
carbon transfer efficiency is more sensitive and varies between 25% and 32% in the different
simulations. Our results highlight that ballast minerals increase aggregate settling velocity
and were more efficient in increasing transfer efficiency than both seawater viscosity and
decreased remineralization due to oxygen limitations. In the model, high export efficiency only
co-occurred with high transfer efficiency when zooplankton fecal pellets had a substantial
contribution to the export flux.

introduction

The ocean’s biological carbon pump (BCP) describes the flux of dissolved and particulate
organic carbon from the euphotic to the mesopelagic zone and from there to the deep ocean,
the bathypelagic zone (Volk and Hoffert, 1985). It plays a significant role in the global carbon cycle,
as without it, the atmospheric CO2 concentration would be 200 ppm higher than the actual
concentrations (Parekh et al., 2006). Net primary production (NPP) by marine phytoplankton
accounts for half of the global net primary production (Field et al., 1998) and forms the base
of BCP. A part of this organic material is transferred to secondary producers that graze on
phytoplankton and is assimilated into their biomass (Steinberg and Landry, 2017). Another
portion of carbon rains out from the euphotic zone (Boyd et al., 2019), and only a fraction of
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biogenic carbon (less than 20%) reaches the deep ocean (>1000 m Passow and Carlson, 2012;
Omand et al., 2020). The amount of carbon reaching the deep ocean depends on multiple factors,
such as the remineralization of particles by bacteria (Iversen and Ploug, 2010; Buchan et al., 2014;
Belcher et al., 2016) plankton composition (Turner, 2015; Cavan et al., 2015), fragmentation of
particles by zooplankton (Giering et al., 2020) and density of the particles (Klaas and Archer, 2002;
Iversen and Robert, 2015). The density of particles increases due to different minerals such as
calcium carbonate, opal, and lithogenic material, which consequently enhances the sinking
speed of particles and reduces the time for remineralization (Armstrong et al., 2001b; Klaas and
Archer, 2002). The strength of the BCP is often measured as the fraction of carbon reaching the
mesopelagic and deep ocean, and it can be assessed using two metrics: export and transfer
efficiencies (Buesseler et al., 2020).

The first metric, ’export efficiency (e-ratio)’ is defined as the ratio between the export flux
and primary production and represents the fraction of NPP that is exported out of the euphotic
zone. Many studies tried to explain patterns of export efficiency as a function of physical
and biological boundary conditions with partially contradictory results. Previous studies
suggested a negative relationship between e-ratio and sea surface temperature (Laws et al.,
2000, 2011) or a positive relationship between the e-ratio and net primary production (Dunne
et al., 2005; Henson et al., 2011). The global pattern was explained by empirical equations that
depend on SST and chlorophyll concentrations (e.g., Dunne et al., 2005) or on sea surface
temperature (SST) and NPP (e.g., Laws et al., 2011; Henson et al., 2011). In contrast, Siegel et al.
(2014) illustrated that the fraction of microphytoplankton biovolume anomaly can explain the
patterns of the e-ratio in the global ocean, with a high fraction of microphytoplankton being
associated with high e-ratios. Other exceptions in the relations between NPP, SST, and e-ratio
were reported on a regional scale. For example, Maiti et al. (2013) found that the e-ratio is
negatively correlated with NPP in the high southern latitudes, and the relation with SST is
weak. Furthermore, recent studies found that opal (silica)-induced ballasting is a key process
that may determine carbon export and e-ratio in the Southern Ocean (Britten et al., 2017; Arteaga
et al., 2018). Henson et al. (2019) described that the high export efficiency is rather related to
the low abundance of macrozooplankton and bacteria or high mesozooplankton biomass than
to the phytoplankton community composition. Besides the observational and experimental
studies, biogeochemical models are used to analyze the global pattern and the drivers of the
e-ratio. Previously, Laufkötter et al. (2016) showed that e-ratio at a fixed depth horizon of 100
m differs strongly between four three-dimensional ocean biogeochemical models (REcoM-2
(Hauck et al., 2013), BEC (Moore et al., 2013), TOPAZ (Dunne et al., 2013), and PISCES (Aumont and
Bopp, 2006)) due to the different parametrizations of plankton functional types and processes
among the models. In addition, Henson et al. (2015) used the ocean biogeochemical model
MEDUSA to investigate larger-scale patterns of the e-ratio at a fixed 100 m depth horizon.
Models generally predict high (15-25%) e-ratio in the high latitudes and low e-ratio towards
the equator (Henson et al., 2015; Laufkötter et al., 2016). Recent findings show that the modeled
e-ratio is sensitive to the chosen depth horizon, and the global e-ratio varies between 12 and
14.6% dependent on the choice of different depth horizons (euphotic depth, mixed layer depth,
or fixed 100 m, Palevsky and Doney (2018)). These different choices of depth horizons are not
only a technical detail, but may decide whether processes are clearly separated from each other
or not. For example, evaluating export at the base of euphotic depth separates the processes
that produce particulate organic carbon from the region below where the remineralization
happens and are often used in observational studies (e.g., Buesseler and Boyd, 2009; Siegel et al.,
2016; Palevsky and Doney, 2018).

The second metric, ’transfer efficiency (Te f f )’ is the ratio between the sequestration flux
(i.e., the flux at 1000 m, or sometimes at 2000 m) and the export flux at a reference depth
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(e.g., euphotic depth, fixed 100 m) and it provides information about the carbon sequestration
efficiency of the system (Buesseler et al., 2020). Here, the ’sequestration flux’ defines the sinking
of biogenic carbon to the deep ocean (>1000 m, Lampitt et al., 2008; Passow and Carlson, 2012).
The Te f f varies spatially, but different patterns were proposed. Henson et al. (2012) found
high Te f f in low latitudes (>20%) and low Te f f (<5%) in the Southern Ocean, based on
Th-based export observations of transfer efficiency. In contrast, Weber et al. (2016) deduced
low Te f f in the subtropics (5%) and high Te f f (25%) in the high latitudes from deep ocean
nutrient concentrations and an ocean inverse model. Possible explanations for this difference
are collection biases of sediment traps or analytical errors associated with the Th-based export
observations (Weber et al., 2016). Similar to the export ratio, Te f f also depends on ballast
minerals (Weber et al., 2016), temperature due to its enhancing effect on remineralization
(Iversen and Ploug, 2013) and oxygen (Devol and Hartnett, 2001). The relative importance of all
these factors is an area of intense research. For example, Marsay et al. (2015) illustrated that a
warmer mesopelagic zone could cause a decrease in the transfer efficiency and consequently
reduce carbon (CO2) storage in the ocean. Henson et al. (2012) emphasized that ecosystem
structure is the key factor that controls the Te f f . Although biogeochemical models are rarely
used to analyze the transfer efficiency, Maerz et al. (2020) showed a high transfer efficiency
of particulate organic carbon in high latitudes, the Equatorial Pacific, and the Indian Ocean
after detailed parametrization of marine aggregates in a global ocean biogeochemical model.
Cram et al. (2018) found a strong influence of temperature and particle size on Te f f by using a
one-dimensional particle model, and Laufkötter et al. (2017) illustrated the strong effect of the
influence of oxygen-dependent remineralization on the Te f f in the Tropical Pacific.

Mirroring the current state of research on carbon export fluxes, export efficiency, and transfer
efficiency from field studies, simulations of these properties in the biogeochemical models
are associated with high uncertainty. Currently, Earth System Models do not agree on the
magnitude and the direction of the evolution of export flux by 2100 (Henson et al., 2022). The
authors assessed potentially important processes (e.g., zooplankton vertical migration, particle
stickiness) for the export fluxes that are currently not represented in the models. According to
this assessment, omitting the seawater viscosity (Taucher et al., 2014) effect on particle sinking
likely causes a positive bias in present-day export estimates, while omitting mineral ballasting
(Wilson et al., 2012; Le Moigne et al., 2014) is expected to lead to a negative bias. Further, not
considered oxygen-dependent remineralization (Devol and Hartnett, 2001; Laufkötter et al., 2017)
would also lead to a positive bias of present-day estimates of export flux. In summary, ten
out of nineteen models that were analysed and compared by Henson et al. 2020 include
oxygen-dependent, but only five include ballast minerals, and only one model accounts for
seawater viscosity.

This paper revisits the spatial patterns and physical and biological drivers of export and
transfer efficiencies in the global ocean by using a biogeochemical model. To this end, we use
for the first time a modified version of the one-dimensional particle model that is proposed by
Cram et al. (2018) in a three-dimensional ocean biogeochemical model to answer the following
questions: (1) To what extent are the e-ratio and Te f f affected by the parametrization of mineral
ballasting, seawater viscosity, and oxygen-dependent remineralization?, (2) Is high export
efficiency an indicator of high transfer efficiency?.
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materials and methods

Description of the Ocean Biogeochemical Model FESOM-REcoM

In this study, we use the global ocean general circulation model FESOM-1.4 (Wang et al., 2014)
coupled to the biogeochemical model REcoM-3ZOO (see Publication II) that builds on the
previous version REcoM-2 (Schourup-Kristensen et al., 2014; Hauck et al., 2013; Karakuş et al., 2021).
FESOM-1.4 uses a finite element method to solve primitive equations on an unstructured mesh
which allows for high resolution in areas that are more dynamic than others (Sidorenko et al.,
2011; Wang et al., 2014). The version of REcoM-3ZOO used here consists of two phytoplankton
classes (small phytoplankton and diatoms) and three zooplankton functional types (micro-,
meso- and macrozooplankton, see Publication II). REcoM-3ZOO is a medium complexity ocean
biogeochemical model resolving carbonate chemistry and the cycling of the nutrients dissolved
inorganic nitrogen, silicic acid, and iron. REcoM-3ZOO applies varying cellular stoichiometry
for diatoms (N:C:Chl:Si) and small phytoplankton (N:C:Chl) after Geider et al. (1998). In the
current version of REcoM-2, sinking particulate organic carbon (sPOC) is divided into two
pools: one slow-sinking and one fast-sinking detritus group (for a more detailed description
see Karakuş et al., 2021).

Figure 4.1: Particulate organic carbon fluxes and related processes in the ocean biogeochemical model
REcoM-3ZOO. Two phytoplankton groups (small phytoplankton and diatoms) are respon-
sible for net primary production (NPP), and three zooplankton groups (micro-, meso-
and macrozooplankton) graze on the phytoplankton groups. Phytoplankton aggregation,
microzooplankton mini pellet production, and the mortality from microzooplankton
compose the slow-sinking particulate organic carbon (POC) pool. Fecal pellets, mortality,
and sloppy feeding from the meso- and macrozooplankton groups form the fast-sinking
particulate organic carbon pool.

Particulate organic carbon (POC), which is produced by the primary production of phyto-
plankton, is redistributed among model compartments of zooplankton and sinking particulate
organic carbon (Fig. 4.1). In the version of REcoM that we use in this study, three zooplankton
functional types graze on phytoplankton groups, representing the food web fluxes. Sinking
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particles are represented by two detritus classes. The slow-sinking detritus class is fuelled by
phytoplankton aggregation, microzooplankton mortality, and microzooplankton mini pellet
production. Fecal pellets, sloppy feeding, and mortality of the meso- and macrozooplankton
are the sources of fast-sinking detritus particles. The sPOC is remineralized as a function of
temperature and oxygen, and remineralization products are transferred to the dissolved organic
carbon pool. The following section describes how the model parametrizes sinking speed and
remineralization as a function of particle density, seawater viscosity, temperature, and oxygen.

The New Parametrization of Sinking Speed and Remineralization of the Particles

In the previous versions of REcoM, the slow-sinking particles had an initial sinking speed
of 20 m d−1 at the surface, which increased linearly with depth (Hauck et al., 2013; Schourup-
Kristensen et al., 2014; Karakuş et al., 2021), and the fast-sinking particles had a constant sinking
speed of 200 m d−1 (Karakuş et al., 2021). In the new version of the particle sinking routine,
we use a parametrization that allows for spatio-temporal variability in sinking speeds due to
the effect of seawater viscosity (Taucher et al., 2014), and ballast minerals (Iversen and Ploug,
2010). Further, remineralization of sPOC depends on oxygen concentration (Devol and Hartnett,
2001) in addition to the temperature dependence already present in previous versions. These
processes are implemented using a modified version of the particle sinking model by Cram et al.
(2018) into REcoM. In the modified version, we consider the particle sinking speed as a function
of seawater viscosity and the density difference between the particle and the water. However,
we do not apply the effect of particle size as described in Cram et al. (2018). The effect of the
particle sizes is implemented by the depth scaling factor, which increases the sinking speed
with depth because the particles with large size and high sinking speed reach the deep ocean
(Kriest and Oschlies, 2008). The new parametrization for calculating particle sinking speeds is
applied to both slow and fast sinking particles (Eq. 4.1). Particle sinking speed (wsink) depends
on a reference particle sinking speed (wre f ), the difference between the particle and the water
densities (∆ρ), seawater viscosity (µ) and a depth scaling (ds · Z(k)):

wsink = wre f ·
∆ρ

∆ρre f
·

µre f

µ
+ ds · Z(k) (4.1)

The reference particle sinking speeds are 10 m d−1 (wre f1 , Table 4.S1) and 200 m d−1 (wre f2 ,
Table 4.S1) for slow and fast sinking particles, respectively. The 5-year mean of sinking speeds
and the profiles of sinking speeds in four subregions are shown in the Figures 4.S4 and 4.S5 in
the suplementary text. The density scaling ( ∆ρ

∆ρre f
) is defined as the ratio of the density difference

(∆ρ) between the particle (ρparticle, see supplementary Eq. 1) and the seawater to a reference
density difference (∆ρre f ) which is accordingly calculated from a reference particle density
(ρre f , Table 4.S1) and the reference water density (ρswre f , Table 4.S1). If the sinking particles are
composed mainly of particulate organic carbon and nitrogen, the ratio is <1, and the density
scaling factor acts to reduce the sinking speed. In contrast, if the fraction of ballasting agents
(opal and calcite) in the particle is high, the ratio exceeds 1, and the density scaling factor
acts to enhance the sinking speed (ballasting). The viscosity scaling ( µre f

µ ) is derived as the
ratio of a reference seawater viscosity (µre f , Table 4.S1) to the in-situ seawater viscosity (µ, see
supplementary Eq. 2). Viscosity can either increase the sinking speed at warm temperatures or
decrease the sinking speed at colder temperatures (supplementary Fig. 4.S2f). The last term,
depth scaling (ds · Zk, Table 4.S1), is introduced to represent the linear increase of the sinking
speed of a particle with depth, and this term is only applied to the slow sinking particles. A
maximum sinking velocity of 250 m d−1 was used for both sPOC classes to ensure numerical
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stability. The remineralization rate of particles is dependent on both temperature (Lopez-Urrutia
and Moran, 2007) and oxygen concentrations (Devol and Hartnett, 2001) to mimic the bacterial
metabolism (Eq. 4.2):

rrate = rre f · exp
(
−4500 ·

(
1
T
− 1

Tre f

))
· [O2]

kO2 + [O2]
(4.2)

The remineralization rate (rrate) of the particles is a product of a reference remineralization
rate (rre f ), the Arrhenius temperature function, and oxygen concentration. The remineralization
rate increases exponentially with increasing temperature. The last term describes the sensitivity
of the remineralization rate to oxygen levels, i.e., the remineralization rate is lower when
oxygen concentration is low and follows Michaelis-Menten kinetics (Cram et al., 2018).

The parameter list of the new sinking routine (see supplementary Table 4.S1) and an
evaluation of the particle flux through comparison with the data set of Mouw et al. (2016, see
supplementary Fig. 4.S6 ) are provided in the supplementary text.

Model Simulations

We conducted four simulations to analyze the effects of different processes on carbon export
and transfer efficiencies with the newly implemented sinking routine (Table 4.1). First, the
reference simulation (REF) accounts for all processes described in the previous section, namely
ballast minerals, seawater viscosity, and temperature and oxygen-dependent remineralization.
Further, we aim to quantify the impact of each process with three sensitivity simulations in
which one process is switched off per simulation. In particular, these simulations exclude (a)
the particle density effect on sinking speed (NO_DENSITY), (b) the seawater viscosity effect on
sinking speed (NO_VISCOSITY), and (c) the oxygen-dependent but not temperature-dependent
particle remineralization (NO_OXYGEN).

Particle sinking speed Particle remineralization

Simulation Ballast Minerals Seawater Viscosity Temperature Oxygen

REF Yes Yes Yes Yes

NO_DENSITY — Yes Yes Yes

NO_VISCOSITY Yes — Yes Yes

NO_OXYGEN Yes Yes Yes —

Table 4.1: Overview of model simulations performed for this study. Simulations differ in the
parametrization of particle sinking speed and organic matter remineralization. The active
processes in each experiment are indicated. See text for details.

In all simulations, the global model was forced with the JRA-55-do atmospheric data
set version 1.3.1 (Kobayashi et al., 2015). Repeated year forcing fields from the year 1961 of
surface down-welling short and long-wave radiation, surface rainfall, and snowfall fluxes as
well as near-surface (2 m) air temperature, specific humidity, eastward and northward wind
components, and sea level pressure were used. Freshwater runoff and the surface salinity
field for a weak surface salinity restoration (Sidorenko et al., 2011) are taken from the CORE-II
climatology (Griffies et al., 2009). The nutrients dissolved inorganic nitrogen and dissolved silicic
acid were initialized with World Ocean Atlas 2013 products (Garcia et al., 2013), and dissolved
inorganic carbon (DIC) and alkalinity from GLODAPv2 (Lauvset et al., 2016). We performed 60
year-long simulations and analyzed the last five years of the model runs. As we revealed in
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our earlier study (Karakuş et al., 2021), this simulation time is long enough for the upper ocean
ecosystem to be in a quasi-steady state.

Analysis on Particle Export and Transfer Efficiencies

We use the simulation REF to analyze and compare the integrated global values and spatial
distribution of the e-ratio and Te f f with current literature. This simulation will also be used to
assess the effect of temperature and plankton composition on e-ratio and Te f f . The additional
three simulations (NO_DENSITY, NO_VISCOSITY, NO_OXYGEN) will be used to separate the
effects of temperature, ballast minerals, and oxygen-dependent remineralization on export and
transfer efficiencies.

The export efficiency or ’e-ratio’ (Eq. 4.3) defines the ratio between particulate organic carbon
export flux at the depth horizon (EPDH) and integrated NPP between the surface and the depth
horizon:

e− ratio =

∫ DH
0 NPP
EPDH

(4.3)

The transfer efficiency (Te f f , Eq. 4.4) is defined as the ratio between the POC flux at 1000 m
(EP1000) and at the chosen depth horizon (EPDH) :

Te f f =
EP1000

EPDH
(4.4)

While the e-ratio comprises both the particulate organic carbon formation and its sinking across
the depth horizon, the Te f f describes the efficiency of particulate organic carbon flux to the
deep ocean.

The integrated global modeled POC flux, NPP and e-ratio vary depending on the choice of
depth horizon (Palevsky and Doney, 2018). We calculated global POC flux, NPP, and their ratio at
different depth horizons (DH), where we considered seasonally varying euphotic depth, annual
mean euphotic depth, seasonally varying MLD, annual maximum MLD, fixed 100 m, and 190
m, as described in Table 4.2. We will further use the monthly calculated euphotic depth (Table
4.2, the first row) in this study because the base of euphotic depth separates the processes that
produce particulate organic carbon from the region below where the remineralization happens.
However, the effect of different depth choices will be discussed in the following section.

Following Henson et al. (2019), we divide the global ocean into different regimes according
to the annual mean values of primary production and export efficiency. All regions above
the median of primary production are regions of high productivity and vice versa (Fig. 4.2).
Similarly, regions with an e-ratio above the median of the e-ratio are classified as regions of
high export efficiency and vice versa. After applying this criterion, the four subregions are
low productivity, high export efficiency (LPHE), low productivity and low export efficiency
(LPLE), high productivity and high export efficiency (HPHE), and high productivity and high
export efficiency (HPHE).

results

Globally-Integrated Net Primary Production and Particulate Organic Carbon Fluxes

To determine how different choices of depth horizon influence globally-integrated net primary
production and carbon export fluxes, we calculate the modeled global annual mean NPP, POC
flux, and e-ratio using seven depth horizon choices (Table 4.2). The modeled global NPP is on
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Figure 4.2: (a) 5-year mean export efficiency (e-ratio) plotted against net primary productivity (NPP) .
The horizontal solid red line indicates the median export efficiency which is used as the
threshold for high and low export efficiency regimes; the vertical solid red line indicates
the median NPP, which is used as the threshold for high and low NPP regimes (see
Methods). (b) Map showing the spatial distribution of the four regimes in the reference
simulation (REF). Low NPP/low e-ratio is shown in orange, low NPP/high e-ratio is
shown in dark red, high NPP/low e-ratio is shown in light green, and high NPP/high
e-ratio is shown in dark green.

the low side of observational estimates (35-70 Pg C yr−1) (Carr et al., 2006; Kulk et al., 2020),
yielding rates ranging from (28.1 to 35.9 Pg C yr−1) depending on the choice of depth horizon.
Similarly, the global POC flux across different depth horizons is on the low end of observational
estimates (4-13 Pg C yr−1) (Henson et al., 2011; Dunne et al., 2007), producing rates ranging from
3.4 to 5.1 Pg C yr−1 across the suite of depth horizons.

Globally-integrated net primary production and carbon export fluxes are sensitive to the
choice of depth horizons in our model. The integrated NPP within the euphotic zone is
34.8 Pg C yr−1, and global POC flux across the euphotic depth is 4.8 Pg C yr−1 (Table 4.2). We
use these values as the reference values for the comparison throughout the manuscript. The
globally integrated POC flux estimates are up to 21% lower than the reference value when
the annual mean or maximum MLD is used as the depth horizon. Similarly, a fixed depth
level (100 m or 190 m) yields lower estimates (Table 4.2). One exception occurs when we use
monthly MLD as a depth horizon. In this case, global POC flux is 6% higher than for the choice
of the euphotic depth. The MLD-related depth horizons do not cover the entire productive
surface layer of the model, and hence the NPP is always lower when integrating over the MLD
(25.3-32.9 Pg C yr−1) than over the euphotic zone.

These results are in line with Palevsky and Doney (2018) who showed that global POC flux
rates vary by 30% and global e-ratios by 21% across different depth horizon choices within a
single biogeochemical model. The global e-ratio is 13.7% across the euphotic depth in REcoM-
3ZOO. It varies between 9.5 and 20.1% for other depth horizon choices (Table 4.2). Especially
the global e-ratio across monthly MLD (20%) is higher compared to the e-ratio across the
euphotic depth, because of the shallower MLD. When we use a fixed 190 m as depth horizon,
the global e-ratio is lower (9.5%). This indicates that 190 m is typically below the euphotic zone
and remineralization of particles has already reduced the sPOC flux.

Small phytoplankton and diatoms contribute with 79% and 31% to the total NPP in the
euphotic zone in FESOM-REcoM-3ZOO (Fig. 4.1). In the model, the microzooplankton group is
the main consumer of phytoplankton, and it grazes 21.7% of the annual primary production.
This is lower than the estimated 60% of consumption by (Calbet and Landry, 2004). The slow-
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Depth Horizon Depth Horizon Integrated Global POC Global

Definition NPP from flux across e-ratio

surface to depth horizon

depth horizon

(Pg C yr−1) (Pg C yr−1) (%)

Euphotic Zone Monthly calculated 34.8 4.8 13.7

Euphotic depth

where PAR <= 0.01·PARsur f

Annual mean Annual mean of euphotic depth, 34.8 4.8 13.7

euphotic zone determined for each grid point

Mixed Layer MLD from the model, 25.3 5.1 20.1

Depth (MLD) monthly output for each

grid point

Annual mean Annual mean of MLD from the model, 28.1 3.8 13.5

MLD determined for each grid point

Annual maximum MLD from the model, 32.9 4.1 12.5

MLD maximum value in a year

for each grid point

100 m constant for each 35.9 4.3 12

grid point

190 m constant for each 35.9 3.4 9.5

grid point

Table 4.2: Depth horizons used to define global net primary production (NPP), particulate organic
carbon (POC) export, and e-ratio.

sinking particulate organic carbon pool constitutes 67.3% of the total sinking particles and is
dominated by phytoplankton aggregates (64.1% of the slow-sinking particles). The fast-sinking
particles are formed by mesozooplankton and macrozooplankton processes and make up 32.7%
of the total sinking particles. The slow-sinking and fast-sinking particles contribute 3 and
1.8 Pg C yr−1, respectively, to the particulate organic carbon flux out of the euphotic zone.
However, the main difference between slow- and fast-sinking particles is the amount of carbon
that reaches the depth of 1000 m. While 55.5% of the fast-sinking particles that sink out of the
euphotic zone reach 1000 m, only 16.6% of the slow-sinking particles reach that level. This
is consistent with the role of zooplankton fecal pellets for carbon export (Henson et al., 2019;
Turner, 2015).

Global Spatial Patterns of Net Primary Production, Export Production, Export Efficiency and Transfer
Efficiency

The spatial distribution of the modeled annual mean of net primary production is similar
to distributions presented by Behrenfeld and Falkowski (1997), with higher production in the
high latitudes and Equatorial Pacific and lower in subtropical gyres (Fig. 4.4a). The spatial
distribution of modeled export across the euphotic depth shows high export in the high
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Figure 4.3: Annually integrated routing of particulate organic carbon fluxes (Pg C yr−1) between the
model compartments.

latitudes and Equatorial upwelling regions, and is thus similar to the spatial distribution of
carbon export estimates from satellite-derived products or other models (Henson et al., 2011;
Laufkötter et al., 2016).

The simulated e-ratio and Te f f are higher in the high latitudes and the equatorial Pacific,
which mirrors the distribution of the net primary production. North of 40◦N, the spatial
means of e-ratio and Te f f are 0.25 and 0.20, respectively. In the low latitudes (40◦N-40◦S), the
spatial averages of the e-ratio and the Te f f are 0.07 and 0.29, respectively, and these values are
lower than in both northern and southern high latitudes. While the southern high latitudes
show a particularly high average e-ratio (0.29) compared to northern high latitudes and low
latitudes, the average Te f f of 0.21 is similar to the northern high latitudes. Our results show a
similar latitudinal gradient for the export efficiency as in data compiled by Henson et al. (2019)
suggesting a low export ratio in the low latitudes and a high export ratio in the high latitudes.
The latitudinal gradient of the transfer efficiency is similar to the satellite-based estimates
and in-situ observations of Henson et al. (2012) that show higher transfer efficiency in the low
latitudes. The spatial distribution of the transfer efficiency is similar to previous modeling
studies by Cram et al. (2018) and Maerz et al. (2020), despite the fact that our values are higher
compared to the previous studies.

Drivers of e-ratio and Te f f

The spatial variability in the e-ratio (as described above) implies that there are different drivers
at work. In this context, the effect of several factors, such as NPP, temperature, ballast minerals,
silicic acid concentrations, and macrozooplankton and bacteria abundance, have been discussed
in the literature (e.g., Laws et al., 2011; Britten et al., 2017; Arteaga et al., 2018; Henson et al.,
2019). In our model, temperature and NPP could explain the variability of e-ratio in the low
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Figure 4.4: Net primary production, export flux of particulate organic carbon at the euphotic depth,
e-ratio, and Te f f averaged over the last five years of the simulation. The zonal averages
of each field are shown on the right side of the maps. The shaded areas represent the
minimum and maximum as derived from monthly output. The figure showing the zonal
average of the export efficiency in panel c includes observational data (blue dots from
Maiti et al. (2013) and purple dots from Henson et al. (2019)).

latitudes to some extent (see supplementary Fig. 4.S9). However, the large variability in the
model cannot be explained by the empirical equation of Laws et al. (2011, Fig. 4.5), especially in
the high latitudes’ low primary production and high export efficiency regions. The suggested
empirical equations for the Southern Ocean by Britten et al. (2017) and Arteaga et al. (2018)
explain better the inverse relation between NPP and e-ratio (see supplementary Fig. 4.S9).
Especially the equation including silicic acid concentration (Britten et al., 2017), agrees well
with the model in the southern high latitudes (see supplementary Fig. 4.S9). However, they
still do not account for the plankton composition explicitly. Therefore, we discuss the effect of
plankton composition on export and transfer efficiencies in the four subregions.

In our model, different factors affect the magnitude of export and transfer efficiencies of
carbon in different productivity and export regimes. Our analysis illustrates that the export
efficiency is more sensitive to the sea surface temperature than the plankton composition in the
LPLE region (Fig. 4.6a). The export efficiency is lower than 21% (the median of export efficiency
over all grid points where each grid point is a 5-year mean) as a result of the criteria we used
for the subdivision of the ocean (see Methods). However, the export efficiency becomes as low
as 1% in the areas with high sea surface temperatures (Fig. 4.6a). This indicates the control of
remineralization on export efficiency. In this region, the transfer efficiency of carbon is mostly
lower than 25% (the median of transfer efficiency over all grid points where each grid point is
a 5-year mean), and there is no apparent effect of SST or plankton composition. However, we
note that carbon transfer efficiency becomes as low as 5% in locations where the contribution
from small phytoplankton to the total NPP is below 20% (Fig. 4.6c).

The LPHE regions are located in the high latitudes in our model (Fig. 4.2b), and the main
contributor to total NPP is diatoms (57%) in this region. Our analysis shows that the export
ratio exceeds 42% in the locations where diatoms’ contribution to total NPP reaches up to >
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Figure 4.5: The modeled e-ratio versus net primary production (NPP), with points colored by sea
surface temperature (SST, ◦C).Also, the relationship between NPP and e-ratio was calcu-
lated using the empirical equation from Laws et al. (2011) at 5.3◦C, 18 ◦C, 30 ◦C. Two red
lines show the results from the empirical equations suggested by Arteaga et al. (2018) and
Britten et al. (2017). SST was chosen 5.3◦C for both equations and silicic acid concentration
was chosen 10 mmol Si m−3 for the equation from Britten et al. (2017).

60% (4.6b). In the LPHE region, the transfer efficiency of carbon can exceed 25%, and processes
related to zooplankton (meso- and macrozooplankton) play a determining role in pushing the
system to a maximum (∼50%) transfer efficiency (Fig. 4.6d).

In the HPLE regions, NPP is dominated by small phytoplankton (Fig. 4.7a). There is no
particular relation between plankton composition and export and transfer efficiencies within
this region (Fig. 4.7c). The low export efficiency can be related to the high remineralization
rates due to the high SST (Fig. 4.7a) since this region is mainly located in the low latitudes.
However, SST variability cannot explain the patterns within this regime. In this region, the
transfer efficiency of carbon is generally higher than 25% and can exceed 50% (Fig. 4.7a).

The HPHE regions are characterized by high diatom and large zooplankton biomass. Diatoms
make up on average 47% of the total NPP in this region. Our analysis shows that the export
ratio exceeds 42% in the locations where the contribution of diatoms to total NPP exceeds 60%
(4.7b). In the HPHE region, the transfer efficiency of carbon is generally higher than 25%, and
large zooplankton-related processes enhance the transfer efficiency of carbon (to 80%, Fig.
4.7d).

In general, our model results indicate that high export efficiency regimes (>21%, LPHE and
HPHE) generally have high transfer efficiency (>25%) of carbon. Diatoms reach the highest
contribution to total NPP in these regions, and large zooplankton drives the high transfer
efficiency. Low export efficiency regimes (<21%, LPLE and HPLE) do not directly indicate
low transfer efficiency of carbon. In these regions, temperature plays a decisive role in the
magnitude of export efficiency.



publication iii 111

Figure 4.6: Relationship between (a, b) export flux at the euphotic depth (EP, g C m−2 yr−1) to
net primary production (NPP, g C m−2 yr−1) and between (c, d) export flux at 1000 m
(EP1000, g C m−2 yr−1) to export flux at the euphotic depth in the low productivity low
export regime (LPLE, a and c) and in the low productivity high export regime (LPHE, b
and d) in the REF simulation. Panel (a) is colored by sea surface temperature (SST, ◦C), (b)
is colored by the relative contribution of diatoms to total NPP, (c) is colored by the relative
contribution of small phytoplankton to total NPP, (d) is colored by mean surface large
zooplankton (meso- and macrozooplankton) concentration.

Sensitivities of e-ratio and Te f f to Ballast Minerals, Seawater Viscosity and Oxygen-dependent Reminer-
alization

Our results suggest that the export and transfer efficiencies are most sensitive to the ballast
minerals (Fig 4.8b, f), which are produced by diatoms and small phytoplankton and increase
particle density. The effect of particle density enhances the export efficiency in the Southern
Ocean (by up to 0.05), which hosts a high share of diatom biomass and consequently opal in
the sinking particles. Seawater viscosity has a minor effect on the export efficiency. It slightly
decreases the export efficiency in high latitudes. Similarly, oxygen-dependent remineralization
has a minor effect on the export efficiency compared to particle density (Fig. 4.8). The impact
of these processes on export efficiency is by far outweighed by their effects on carbon transfer
efficiency. Similar to the export efficiency, the strongest impact (increases by 0.5) comes from
the effect of particle density on the particle sinking speed. This is expected since the effect of
particle density is the highest increasing or decreasing factor for the sinking speed of particles
in the sinking routine (see supplementary Figure 4.S2). While the effect of seawater viscosity
is relatively small throughout the global ocean, oxygen-dependent remineralization notably
affects the transfer efficiency in oxygen minimum zones (Equatorial Pacific and Indian Oceans),
which coincides with previous findings of Laufkötter et al. (2017).

The general particle flux profile remains the same across all simulations over the regions of
LPLE, LPHE, HPLE and HPHE (Fig. 4.9). The POC flux reaches a maximum at or above the
euphotic depth and decreases with depth (Fig. 4.2a,b,c,d). In the LPLE region, ballast minerals
enhance the particle flux below 200 m (by up to 40%), and reduce the flux by up to 40% above
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Figure 4.7: Relationship between (a, b) export flux at the euphotic depth (EP, g C m−2 yr−1) to
net primary production (NPP, g C m−2 yr−1) and between (c, d) export flux at 1000 m
(EP1000, g C m−2 yr−1) to export flux at the euphotic depth in the high productivity low
export regime (HPLE, a and c) and in the high productivity high export regime (HPHE, b
and d) in the REF simulation. Panel (a) is colored by sea surface temperature (SST, ◦C), (b)
is colored by the relative contribution of diatoms to total NPP, (c) is colored by the relative
contribution of small phytoplankton to total NPP, (d) is colored by mean surface large
zooplankton (meso- and macrozooplankton) concentration.

Figure 4.8: The 5-year mean of export and transfer efficiencies in the baseline simulation REF (first
column) compared to the simulations NO_DENSITY, NO_VISCOSITY, and NO_OXYGEN.
Note that the scales for the export and transfer efficiencies are different.

200 m. This indicates that ballast minerals play an important role in carrying the particles
from the surface layer to the mesopelagic. Similarly, the ballast minerals affect the particle
flux in the same way in the LPHE region. The high concentrations of small phytoplankton
(consequently CaCO3 in sinking particles, LPLE) and diatoms (consequently opal in sinking
particles, LPHE) could explain these features. In these two regions, the effect of seawater
viscosity and oxygen-dependent remineralization on the sinking profile is smaller than the
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effect of ballast minerals. In the HPLE region, the effect of seawater viscosity on particle organic
carbon flux is prominent, and it enhances the particle sinking flux by up to 18% throughout the
water column (Fig. 4.2g). In addition, oxygen-dependent remineralization enhances the POC
flux (by up to 20%) below 200 m in HPLE (Fig. 4.2g). In HPHE, the effect of the processes is
smaller than in the other regions. The most visible impact comes from the oxygen-dependent
remineralization, and this process increases the POC flux (by up to 20%) below 200 m.

Figure 4.9: Profiles of POC flux in four productivity and export efficiency regimes LPLE (low pro-
ductivity, low export efficiency), LPHE (low productivity, high export efficiency), HPLE
(high productivity, low export efficiency), and HPHE (high productivity, high export
efficiency) in all four simulations. Second row: the relative change of the fluxes in these
simulations compared to the baseline simulation REF (black). The horizontal green dashed
lines represent the euphotic depth level.

Figure 4.10 summarizes the spatial mean of export and transfer efficiencies in four subregions
and for all four simulations. In the LPLE region, the shares of diatoms, small-phytoplankton,
microzooplankton, and large zooplankton (meso- and macrozooplankton) in total plankton
biomass are 87%, 7%, 5%, and 0.3%, respectively (Fig. 4.10). The mean export ratio remains
unchanged at 6% in NO_DENSITY, NO_VISCOSITY and NO_OXYGEN compared to REF in
this region. However, the mean transfer efficiency is sensitive to neglecting the ballast minerals,
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seawater viscosity, and oxygen-dependent remineralization in the model. Especially when the
effect of particle density is neglected (NO_DENSITY), the transfer efficiency is 0.03 in the LPLE
region, which is almost nine times smaller than in all other simulations. In the LPHE region,
the shares of diatoms, small-phytoplankton, microzooplankton, and large zooplankton (meso-
and macrozooplankton) in total plankton biomass are 44%, 33%, 13%, and 8%, respectively. In
this region, the mean export ratio decreases (by 0.02) slightly in NO_DENSITY but remains
unchanged in NO_VISCOSITY and NO_OXYGEN compared to REF. The transfer efficiency is
lowest (0.1) in NO_DENSITY and highest in NO_VISCOSITY, which indicates the determining
role of ballast minerals on the transfer of carbon to the deep ocean. In the HPLE region, the
transfer efficiency is sensitive to mineral ballasting and oxygen-dependent remineralization.
Thus, the transfer efficiency in HPLE decreases from 0.28 in REF to 0.19 in NO_DENSITY and
0.23 in NO_OXYGEN. Similarly, in the HPHE region, carbon transfer efficiency decreases from
0.35 (REF) to 0.26 (NO_OXYGEN). Although we see the effect of seawater viscosity in the flux
profiles (Fig. 4.1), its impact is relatively minor (maximum decrease of 0.2 in LPLE, maximum
increase of 0.1 in LPHE) on the average values compared to the impact of the other processes
(Fig. 4.10).

Figure 4.10: Summary of the spatial mean of export and transfer efficiencies in four subregions and
in all four simulations: The shares of diatoms (dark green), small phytoplankton (light
green), microzooplankton (yellow), mesozooplankton (orange), and macrozooplankton
(dark orange) in the total biomass of plankton functional types in the euphotic zone
are illustrated in the pie chart in four subregions in the reference (REF) simulation by
using the 5-year average. The black and yellow arrows represent export and transfer
efficiencies, respectively. The numbers next to the arrows indicate the mean export and
transfer efficiencies in the simulations REF (black), NO_DENSITY (red), NO_VISCOSITY
(purple), and NO_OXYGEN (orange). The signs in the parenthesis show the direction of
changes. The plus, minus, and equal signs indicate an increase, decrease, and no change.

Our results suggest that ballast minerals, seawater viscosity, and oxygen-dependent rem-
ineralization are more critical for transfer efficiency than export efficiency. The results indicate
that export through the euphotic depth is more related to food web processes (net primary
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production, grazing) in the euphotic layer and independent of the ballast minerals, seawater
viscosity, and oxygen-dependent remineralization. Therefore, the global distribution of LPHE,
LPLE, LPHE, and HPHE regions do not show significant differences among the different
simulations (see Fig. 4.S3). Thus, we applied similar criteria for defining new regions according
to export and transfer efficiencies distribution. All regions above (below) the median of export
efficiency (0.21) are regions of high (low) export efficiency. Similarly, regions with a transfer
efficiency above (below) the median of the transfer efficiency (0.25) are classified as regions of
high (low) transfer efficiency. After applying this criterion, the four subregions are low export
efficiency and low transfer efficiency (LELT), low export efficiency and high transfer efficiency
(LEHT), high export efficiency and low transfer efficiency (HELT), and high productivity high
export efficiency (HEHT) as seen in Figure 4.11. When we classify the global ocean in terms of
export and transfer efficiencies and compare the different simulations, we note that accounting
for particle density leads to an expansion of the regions defined as low export efficiency and
high transfer efficiency (LEHT) in the subtropical gyres (compare Fig. 4.11a and b). The low
export efficiency and low transfer efficiency (LELT) is located mainly in the Southern Pacific
Ocean. Within high export efficiency regimes (high latitudes and Equatorial Pacific), we find
high transfer efficiencies, which we relate to large zooplankton abundance (Figures 4.6d, 4.7d).
Large zooplankton fecal pellets drive the high transfer efficiency of carbon (dark purple areas,
Fig. 4.11), which is parallel to the spatial distribution of the high contribution of fast-sinking
particles to the total particles (see supplementary Figure 4.S1b).

Figure 4.11: Regimes are classified according to their export and transfer efficiencies. To define the
different regimes, we applied the threshold method described in Methods to 5-year mean
export and transfer efficiency fields. The regimes are marked as low export efficiency and
low transfer efficiency (LELT, white), low export efficiency and high transfer efficiency
(LEHT, light purple), high export efficiency and low transfer efficiency (HELT, purple),
and high export efficiency and high transfer efficiency (HPHT, dark purple). One map is
shown per simulation: REF, NO_DENSITY, NO_VISCOSITY, and NO_OXYGEN

discussion

Export efficiency

The inverse relationship between NPP and the e-ratio was previously observed for the Southern
Ocean (Maiti et al., 2013; Britten et al., 2017; Arteaga et al., 2018) and globally (Henson et al.,
2019). In our model, a similar relationship is found in the global ocean (Fig. 4.5). However,
the inverse relationship is more prominent in the high latitudes (see supplementary Figure
4.S9). The empirical models that are suggested in the literature (Laws et al., 2011; Britten et al.,
2017; Arteaga et al., 2018; Henson et al., 2019) are derived from databases of satellites and in situ
measurements which are sparsely distributed both temporally and spatially. Here, we used a
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medium complexity ocean biogeochemical model to investigate whether these patterns also
hold on a larger scale.

Previously, Henson et al. (2019) suggested a classification of the global ocean according to
the magnitude of productivity and export efficiency. The authors showed that almost all data
points that exhibit LPHE characteristics are located at high latitudes and LPLE characteristics
in subtropical gyres, HPLE characteristics at the low latitudes, and HPHE characteristics in
the South, Equatorial, and North Atlantic. In this study, we extrapolated these temporal and
spatial snapshots of the characteristics of the global ocean by using mean modeled NPP and
export efficiency patterns. Our results show a similar spatial distribution (Fig. 4.2) as shown in
Henson et al. (2019), except for the Equatorial Pacific, which is classified as HPHE in our model
and was classified as HPLE by Henson et al. (2019).

Observations show that high export events can be related to the plankton composition,
i.e., the dominance of large cells and diatoms that control the high export events (Boyd
and Newton, 1999; Buesseler, 1998). In addition, fast-sinking zooplankton fecal pellets could
dominate the export flux (Turner, 2015). Henson et al. (2019) illustrated for the first time the
link between e-ratio and plankton community composition on the global scale by using micro-,
nano- and picoplankton data (Uitz et al., 2010), bacteria abundance (Buitenhuis et al., 2012),
and mesozooplankton and macrozooplankton biomass (Moriarty and O’Brien, 2013; Moriarty
et al., 2013). The authors showed that while a high share of microplankton in the plankton
community and high mesozooplankton and macrozooplankton biomass could enhance export
efficiency, a high share of picoplankton could decrease the export efficiency. Our model does
not differentiate between larger and smaller phytoplankton cells. However, we indirectly see
the effect of phytoplankton composition since they affect the density of sinking particulate
matter. Especially, we see that the high export efficiency regions are dominated by high primary
production by diatoms and related meso - and macrozooplankton biomass.

Transfer Efficiency

In contrast to export efficiency, there are relatively limited data for transfer efficiency, and this
makes it difficult to detect large-scale spatial variability (Weber et al., 2016). Previous studies
provide spatial patterns by using an ocean inverse model (Weber et al., 2016) and biogeochemical
model (Maerz et al., 2020) of transfer efficiency in the global ocean. Both studies illustrated high
transfer efficiency in the high latitudes and lower transfer efficiency in the low latitudes (except
for Equatorial Pacific). Their results partly contradict previous findings showing high transfer
efficiency (>20%) in low latitudes and low transfer efficiency (<5%) in high latitudes (Henson
et al., 2012). It was discussed that this could be a result of the collection biases of bottom-moored
sediment traps and/or analytical errors associated with the Th-based export observations used
(Weber et al., 2016). Our results indicate a similar latitudinal gradient (Fig. 4.4d) as described
in Henson et al. (2012). However, there are two exceptions for the high latitudes: (1) the effect
of seasonality and (2) large zooplankton abundance. Firstly, the transfer efficiency reaches a
maximum of 1 depending on the season (Fig. 4.4d, zonal mean) in the high southern latitudes,
which we do not see a similar seasonal effect in the low latitudes. Secondly, high transfer
efficiency is more related to fast sinking particles (i.e., large zooplankton abundance) in high
latitudes (Fig. 4.6d).

As noted before, the magnitude of the transfer efficiency is more sensitive to the ballast
minerals, seawater viscosity, and oxygen-dependent remineralization than the export efficiency
(Fig. 4.8). Similar results were provided by Maerz et al. (2020) after the implementation of
microaggregates, which impact sinking velocity, and led to a threefold increase in the mean
transfer efficiency in the Antarctic zone. This region falls into the LPHE region in our study,
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and we show that omitting ballast minerals results in a 44% lower transfer efficiency in this
region (Fig. 4.10). Maerz et al. (2020) do not report a significant impact of ballast minerals on
the mean transfer efficiency in the low latitudes. However, we show that the missing ballast
minerals affect transfer efficiency in the low latitudes (e.g., LPLE, HPLE). Here, we need to note
that it is related to the spatial distribution of small-phytoplankton which includes calcifiers
in our model. In addition, oxygen-dependent remineralization plays a role in the magnitude
of the transfer efficiency in the regions HPLE and HPHE, where oxygen minimum zones are
located, in agreement with Laufkötter et al. (2017). Omitting oxygen-dependent remineralization
decreases the transfer efficiency of carbon in these regions since low oxygen concentration
decreases the reference remineralization rate.

The transfer efficiency of carbon in the LPLE regions (in subtropical gyres, Fig. 4.2) is highly
sensitive to the representation of mineral ballasting (Fig. 4.8f). In all three simulations that
include mineral ballasting (REF, NO_VISCOSITY, and NO_OXYGEN), the subtropical gyres
are characterized as having low export efficiency (<21%) and high transfer efficiency (>25%).
When the ballasting minerals are excluded from the model, these regions have low export
efficiency (<21%) and low transfer efficiency (<25%). One previous study showed that the
transfer efficiency of carbon is greatest in the subtropical gyres because of little remineralization
due to ballasting by calcium carbonate (Francois et al., 2002). This spatial feature is captured
when the ballast minerals are included in the model (Figures 4.10, 4.11).

Observations from deep ocean sediment traps have shown strong correlations between
organic carbon fluxes and ballast minerals, and this was associated with the effect of ballast
minerals on the particle sinking speed and/or protection of the organic matter from remineral-
ization (Klaas and Archer, 2002; Armstrong et al., 2001b; Francois et al., 2002). Iversen and Robert
(2015) showed that ballast minerals enhance the sinking speed of particles. Here, we quantify
its role in export and transfer efficiencies by using the global ocean biogeochemical model. Our
results show that ballast minerals can lead to substantial regional variability of sinking speed
and change the global mean transfer efficiency. However, the impact of ballast minerals is not
uniform in the global ocean (Wilson et al., 2012), for instance, ballast composition had little or
no effect on particle settling velocity in the Mediterranean Sea (Lee et al., 2009). Therefore, our
results need more understanding from sediment trap studies.

Limitations and Implications

Our description of spatial patterns and drivers of the export and transfer efficiencies goes well
beyond previous studies that developed empirical equations or analyzed observations. We are
confident that our model captures the spatial distribution and relation between NPP and e-ratio
reasonably well. Nevertheless, we acknowledge that additional work (i.e., comparison with
other models, missing processes) may lead to a more complete picture. In this study, we test the
effect of ballast minerals, seawater viscosity, and oxygen-dependent remineralization on carbon
transfer efficiency by using outputs of a single biogeochemical model. Therefore, the results
could be affected by the structure and the parametrization of the model. For instance, the
version of REcoM-3ZOO used in this study explicitly divides the spectrum of sinking particles
into two pools: slow-sinking and fast-sinking particles (see model description in Methods).
This separation gives a strong geographical separation between two sinking particle pools. For
example, the model results suggest that slow-sinking particles can, in some locations, make
up 100% of total sinking particles (see supplementary Figure 4.S1). Although a single type
of sinking particle can drive the entire export flux in some regions and seasons (Markussen
et al., 2020), the bulk of sinking particles usually consists of many different sources such
as fecal pellets and marine snow (Turner, 2015; Laurenceau-Cornec et al., 2015). Similarly, the
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fast-sinking particles dominate the euphotic zone only in the regions with high meso- and
macrozooplankton biomass, which directly causes a high carbon transfer efficiency. The transfer
efficiency of carbon is relatively higher in our model compared to Henson et al. (2012) and
Weber et al. (2016). This is partly related to the high sinking velocity of fast-sinking particles
in the model. Therefore, further tests of different reference sinking speeds might be tested.
In addition, the evaluation of particle fluxes was performed in a 60-years long simulation.
In addition, longer simulations should be performed to evaluate the effects on deep ocean
nutrient concentrations.

The motivation of this study was to analyze and quantify the possible effect of missing
ballast minerals, seawater viscosity, and oxygen-dependent remineralization on carbon export.
Henson et al. (2022) assess the predicted influence of omitting specific mechanisms on modeled
present-day carbon export estimates. In our model, the effect of ballasting, seawater viscosity,
and oxygen-dependent remineralization hardly affect the total integrated POC flux across the
euphotic depth (4.7-5 Pg C yr−1 in four simulations). The impacts of all three processes could
increase or decrease the POC flux depending on the region (see supplementary Fig. 4.S8).
According to the summary of Henson et al. (2022), not considering mineral ballasting from the
models likely causes a negative bias, or the size of the effect is unknown on the global scale.
We find that the globally integrated export flux across the euphotic depth decreases by 4%
from 5 in NO_DENSITY when to 4.8 in REF accounting for mineral ballasting. It shows that
most particles are transferred below the euphotic zone due to the enhancing effect of ballasting
on sinking speed. Consequently, the POC flux across the euphotic depth decreases. Henson et al.
(2022) also mention that omitting seawater viscosity could cause a positive bias in present-day
estimates. However, our results show that omitting seawater viscosity causes a negative bias
and the globally integrated POC flux decreases by 2.1% (4.7 Pg C yr−1 in NO_VISCOSITY and
4.8 Pg C yr−1 in REF). Our results differ from the previous findings by Taucher et al. (2014)
which show that including seawater viscosity decreases export flux at 130 m by 2.8%. This
discrepancy might result from the depth choice since we use, in contrast to Taucher et al. (2014),
a monthly calculated euphotic depth in our analysis. However, both studies confirm that the
effects of seawater viscosity on particle sinking speed are unlikely to affect modern-day export
estimates significantly (Henson et al., 2022). In our parametrization, we assumed that the particle
sinking speed is higher in warm water than in cold water. However, it should be noted that
the effect of temperature on particle sinking speed is not clear. Previously, Bach et al. (2012)
reported that a warming of 9◦C leads to an increase in sinking speeds by 40%. While intuitively
higher water viscosity at colder temperatures should decrease the sinking speeds, Iversen and
Ploug (2013) could not confirm such a relationship in their experiments. Finally, we considered
oxygen-dependent remineralization, and when this process is omitted, the globally integrated
export flux increases by 2.1% (from 4.8 Pg C yr−1 in REF to 4.9 Pg C yr−1 NO_OXYGEN).
This finding is consistent with the summary of Henson et al. (2022) which shows that omitting
oxygen-dependent remineralization likely causes a positive bias in export flux estimates. Our
results contribute to the research community’s ongoing interest in estimating the possible effect
of missing processes on carbon export in biogeochemical models.

conclusion

In conclusion, the modified version of the particle sinking routine (Cram et al., 2018) provides
well-defined effects of mineral ballasting, seawater viscosity, and oxygen-dependent reminer-
alization in REcoM-3ZOO. Thus, the new model version was used as a testbed to analyze
the model’s potential impacts of missing processes in particulate organic carbon flux. Our
results illustrate that the effect of parametrization of mineral ballasting, seawater viscosity,
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and oxygen-dependent remineralization on the e-ratio is small in REcoM-3ZOO. These three
processes hardly change the estimates of export fluxes across the euphotic depth. However,
they play a critical role in the transfer efficiency of carbon. Especially, our results highlight the
importance of ballast minerals on particle sinking speed and, consequently, transfer efficiency.
Furthermore, large zooplankton play a critical role in carbon transfer efficiency. In the model,
high export efficiency is not directly an indicator of high transfer efficiency. Rather, high transfer
efficiency is related to high large zooplankton abundance in the high export efficiency regions.
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introduction

This Appendix firstly presents the contribution of slow and fast-sinking particles to the total
sinking particles across the euphotic depth.

Text for the Figures

Figure 4.S1 shows the contribution (%) of slow and fast-sinking particles to average total sinking
particles in the euphotic zone in REcoM-3ZOO. In the model, sinking particles are dominated
by the slow-sinking particles (Fig. 4.S1a). The fast-sinking particles contribute mainly in the
North Atlantic and North Pacific, and in the Equatorial Pacific. In addition, the fast-sinking
particles dominate the total sinking particles (up to 74%) in parts of the southern high latitudes.

Figure 4.S2 shows the density of particles, seawater viscosity and scaling factors in the model.
Slow sinking particles have a higher density compared to fast-sinking particles since the shares
of opal and CaCO3 are higher compared to the fast-sinking particles (Fig. 4.S2a,b). We see this
effect in the density scaling (Fig. 4.S2c,d). The high density of the particle enhances the scaling
factor. Seawater viscosity is higher in the colder regions and decreases towards the equator (Fig.
4.S2c). As a result, the viscosity scaling increases the sinking speed and reduces the sinking
speed in the high latitudes.

Figure 4.S3 shows the productivity and export efficiency regimes in four simulations. Al-
though there are minor changes, the distribution of large regions is similar in the model.

Figure 4.S4 shows the mean profiles of sinking speeds of slow and fast sinking particles. The
average surface sinking speed of slow-sinking particles varies between 9 and 22 m d−1 in four
regions. The average slow-sinking particles reach a maximum of 135 m d−1 at 5000 m in the
LPLE region. The average surface sinking speed of fast-sinking particles varies between 91 and
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125 m d−1. The mean sinking speed of fast-sinking particles reaches a maximum of 250 m d−1

at 5000 m in the LPLHE.
Figure 4.S5 shows the 5-year mean sinking speed of the slow and fast-sinking particles at

the surface. Due to the parameter choices, fast-sinking particles have higher sinking rates
than slow-sinking particles. The temporal mean sinking speed of fast-sinking particles varies
between a minimum 51 m d−1 in South Pacific and a maximum of 250 m d−1 in the Southern
Ocean. The surface sinking speed of slow-sinking particles varies between 3 m d−1 in polar
regions and a maximum of 100 m d−1 in the subtropical gyres.

Figure 4.S6 shows the comparison of POC flux in the model and available data (Mouw et al.,
2016). The spatial distribution of POC flux observations is shown in Figure 4.S6a. There are
14748 observations, and 83 % of the observations are from the northern hemisphere. The rest,
17%, is from the southern hemisphere. The POC flux in the model was plotted against the
observations, and observations were colored according to depth (4.S6b). This comparison gives
a root mean square error (RMSE) of 2.39 mmol C m−2 d−1. In the northern and southern
hemispheres, the RMSE is 2.15 and 3.52 mmol C m−2 d−1, respectively.

Figure 4.S7 shows the spatial distribution of different depth horizons in the reference
simulation.

Figure 4.S8 shows the annual mean export flux in the reference simulation (REF) and
the effects of ballasting, viscosity and oxygen-dependent remineralization as derived by the
difference between REF and the specific simulations NO_DENSITY, NO_VISCOSITY, and
NO_OXYGEN.

Figure 4.S9 shows the plankton composition in the low latitudes and high latitudes. In
addition, it shows the relationship between primary production, export efficiency, transfer
efficiency, and sea surface temperature. Further, it shows the comparison with the empirical
equations that are used in the literature.

Calculation of the particle density and seawater viscosity

Sinking particles (slow- or fast-sinking) are represented by four state variables: carbon, nitrogen,
CaCO3 and silicate (opal). Density of the particle (ρparticle) is calculated from the densities (ρPOC,
ρPON , ρCaCO3 , ρopal , see Table 4.S1 ) and volumetric proportions of organic matter (VPOC, VPON),
carbonate (VCaCO3), and silicate (Vopal) that make up the particles, as follows:

ρparticle = VPOC · ρPOC + VPON · ρPON + VCaCO3 · ρCaCO3 + Vopal · ρopal (4.5)

The modeled seawater viscosity (µ) is calculated by using in situ temperature (T, ◦C) (in
equation 4.6, Schoofs et al., 2000):

µ = 2.414 · 10−5 · 10247.8/(T+133.15) (4.6)

The ρparticle and µ are used in Equation 1 in the main text to calculate the varying particle
sinking speed.
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Parameter (Unit) Symbol Value Reference

POC density (kg m−3) ρC 1033 Cram et al. (2018)

PON density (kg m−3) ρN 1033 Cram et al. (2018)

CaCO3 density (kg m−3) ρCaCO3 2830 Cram et al. (2018)

Opal density (kg m−3) ρopal 2090 Cram et al. (2018)

Reference particle density (kg m−3) ρre f 1230 Cram et al. (2018)

Reference seawater density (kg m−3) ρswre f 1027 Cram et al. (2018)

Reference seawater viscosity (kg m−1 s−1) µre f 0.00156 Cram et al. (2018)

Reference sinking speed of slow-sinking particles (m d−1) wre f1 10 —

Reference sinking speed of fast-sinking particles (m d−1) wre f2 200 —

Depth scaling factor ( d−1) ds 0.01 —

Maximum sinking velocity ( d−1) wmax 250 —

Reference remineralization rate (d−1) rre f 0.15 —

Half-saturation coefficient for oxygen kO2 15 Cram et al. (2018)

dependent remineralization (mmol m−3)

Table 4.S1: Parameters for the new sinking routine in REcoM-3ZOO.
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Figure 4.S1: The contribution (%) of slow and fast-sinking particles to the temporal average total
sinking particles across the euphotic depth in the biogeochemical model REcoM-3ZOO.
(a) Slow-sinking particles, (b) fast-sinking particles.

Figure 4.S2: The density of particles, seawater viscosity and scaling factors in the model. The first
row is (a) the density of slow-sinking particles (kg m−3), (b) the density of fast-sinking
particles (kg m−3) and (c) seawater viscosity (kg m−1). The second row depicts the scaling
factors: (d) density scaling for slow-sinking particles, (e) density scaling for fast-sinking
particles, and (f) viscosity scaling for both particle types.
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Figure 4.S3: Productivity and export efficiency regimes are presented for the four different simula-
tions, see figure titles. Locations of modeled regimes are marked as low net primary
production (NPP), high export efficiency (LPHE, dark red), low NPP, low export effi-
ciency (LPLE, orange), high NPP, low export efficiency (HPLE, light green), and high
NPP, high export efficiency (HPHE, dark green).

Figure 4.S4: Profiles of sinking speeds of slow (dark red dotted line) and fast-sinking particles
(dark red, dashed line) are shown in four productivity and export efficiency regimes.
The solid dark red line shows the average of slow and fast-sinking particles.
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Figure 4.S5: The 5-year mean sinking speed (m d−1) of the slow- and fast- sinking particles at the
surface: (a) slow-sinking and (b) fast-sinking particles.

Figure 4.S6: Comparison of modeled and observed POC flux (a) the spatial distribution of data
compiled by (Mouw et al., 2016), (b) Comparison of particulate organic carbon (POC) flux
(mmol C m−2 d−1) sorted by depth (m), (c) Comparison of POC flux (mmol C m−2 d−1)
sorted by three subregions in the northern hemisphere and (d) Comparison of POC flux
(mmol C m−2 d−1) sorted by three subregions in the southern hemisphere
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Figure 4.S7: Spatial distribution of different depth horizons: (a) Annual mean of euphotic depth, (b)
annual meean of mixed layer depth (MLD), and (c) maximum annual MLD in the REF
simulation.

Figure 4.S8: The temporal mean of POC export production (EP, g C m−2 yr−1) across euphotic depth
in the baseline simulation REF (first column) and the effects of ballasting, viscosity and
oxygen-dependent remineralization as derived by the difference between REF and the
specific simulations NO_DENSITY, NO_VISCOSITY, and NO_OXYGEN.
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Figure 4.S9: Export efficiency (e-ratio) and transfer efficiency (Te f f ) in relation to community com-
position, net primary production (NPP) and sea surface temperature (SST). The first
row illustrates the share (%) of biomass of each plankton functional type to the total
plankton biomass within the euphotic zone. Diatom, small phytoplankton, microzoo-
plankton,mesozooplankton, and macrozooplankton are represented with dark green,
light green, yellow, orange, and dark orange, respectively. The second row shows the
e-ratio versus modeled total net primary production (NPP), with points colored by
temporal mean SST (◦C). Also, the relationship between NPP and e-ratio was calculated
by using the empirical equation from Laws et al. (2011) and are plotted as solid lines (at
temperatures of 5.3, 18, 30◦). The colors of lines correspond to SST colors in the color bar.
The two red lines in panel f show the results from the empirical equations suggested by
Arteaga et al. (2018) and Britten et al. (2017). The third row shows the transfer efficiency
(Te f f ) versus the modelled total net primary production (NPP) , with points colored
by temporal mean surface large zooplankton (meso- and macrozooplankton biomass,
mmol C m−3) biomass.





5
S Y N T H E S I S

S Y N T H E S I S A N D O U T L O O K

135





5.1 major findings and conclusion 137

Biogeochemical models are powerful tools for researching global biogeochemical cycles
and pelagic ecosystems (Le Quéré et al., 2005; Hood et al., 2006). Researchers have used such
models to study carbon and nutrient cycling (Henson et al., 2015; Le Quéré et al., 2016) and
phytoplankton dynamics (Hashioka et al., 2013) for more than two decades. By design, all of
these models are simplifications of complex natural ecosystems. Therefore, it is not possible to
represent all organisms and processes that occur in the natural environment in these models.
As a compromise, key species and processes are implemented in the framework of ’Plankton
Functional Type (PFT) modeling’ to simulate ocean biogeochemistry and plankton diversity to
the extent needed (Le Quéré et al., 2005; Hood et al., 2006). Most PFT models in the literature
represent several phytoplankton functional types such as coccolithophores, diatoms, Phaeocystis
(Moore et al., 2004; Romanou et al., 2014; Wright et al., 2021). However, zooplankton functional
types are less well represented in these models. Except for recent examples from PlankTOM and
COBALT (Le Quéré et al., 2016; Stock et al., 2020; Wright et al., 2021), PFT models usually represent
zooplankton with only one or two zooplankton functional types (Séférian et al., 2020). The
limited amount of zooplankton functional types can be one reason for the misrepresentation
of zooplankton-related processes such as fecal pellet production, dissolved organic carbon
and nutrient excretion, respiration, and grazing, which all play important roles for ocean
biogeochemical cycles and food webs. Therefore, there is a growing body of work including
multiple zooplankton functional types in biogeochemical models (e.g., Buitenhuis et al., 2006,
2010; Le Quéré et al., 2016; Stock et al., 2020; Wright et al., 2021)

In this thesis, I used a global setup of a physical-biogeochemical model to quantitatively
assess the role of zooplankton functional types on the carbon export and sequestration flux,
nutrient recycling, and phytoplankton bloom phenology. Besides, I used the model to investigate
the role of mineral ballasting, seawater viscosity, and oxygen-dependent remineralization on
carbon export efficiency and transfer efficiency and set these processes in perspective to the role
of phytoplankton and zooplankton community composition. I will first summarize the major
scientific findings of the thesis (section 5.1), and then I will discuss the scientific progress and
the limitations of the results (section 5.2). Lastly, I will discuss future research ideas (section
5.3) emerging from the work presented in this thesis.

5.1 major findings and conclusion

In the pelagic ecosystem, zooplankton plays an important role due to its functions, such
as recycling of carbon and nutrients and grazing on phytoplankton. The focus of this Ph.D.
project was to investigate the role of zooplankton in global biogeochemical cycles and, in
particular, to assess the sensitivity of biogeochemical model results to the representation of
multiple zooplankton functional types. For this purpose, it was necessary to conduct literature
research and define the key processes of zooplankton functional types before implementing
them in the biogeochemical model REcoM. Throughout the Ph.D. project, three zooplankton
functional types and a new fast-sinking detritus class were implemented (Publication I and II)
into the biogeochemical model REcoM (Fig. 5.2), which originally only contained single generic
zooplankton and a single detritus group. After the parametrization of the new zooplankton
functional types, this new model version was used to explore the drivers of carbon export
and transfer efficiencies. To this end, a new sinking routine was implemented in the model in
Publication III. Scientifically, this thesis has contributed to addressing the following research
questions by using a biogeochemical model:

• What is the role of zooplankton in carbon export and nutrient recycling?

• How does zooplankton grazing affect phytoplankton bloom phenology?
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• What are the relative roles of plankton community composition and of mineral ballasting,
seawater viscosity, and oxygen-dependent remineralization on carbon export efficiency
and transfer efficiency?

In the following, the contribution of this thesis to address each of these questions will be
summarized:

What is the role of zooplankton in carbon export and nutrient recycling?

Publication I presented and evaluated the global biogeochemical model REcoM after implement-
ing a polar macrozooplankton and associated fast-sinking detritus class. The model reproduces
the high biomass of macrozooplankton in the Southern Ocean as known from observations
(Moriarty et al., 2013). Our model results reveal a macrozooplankton-related contribution of
up to 14% to total carbon export in the Southern Ocean south of 50◦S. Besides its contribution
to the carbon export, the transfer efficiency of carbon reaches up to 50% in the regions where
high macrozooplankton biomass occurs. Similarly, I showed that the high mesozooplankton
and macrozooplankton abundance enhances carbon transfer efficiency (reaching up to 80%)
in the equatorial upwelling regions and the Southern Ocean (Publication III). These findings
imply that models benefit from representing additional zooplankton functional types and their
fast-sinking fecal pellets to better capture the mechanistic processes of carbon export.

The role of zooplankton in nutrient recycling was mainly discussed in Publication II. In that
study, I presented a new model version with three zooplankton functional types (REcoM-
3ZOO). Our model reproduces the global biomass and spatial distribution of micro-, meso-
and macrozooplankton (Buitenhuis et al., 2010; Moriarty et al., 2013; Moriarty and O’Brien, 2013)
and their expected roles in the carbon cycle reasonably well. In Publication I and particularly in
Publication II, I illustrated that nutrient recycling by zooplankton stimulates the net primary
production in the biogeochemical model REcoM. The new food web structure of the model
leads to a 25% increase in annual net primary production compared to the original version of
the model. This resulted from the role of zooplankton in the partitioning of primary production
between recycled production, export, and standing stocks of organic matter. The findings imply
that the mean state of nutrients and primary production in the model and comparability of the
results with observations can benefit from the representation of zooplankton functional types.

How does zooplankton grazing affect phytoplankton bloom phenology?

In Publication II, I use the global biogeochemical model to assess the bloom phenology of
phytoplankton in the Atlantic sector of the Southern Ocean. This publication compared the
phytoplankton bloom phenology in two model versions (REcoM-2 and REcoM-3ZOO) and
evaluated it with satellite data (Johnson et al., 2013). These comparisons showed that a parame-
terization that resulted in weak grazing pressure causes an early start of the phytoplankton
bloom in the model. Enhancing zooplankton grazing delays the start of the phytoplankton
bloom by three weeks and controls the magnitude of the bloom peak in the Southern Ocean.
Furthermore, our results suggest that the increase in the phytoplankton loss rate due to zoo-
plankton grazing changes the mechanism behind the start of the phytoplankton bloom. In the
original version of the model with one zooplankton group and weak grazing pressure, the start
of the spring bloom in the Southern Ocean depends on bottom-up control (light availability) as
in Sverdrup’s ’Critical Depth Hypothesis’ (Sverdrup, 1953). In contrast, in the model version
with three zooplankton functional types, the spring bloom is initialized when the mixed layer
depth is at its maximum. The underlying cause is the dilution of grazers due to the deepening
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of the mixed layer, and this model state mirrors Behrenfeld’s ’Dilution–Recoupling Hypothesis’
(Behrenfeld, 2010). The model results now align with the current theories about phytoplankton
bloom initiation, but foremost this highlights the sensitivity of phytoplankton bloom phenology
to the zooplankton representation in the model.

What are the relative roles of plankton community composition and of mineral ballasting, seawater
viscosity, and oxygen-dependent remineralization on export efficiency and transfer efficiency?

In this thesis, I used three different versions of the biogeochemical model REcoM for global-
scale carbon export analysis (Fig. 5.1). In the original version of REcoM with one zooplankton
group, the global export efficiency across the euphotic depth is 19.2% and the transfer efficiency
amounts to 10.6%. In the version with three zooplankton functional types (REcoM-3ZOO,
Publication II), the export efficiency decreases to 12.7% across the euphotic depth and the
transfer efficiency of carbon increases to 29.6 %. This indicates that both global export efficiency
and transfer efficiency change substantially with the number of plankton functional types in
the model. Further, in Publication III, I implemented a new sinking routine (modified version of
Cram et al., 2018) into the biogeochemical model REcoM-3ZOO. The new configuration allowed
me to separately quantify the effect of previously omitted processes on carbon export and
sequestration flux in the models (Henson et al., 2022). In Publication III, I focused particularly
on the effect of the three processes, namely seawater viscosity, mineral ballasting, and oxygen-
dependent remineralization, on carbon export efficiency and transfer efficiency. Our results
show that the global mean export efficiency across the euphotic depth stays similar (13.7±0.2%)
whether or not the effects of seawater viscosity, mineral ballasting, and oxygen-dependent
remineralization were included in the model. However, the global mean carbon transfer
efficiency is more sensitive and varies between 25% and 32% in the different simulations. The
magnitude of the effect of each process shows spatial variability. While the effect of ballast
minerals increases the transfer efficiency by a factor of nine in high latitudes and subtropical
gyres, including oxygen-dependent remineralization increases the transfer efficiency by 28% in
low latitudes. The influence of seawater viscosity on transfer efficiency is smaller than the other
effects, with the largest effect being an increase of the transfer efficiency by 8% in subtropical
gyres. These findings contribute to a previous study that summarized different estimates of
present-day particle export fluxes depending on which processes are included in a model
(Henson et al., 2022).

Model Developments in this Thesis

In addition to examining the previously listed questions, the work contributes to the ongoing
development of REcoM. Throughout this Ph.D. project, three zooplankton functional types and
a fast-sinking detritus class were implemented in the model (Fig. 5.2). The model now differs
from other models in the literature, notably by representing the polar macrozooplankton group,
which has a high biomass in the Southern Ocean. Furthermore, a new sinking routine was
implemented into the model (Publication III). This is an important first step in order to assess
the global particulate organic carbon (POC) flux and underlying processes in follow-up studies
of the present-day and future biological carbon pump.



140 synthesis

Figure 5.1: Summary of global integrated net primary production, export production, export efficiency
and transfer efficiency in the different versions of REcoM.

5.2 limitations and implications of the new parametrizations in recom

There are still many ways in which biogeochemical models can be improved. Previous studies
reported the sensitivity of the biogeochemical model results to parameter values (Hill Cruz
et al., 2021), process formulations (Gentleman and Neuheimer, 2008), physics (Couespel et al., 2021),
or new plankton functional types (Le Quéré et al., 2016). In this thesis, I demonstrated the
sensitivity of one biogeochemical model to the implementation of new zooplankton functional
types. In my studies, it is shown that "structuring and parameterizing biogeochemical models
based on observations without tuning is a strategy that works," as suggested by Buitenhuis et al.
(2006). I showed that the model’s mean state is improved by the representation of zooplankton
functional types and related processes. Nevertheless, the parametrizations of zooplankton
functional types and sinking particles have limitations and caveats that will be discussed in the
following.

Parametrization of Zooplankton Functional Types

In Publication I and II, we parameterized three zooplankton functional types: micro-, meso- and
macrozooplankton. Microzooplankton is parametrized as a fast-growing herbivore group that
is closely coupled to the growth of phytoplankton, whereas the mesozooplankton group has a
lower grazing rate and produces fast-sinking fecal pellets. The macrozooplankton group was
parametrized close to polar macrozooplankton, which produce fast-sinking fecal pellets with a
high carbon to nitrogen ratio. Thus, the main differences between the zooplankton functional
types are their temperature sensitivities and the group-specific parameter values reflecting their
main roles as outlined above (see Publication II supplementary). In REcoM-3ZOO, the same
grazing and mortality formulations are used for all zooplankton functional types. Here, I will
discuss the possible effects of different grazing, mortality, and grazing preference formulations
on our results.

There is a long list of publications since the 1960s that describe the influence of different
grazing formulations on single (e.g., Holling, 1965; Steele, 1974; Gentleman and Neuheimer, 2008)
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and multiple prey systems (e.g., Gentleman et al., 2003; Anderson et al., 2010). The most common
results of these studies are the drastic change in phytoplankton composition and biomass due
to the different formulations. A very robust example is from Anderson et al. (2010). The authors
illustrated that the global diatom biomass changed by a factor of five when using different
grazing formulations. In this thesis, we have used the same ingestion function (Holling Type III,
Holling, 1959) for all three zooplankton functional types and did not test the effect of Holling
Type I and II ingestion formulations. The sigmoidal (Holling Type III) type of response can
occur for the whole population even when the individual zooplankton species is non-sigmoidal
(Holling Type I or II) (Lampert, 2005; Morozov and Arashkevich, 2008). However, Holling Type
I and II responses are common for filter feeders (Jeschke et al., 2002, 2004). Therefore, further
tests of using the Holling Type II ingestion function for the herbivorous microzooplankton
group could be done in the future in REcoM. I expect that using a Holling type II grazing
function for microzooplankton would not change the main findings regarding the role of
zooplankton functional types on carbon export and nutrient recycling. Still, the magnitude
of these processes could be affected when the sensitivity of phytoplankton and consequently
zooplankton biomass to the chosen equation is considered (Anderson et al., 2010).

Another aspect is the grazing preference of the zooplankton functional types on different
prey. The preference for multiple prey can be constant or variable. While the constant preference
reflects given prey palatability or is related to predator–prey size ratios, variable preference is a
way to describe how zooplankton select preferentially the most abundant prey (Vallina et al.,
2014). When the variable preference option is used, passive or active switching between the
preys can be used. While active switching depends on the relative densities of the multiple prey,
passive switching is associated with the single resource responses (Gentleman et al., 2003; Vallina
et al., 2014). The choice of the grazing preference formula affects the model results, however,
the effect is much smaller than using a different grazing equation. For instance, (Vallina et al.,
2014) illustrated that the choice of different grazing preference formulations can decrease
phytoplankton biomass by up to 10%. In our model, I used the variable grazing formulation
from Fasham et al. (1990). In the case of implementing new phytoplankton functional types to
the model, future users of the model should reassess the performance of the current equation
because it was shown that the feeding probability on each phytoplankton group decreases with
the increasing number of phytoplankton groups (Vallina et al., 2014).

Zooplankton mortality represents the death of individuals and loss of their associated
biomass due to predation, starvation, genetic malfunction, and disease (Carlotti et al., 2000).
Different mathematical functions (linear, quadratic, hyperbolic, sigmoidal) are used, and their
choice by modelers is generally based on theoretical arguments rather than specific mechanisms
or observations (Mitra et al., 2014). Similar to the ingestion function, the use of different mortality
functions can influence the results of the models. Mitra et al. (2014) did a detailed analysis by
using NPZD-type (Fasham et al., 1990) models. The authors showed that nutrients, bacteria,
and especially zooplankton biomass are sensitive (decrease or increase) to the choice of the
zooplankton mortality function. A recent example analysed the sensitivity of zooplankton and
phytoplankton biomass to a change of zooplankton’s mortality parameter values by ±50%
(Hill Cruz et al., 2021). We used the quadratic mortality function in our parametrizations and
did not perform a systematic sensitivity test for the mortality equations and parameter values.
The mortality term remains to be a parameter that needs tuning due to difficulties in obtaining
realistic mortality estimates from the field, laboratory, or mesocosm studies Mitra et al. (2014).

Finally, a representation of zooplankton diel and/or seasonal vertical migration is lacking
in REcoM. Large-scale biogeochemical models still include this behavioral feature only rarely,
because of difficulties to parameterize this process (Archibald et al., 2019). For instance, none of
the biogeochemical components of CMIP6 Earth System Models represents vertical migration
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of zooplankton (Henson et al., 2022). However, including vertical migration of zooplankton may
enhance present-day export estimates by 14% to 40% globally (Aumont et al., 2018; Archibald et al.,
2019). Thus, the importance of zooplankton in carbon fluxes might be even more prominent
than what we have shown in this thesis. The limited number of models including zooplankton
vertical migration indicates a research gap in this field. Therefore, developing the representation
of zooplankton vertical migration in REcoM and using the model to investigate its impact
on present-day, and future carbon export flux estimates might be an interesting aspect in the
future.

Parametrization of Detritus Classes

I used REcoM versions with two detritus classes in Publication I, II, and III. The reason behind
implementing the new fast-sinking particles is the observed high sinking rates of zooplankton
fecal pellets (Turner, 2002). In the literature, a large range of sinking speeds of zooplankton fecal
pellets is reported (5 to 2700 m d−1, Turner, 2002). The sinking speed of fecal pellets depends
on the species. For example, while the sinking speed of copepod fecal pellets ranges from 5 to
200 m d−1, pellets of euphausiids may sink with velocities between 16 and 862 m d−1 (for the
complete set of ranges of other zooplankton groups, see Table 2 in Turner, 2002). It remains
a challenge to capture this wide variety of particle sinking speeds in biogeochemical models.
Therefore, having a fast-sinking detritus class and associating it with zooplankton groups is an
improvement for REcoM. However, the explicit division of the spectrum of sinking particles
into two pools gives a strong geographical separation between the two sinking particle pools.
For instance, while the fast-sinking particles dominate the upper ocean only in the regions with
high meso- and macrozooplankton biomass, the slow-sinking particles can make up to 100%
of total sinking particles in some regions such as the subtropical gyres (see supplementary
Figure 4.S1 in Publication III). Hence, the model design inherently makes a strong assumption
about the spatial distribution of the particle classes. We see this effect directly in Publication III in
the regions with high meso- and macrozooplankton abundance. These regions are characterized
by high transfer efficiencies of carbon.

In the literature, the sinking rates of various types of particles were reported to lie between 5
and 2700 m d−1 (Turner, 2002). The ocean biogeochemical models are far from covering this
range of sinking speeds (see supplementary Table 1 in Henson et al., 2022) and there is no
consensus about the pre-defined sinking speed parameter. The particle sinking speeds vary
between 1 m d−1 and 200 m d−1 (sometimes varying with depth) among the models. If a
biogeochemical model represents the explicit sinking of particles, the particles generally have
a constant sinking speed. In Publication III, I implement the tested one-dimensional particle
sinking model (Cram et al., 2018) in REcoM. This application does not come at the expense of
high computational demand and provides large variability of particle sinking speed. It provides
insights into the underlying processes of export flux, as shown in Publication III. Therefore, I
suggest using the new sinking routine for the future users of the model.

5.3 directions of the future research

In the following section, possible topics of future research regarding future model development
in FESOM-REcoM will be discussed, resulting from the limitations of the results presented in
this thesis. Also, other open questions in the field of zooplankton and PFT modeling will be
addressed.
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Figure 5.2: Simplified schematic figure of the main components and links in the Regulated Ecosystem
Model (Hauck et al., 2013; Karakuş et al., 2021). Compartments and processes that were
implemented during the work on this thesis (micro-, meso- and macrozooplankton and
fast-sinking detritus) are highlighted in red.

Do we need multiple zooplankton functional types in PFT Models?

There is a large spread in the number, name, equations, and parameter values of zooplankton
functional types in the biogeochemical models (Chapter 1). As to the balance between model
simplicity and complexity, it is still a valid question whether we should implement more
zooplankton functional types into the models or not? Are the additional computational costs
justified (Kriest et al., 2010; Kwiatkowski et al., 2014)? The answer certainly depends on the
scientific question posed. The main decisive factor is whether processes (grazing, nutrient
recycling, or fecal pellet production) via which zooplankton impacts global biogeochemical
cycles are well represented. This is important because in PFT models we primarily model
processes and not organisms. Hence, a critical question is whether it is possible to capture all
of these processes and their effects on ocean biogeochemistry by a single generic zooplankton
group. According to results in Publication II, at least two zooplankton functional types must
be present in global models to realistically model the zooplankton-related processes. A single
generic zooplankton group parametrized is not enough to reproduce the global zooplankton
biomass. And even if the biomass is captured well in the global ocean after tuning experiments,
the rates of loss (fecal pellet productions, excretion, respiration) or gain (grazing) terms are
probably unrealistic (Publication II). Thus, there will be an under- or overestimation of the
role of zooplankton for biogeochemical cycles on a global scale. Therefore, improvement
of parameterizations of new zooplankton functional types remains essential despite all the
difficulties in finding the right parameter values. The improvement of the model’s mean state
after parametrization of three zooplankton functional types as shown in this thesis makes us
confident to suggest to modelers to parametrize at least three zooplankton functional types in
global biogeochemical models.

Our findings clearly show that the bulk properties (nutrients, net primary production) of
the global biogeochemical model REcoM have benefited from the parametrization of three
zooplankton functional types. Now, the model represents the most important zooplankton
groups to mimic important biogeochemical functions. In further steps they could be separated
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into additional size classes, but that would possibly be computationally expensive for our
purposes to use them in an Earth System Model.

PFT models and/or Trait-based models

Since certain plankton functional types account for the most important biogeochemical pro-
cesses (e.g., calcification, fecal pellet production, nitrogen fixation), the reason why we need PFT
models is clear. Although there was a productive discussion about the usefulness of increasing
complexity in the models in the first decade of PFT modeling (Anderson, 2005; Le Quéré, 2006;
Flynn, 2006), today PFT models are widely accepted and used by the research community for
questions such as carbon cycling and phytoplankton bloom phenology (e.g., Le Quéré et al.,
2016; Stock et al., 2020; Hashioka et al., 2013). The acceptance of these types of models is partly
related to the increase of knowledge and data on plankton functional types (Buitenhuis et al.,
2013), but also to the need for understanding the response of phytoplankton, zooplankton, and
export fluxes to a changing climate (Bopp et al., 2013; Séférian et al., 2020; Henson et al., 2022).
There is, therefore, no doubt about the usefulness of these models.

In the Plankton Functional Type models, one of the ways to represent complex interactions
in the ocean is by implementing new processes and/or plankton functional types. In principle,
both strategies are valuable for answering questions about carbon export or biogeochemical
cycles. However, things get more complicated when these models are used to investigate more
ecological topics, such as competition between plankton functional types or future projections
of zooplankton and phytoplankton biomass and of net primary production. It should not
be forgotten that these models are built on each functional group’s traits which are fixed
characteristics of a functional group that describes its growth or fitness (Kiørboe et al., 2018). In
other words, the method that is used in PFT models is based on defining the trophic network
by prescribing who consumes what and at what rates (Kiørboe et al., 2018). Therefore, model
results are always strongly dependent on the prescription of the rates or structure of the model.

Trait-based models have been used simultaneously with PFT models for years to study
plankton ecology. These models are designed for microbial communities to mimic the plankton
diversity by using simple formulations and the basic principle of survival of the fittest (Kiørboe
et al., 2018). Trait-based models consider individuals with key traits described by few parameters
and characterized by environmentally dependent trade-offs, which are the costs and benefits of
particular physiological characteristics (Follows et al., 2007; Kiørboe et al., 2018). Therefore, they
can better predict the competition between marine microbial communities caused by future
environmental changes. This approach is already used by modelers on a global scale, mainly to
describe competitive interactions between marine phytoplankton (Follows et al., 2007; Ward et al.,
2012; Dutkiewicz et al., 2014). In contrast, there are only a few trait-based studies in which the
focus lies on marine zooplankton, although the global distribution of zooplankton traits (e.g.,
body size, feeding mode, egg size, spawning strategy and respiration rate) is well-documented
(Kiørboe, 2011; Litchman et al., 2013; Brun et al., 2016). However, the use of traits to define the main
zooplankton groups and their implementation in models continues to attract interest from the
scientific community. For instance, a recent study identifies eleven copepod functional groups
that are built on a species trait dataset in the global ocean (Benedetti et al., 2022, in review).
In this context, it is important to note the modeling work from Serra-Pompei et al. (2020) who
present a new model type (Nutrients–Unicellular–Multicellular (NUM)) that considers the size
and trait distribution. The new concept (NUM) was recently embedded within a representation
of the global ocean circulation, using the "transport matrix method" (Khatiwala, 2007), and it
was used to investigate carbon export efficiency (Serra-Pompei et al., 2022). The authors showed
that carbon export correlates well with copepod biomass and calculated trophic levels in the
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model(Serra-Pompei et al., 2022). To sum up, the availability of data on zooplankton traits and
the use of these data in models are increasing. Therefore, implementing a trait-based approach
could be a potential avenue for future research on the role of zooplankton in biogeochemical
cycles in global ocean models. It should be noted that these models consist of a large number
of tracers (Ward et al., 2012). Thus, they are computationally costly to use coupled to climate
models for now.

The Evaluation of Zooplankton Functional Types in the Models

Biological complexity, namely the number of plankton functional types and nutrients, can be
increased in ocean biogeochemical models to represent the lower trophic levels of the ecosystem
more realistically. However, when we increase the complexity of the models, we also need to
assess the model results with the observations quantitatively. Although this is the general rule,
the zooplankton component of models is rarely assessed in detail due to the different temporal
and spatial resolutions of observations and model outputs (Everett et al., 2017). In addition,
the observations and model outputs are often reported in different formats. For instance, field
studies generally report abundance of zooplankton rather than mass of nitrogen or carbon,
as used in models (Everett et al., 2017). However, data wrangling (Kandel et al., 2011), which
is the transformation of one format to a more useful format for modellers, does make the
comparison and evaluation possible. For example, the MAREDAT data products (also used for
for the assessment of zooplankton biomass in this thesis, Buitenhuis et al., 2010; Moriarty and
O’Brien, 2013; Moriarty et al., 2013) are an excellent example of data wrangling. While these
data sets were a big step forward to facilitate model evaluation, they are still far away to be a
real ’constraint’ comparable to surface chlorophyll and nutrient concentrations (Everett et al.,
2017). Any model which produces reasonable chlorophyll and nutrient concentrations will give
a similar global spatial distribution of zooplankton biomass (Petrik et al., 2022, in review).

More rarely, satellite products are also used to study zooplankton directly to detect swarms
(Basedow et al., 2019) or indirectly as an indicator for zooplankton biomass (Strömberg et al.,
2009). Such estimates based on chlorophyll concentration result in similar mean zooplankton
biomass and spatial distribution as large-scale biogeochemical models (Strömberg et al., 2009).
Recently, Belcher et al. (2021) reported the reflectance spectra of freshly caught krill as a base for
future remote detection by satellites. In addition, Menden-Deuer et al. (2021b) hypothesized that
grazing affects the absorption coefficients and scattering functions of seawater, and this could
allow scientists to use remote sensing to detect herbivorous grazing. Future innovation in this
field will make the evaluation of zooplankton components of biogeochemical models easier.

Zooplankton in Earth System Models

Several studies assessed the outputs of biogeochemical models that are coupled to Earth
System Models (ESMs) used for climate simulations (Bopp et al., 2013; Kwiatkowski et al., 2020;
Séférian et al., 2020). The focus of these studies was mainly the assessment of future warming,
deoxygenation, and acidification in Coupled Model Intercomparison Project 5 (CMIP5) (Bopp
et al., 2013), and CMIP6 models (Kwiatkowski et al., 2020). Additionally, Séférian et al. (2020)
mapped the changes or updates in ocean biogeochemistry components of ESMs between CMIP5
and CMIP6 model versions. However, none of these studies reported a detailed analysis of
zooplankton biomass. Recently, Petrik et al. (2022) assessed the mesozooplankton representation
in six ESMs from CMIP6. The study’s main findings were: (1) On the global scale, five out
of six models represent mesozooplankton moderately well compared to observations, (2) the
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mesozooplankton and chlorophyll relationship can be an emergent constraint to zooplankton
projections, and (3) more attention needs to be paid to prey preferences, food web structure and
temperature sensitivity. A close look at this valuable analysis shows that historic area-weighted
mean mesozooplankton biomass in the models ranges between 291 and 646 mg C m−2 globally.
The seasonal cycle of the mesozooplankton biomass differs between models and future changes
of mesozooplankton biomass follow the direction of changes in chlorophyll concentrations.
Although these kinds of studies are precious to track differences among models, they mainly
report the same message, namely that the food web structure and the parametrizations in the
biogeochemical models lead to a large spread in the model results (Bopp et al., 2013; Frölicher
et al., 2016; Petrik et al., 2022).

In this Ph.D. thesis, I worked on the mean zooplankton biomass and underlying processes in
REcoM. The current state of the zooplankton functional types in the model compares reasonably
well with the observations of biomass and of global and regional fluxes. Hence, this model is
well suited for future scenario simulations. The next step in the future could be using the model
to examine the response of zooplankton functional types to future environmental changes.

Processes Related to Export Fluxes in Biogeochemical Models

The deep ocean is the long-term storage of carbon, and the particulate export flux is the
mechanism carrying carbon from the upper ocean to the deep ocean (Passow and Carlson,
2012). Global ocean biogeochemical models are commonly used to quantify the export flux
and analyze its large-scale spatial pattern (Henson et al., 2015; Palevsky and Doney, 2018). The
gravitational sinking of particles is an important component of export flux and is represented
in all climate models with a marine biogeochemistry module (Buesseler et al., 2020; Henson
et al., 2022). However, the representation of processes that affect sinking particle generation and
transformation (e.g., fragmentation, the viscosity of seawater, mineral ballasting, zooplankton
vertical migration) vary widely among the models (Henson et al., 2022). Omitting these processes
does affect not only the export flux but also the net primary production and export ratio in the
models (Kwiatkowski et al., 2020; Séférian et al., 2020).

In this regard, the representation of particle fragmentation and vertical migration through
zooplankton in the models is worth highlighting. It is known that zooplankton play a quanti-
tatively important role in the vertical carbon flux due to particle fragmentation and vertical
migration (Banse, 1990; Steinberg and Landry, 2017). Numerous small copepods are associated
with detrital particles on which they feed and are identified as "gatekeepers" for the particle
flux through the euphotic zone (Gonzalez and Smetacek, 1994; Koski et al., 2020). Several studies
particularly point to the role of particle-associated copepods in particle fragmentation rather
than ingestion of detrital particles (Lampitt et al., 1990; Noji et al., 1991). Similarly, migration
by zooplankton may be a significant flux component as carbon is transported from the upper
ocean directly to the mesopelagic (Steinberg and Landry, 2017). These two processes are not
represented in any CMIP6 model, despite their potentially large effect on export flux (Henson
et al., 2022). In the future, the Global Ocean Observing System’s Essential Ocean Variables
(GOOS EOVs), may provide valuable observational data for a better understanding and, hence,
model parametrization of these two processes. The recent increase in the use of autonomous
platforms such as mooring lines and floats may provide new insights into export processes,
including particle fragmentation and vertical migration (Henson et al., 2022). Therefore, the
implementation of these two known and quantitatively important export processes (Banse, 1990;
Mayor et al., 2014, 2020) should be prioritized for future biogeochemical model development.

In this PhD thesis, three new processes, namely mineral ballast, seawater viscosity, and
oxygen-dependent remineralization, were implemented in the model (Publication III) because
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the effects of these three factors are well understood from observational and experimental
studies. This was the first step in representing the missing processes affecting sinking particle
dynamics in REcoM. The next step in the future could be the implementation of particle
fragmentation and vertical migration of zooplankton.

5.4 conclusion

Zooplankton form an important component of the ocean ecosystem (Steinberg and Landry, 2017).
However, it is generally treated as a top closure term and represented relatively simple in
global biogeochemical models (Edwards and Yool, 2000; Mitra et al., 2014). This was a result of
limited global datasets about zooplankton features and biomass. However, the availability of
increasingly detailed global datasets about zooplankton biomass (Buitenhuis et al., 2010; Moriarty
et al., 2013; Moriarty and O’Brien, 2013) and traits (Brun et al., 2016) increased remarkably over
the last decades, and these were used to assess the biogeochemical models. In this thesis, I
highlight the role of zooplankton in nutrient recycling, carbon export, and phytoplankton
bloom phenology. Thus, our results suggest that zooplankton should be treated as more than a
closure term in global biogeochemical models. This will not only increase the understanding of
the underlying processes of biogeochemical cycles but also lead to more robust projections of
the future biological carbon pump and lower trophic levels to climate change.
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