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Abstract

Data assimilation of satellite microwave measurements is one of the important
keys to improving weather forecasting over the Arctic region. However, the use
of surface-sensitive microwave-sounding channel measurements for data assim-
ilation or retrieval has been limited, especially during winter, due to the poorly
constrained sea ice emissivity. In this study, aiming at more use of those channel
measurements in the data assimilation, we propose an explicit method for speci-
fying the surface radiative boundary conditions (namely emissivity and emitting
layer temperature of snow and ice). These were explicitly determined with a
radiative transfer model for snow and ice and with snow/ice physical parameters
(i.e. snow/ice depths and vertical distributions of temperature, density, salinity,
and grain size) simulated from the thermodynamically driven snow/ice growth
model. We conducted 1D-Var experiments in order to examine whether this
approach can help to use the surface-sensitive microwave temperature channel
measurements over the Arctic sea ice region for data assimilation. Results show
that (1) the surface-sensitive microwave channels can be used in the 1D-Var
retrieval, and (2) the specification of the radiative boundary condition at the
surface using the snow/sea ice emission model can significantly improve the
atmospheric temperature retrieval, especially in the lower troposphere (500 hPa
to surface). The successful retrieval suggests that useful information can be
extracted from surface-sensitive microwave-sounding channel radiances over
sea ice surfaces through the explicit determination of snow/ice emissivity and
emitting layer temperature.
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1 | INTRODUCTION

Data assimilation for numerical weather prediction
(NWP) has been one of the major scientific achievements
in improving weather forecasts over the past decades
(Bauer et al., 2015). However, the weather prediction over
the sea ice-covered Arctic Ocean is not equally successful
because the initial state is less accurate due to the lack of
in situ observations compared with other regions covered
with land or open water (Bauer et al., 2016; Jung and Mat-
sueda, 2016; Bormann et al., 2017). With growing interest
in the weather prediction in polar regions in conjunction
with rapid global warming (Jung et al., 2016) and possi-
ble influences of polar changes on the weather/climate
in lower latitudes (Jung et al., 2014; Semmler et al., 2018;
Day et al., 2019; Laroche and Poan, 2022), the poor data
assimilation performance over the Arctic has received
considerable attention in recent years (WMO, 2013; Sandu
etal., 2021).

Due to the lack of in situ observations, the data assim-
ilation over the Arctic Ocean heavily relies on satellite
measurements. In fact, the Arctic region has advantages
of more temporal coverage in polar-orbiting satellite mea-
surements than over lower latitudes. Among the various
satellite measurements used for data assimilation in NWP,
microwave radiometer measurements are more readily
used because of the less sensitive nature of microwave
to clouds, compared to cloud-sensitive infrared measure-
ments (Jiménez et al., 2017; Lawrence et al., 2019). The
impact of microwave observations on forecasts in the Arc-
tic region is found to be greatest amongst all available
observations during the summer, but during the winter,
the conventional observations give the largest impact, fol-
lowed by microwave observations (Lawrence et al., 2019).
The reduced impact of microwave measurements during
the winter is due to the difficulties in characterizing the
radiative properties of snow and ice. Consequently, the use
of microwave measurements during the winter has been
largely limited to channels that are not affected by the
surface, wasting surface-sensitive channel measurements,
which are important for providing thermal information of
the mid- to lower troposphere.

The difficulties of assimilating surface-sensitive
microwave measurements over the Arctic sea ice region
during the winter largely stem from the fact that
microwave emission is from within the snow/ice layer.
The upwelling microwave radiation at the snow surface
is from emission and scattering by the same snow/ice
layer that the microwaves penetrate. Because of that,
for the data assimilation, the emissivity and emitting
layer temperature of the snow/ice layer should be known
for providing the proper surface boundary condition to

the radiative transfer model to calculate the brightness
temperature (TB) at the top of the atmosphere (TOA).

In the atmosphere-snow/ice-ocean coupled model,
it should be ideal to produce detailed snow/ice micro-
physics from which the snow/ice emission and scat-
tering can be directly calculated and incorporated into
the radiative transfer forward model. In this direction,
satellite-measured microwave radiances can be assimi-
lated in a sense that the snow and ice are an integral
part of the coupled atmosphere-snow/ice-ocean system.
Aiming at more use of surface-sensitive microwave chan-
nels for the data assimilation, we explore this approach to
obtain physically consistent emissivity of snow and ice and
associated emitting layer temperature, by explicitly and
seamlessly calculating the radiative transfer in the atmo-
sphere and within the snow/ice layers. This may be called
an “explicit method” and it is thought to be physically
consistent with microwave radiometer measurements.

This explicit method requires the optical properties of
snow and ice for calculating the radiative transfer within
the snow/ice layers. However, because the current NWP
models are not capable of producing optical properties
of snow and ice, we obtain that information from sim-
ulations using a thermodynamic snow/ice growth model
constrained by satellite-derived surface temperature and
snow/ice interface temperature (Kang et al., 2021). Thus,
although this model is loosely linked to the NWP model
through the imposed surface fluxes and precipitation pro-
vided by the NWP model, the functioning of the model is
independent of the NWP model.

In this study, we estimate multi-spectral emis-
sivities and associated emission temperatures for
Advanced Technology Microwave Sounder (ATMS)
temperature-sounding channels, with information and
constraints from the thermodynamic growth model and
radiative transfer model for the snow and ice. With this
obtained information, once atmospheric profiles are
given, TOA TBs for surface-sensitive microwave-sounding
channels are calculated. Here, for the radiative trans-
fer calculation, only the clear-sky condition is assumed.
We first investigate how this approach can give impact
on temperature retrievals with a one-dimensional vari-
ation (1D-Var) standalone system over the Arctic sea
ice region. We hypothesize that temperature retrieval
should be improved if the physically consistent snow/ice
emissivity and emitting layer temperature can provide
a better lower boundary condition for the radiative
transfer calculation. Proving the hypothesis, temper-
ature profiles are retrieved from surface-insensitive
microwave temperature-sounding channels only, as well
as from temperature-sounding channels including the
surface-sensitive channels, using the 1D-Var scheme.
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Aiming at advances in the polar prediction capacity,
this article has centred on data assimilation amongst the
comprehensive priorities for Arctic forecasting: observa-
tion, modelling, data assimilation, ensemble forecasting,
predictability and forecast error diagnosis, global link-
age, and verification (WMO, 2013). The main objective
is to explore if this explicit approach to combining the
thermodynamic snow/ice growth model with the radia-
tive transfer model enables us to provide a well-defined
surface boundary and then ultimately to open up possi-
bilities of the coupled data assimilation. The remainder is
organized as follows. Section 2 introduces the data used,
and Section 3 describes the explicit method for estimat-
ing emissivity and emitting layer temperature of snow and
ice. Then, the design of 1D-Var experiments and retrieval
results follow in Sections 4 and 5, and conclusions are
given in Section 6.

2 | DATA USED

All necessary data for this study are collocated with
radiosonde observations taken along the drift trajectory of
the Multidisciplinary drifting Observatory for the Study of
Arctic Climate (MOSAIC) expedition from December 2019
to March 2020 (Maturilli et al., 2021). The trajectory of the
MOSAIC expedition is given in Figure 1. Datasets used in
this study and construction of collocated datasets are as
follows.

21 | Model-produced snow/ice
parameters

In Kang et al. (2021), the 1D thermodynamic diffusion
model was implemented and extended into the 2D spatial
and temporal domains by employing Lagrangian track-
ing of drifting Arctic ice targets. The one-dimensional
column model computes the snow/ice profile at a spe-
cific time and location, and by employing the 1D model
while following the drifting ice it was possible to depict
a four-dimensional view of snow/ice profile development.
The model was forced by ERA5 atmospheric reanalysis
data on surface level (Hersbach et al., 2020) and was con-
strained by nudging satellite-derived surface temperature
(Dybkjeer et al., 2018) and snow/ice interface tempera-
ture (Lee and Sohn, 2015). The tracking of ice drift was
based on the satellite-derived ice drifting vector (Lavergne
et al., 2010). The snow/ice growth model consists of inde-
pendent snow and ice systems which have respective mul-
tiple layers with a 1-3 cm vertical resolution. The snowfall,
provided as an atmospheric input, is considered a newly
accumulated snow layer over the pre-existing snow layers.
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The heat transfer within the snow and ice responds to the
heat fluxes provided at snow-top and ice-bottom bound-
aries, leading to ice growth. Simulations of physical param-
eters using the scheme developed by Kang et al. (2021) pro-
vide 3 hr snow/ice depths and profiles of temperature, den-
sity, salinity, and grain size. The model simulation results
during winter demonstrated that the Kang et al. approach
could successfully simulate the evolution of the physical
parameters of snow and ice over the Arctic Ocean during
the winter. Detailed descriptions regarding the snow/ice
growth model, required inputs, and model performance
are found in Kang et al. (2021) and references therein.

In this study, the surface boundary condition needed
for running the atmospheric radiative transfer will be
obtained from physical parameters simulated with the
Kang et al. approach, along the MOSAIC drifting track
(Figure 1). The model simulation started for the ice tar-
get (whose size is 25 x 25 km) collocated with the position
of MOSAIC observation site on 1 October 2019. Then,
the simulation was continued until 31 March along the
drift of the selected ice target, which was determined by
satellite-derived ice motion vectors using the Lagrangian
tracking method. It is shown that the estimated trajectory
of the ice target (blue line in Figure 1a) is in good agree-
ment with the trajectory of the MOSAIC site (red line in
Figure 1a), and the differences between two trajectories
at a given time are found to be within 30 km (Figure 1b).
As in Kang et al. (2021), the first 2 months of the simu-
lations (i.e. October and November) are considered as a
spin-up period to allow the model’s snow/ice system to
fully respond to the given inputs. Thus, along the MOSAIiC
track, the snow/ice physical parameters are produced over
a 4-month period (i.e. December-March).

2.2 | AMSR2 brightness temperatures

We combine an optimization procedure with the snow/ice
emission model (i.e. radiative transfer model for the
snow and ice) in order to optimally determine the optical
properties of snow and ice. The optimization is achieved
by altering optical properties and comparing the simu-
lated TOA TBs against Advanced Microwave Scanning
Radiometer 2 (AMSR2)-measured TBs; the detailed
optimization procedures are given in Section 3. The
AMSR2, flown on the Global Change Observation Mis-
sion for Water (GCOM-W) satellite launched in 2012, is a
multi-purpose microwave radiometer comprising 14 chan-
nels at 7 window frequencies with 55° conically scanning
type (JAXA, 2015; see Table 1 for the AMSR2 specifica-
tions). Amongst 14 channels of Level 1R AMSR2 TBs
whose centre position of all channel footprints is modified
to coincide at the centre of 89 GHz (Maeda et al., 2015),
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MOSAIC trajectory vs. Lagrangian trajectory
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(a) Geographical comparison of multidisciplinary drifting observatory for the study of Arctic climate (MOSAIC) expedition

trajectory (red) with the corresponding Lagrangian-based trajectory estimation (blue) during the analysis period from October 2019 to March
2020. (b) Difference between two trajectories on a daily time-scale. The MOSAIC trajectory is the 1 October 2019 to 30 June 2020 portion

TABLE 1  Specific characteristics of the advanced microwave scanning radiometer-2 (AMSR2) instrument
No. Central frequency (GHz) Bandwidth (MHz) Polarization Resolution (km?)
1 6.925 350 H 35X 62
2 6.925 350 v 35X 62
3 7.3 350 H 35%x62
4 7.3 350 A% 35X 62
5 10.65 100 H 24X 42
6 10.65 100 v 24 X 42
7 18.7 200 H 14x22
8 18.7 200 \'% 14 %22
9 23.8 400 H 11x19
10 23.8 400 v 11x19
11 36.5 1000 H 7x12
12 36.5 1000 A% 7%x12
13 89.0 3000 H 3X5
14 89.0 3000 \'% 3%5

we use 10 channels, that is, 10.7, 18.7, 23.8, 36.5 and
89.0 GHz Vertical(V)/Horizontal(H)-polarization(pol)
with a frequency-dependent spatial resolution of
5-62 km.

2.3 | MOSAIC radiosonde data

During the MOSAIC expedition, vertical profiles of pres-
sure, temperature and relative humidity were obtained by
radiosondes, four times per day (Maturilli et al., 2021). A

total of 470 radiosonde launches were made during the
analysis period between 1 December 2019 and 31 March
2020. Among the 470 radiosonde observations, 464 obser-
vations are kept, covering at least up to the 100 hPa level.
These are then defining the true state for the 1D-Var exper-
iment.

2.4 | ERA5reanalysis data

Since the radiosonde measurements normally extend high
up to the 100 hPa level or a little higher, atmospheric states
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above radiosonde measurements are needed for construct-
ing the true state including the stratospheric level. Data
above the radiosonde’s highest level are obtained from
the ERAS5 hourly-based reanalysis data of the European
Centre for Medium-Range Weather Forecasts (ECMWF)
(Hersbach et al., 2020). The temperature and humidity
profiles used are given in 37 pressure levels and
0.25°x0.25° latitude-longitude grid on an hourly
time-scale.

2.5 | ATMS brightness temperatures

The ATMS window channel TBs are used as a reference
dataset for examining the simulated TBs based on the
explicit method, while ATMS temperature-sounding chan-
nel TBs are used as an observation state in the 1D-Var
experiment for demonstrating a prerequisite for other
applications. The ATMS, flown on the National Oceanic
and Atmospheric Administration-20 (NOAA-20) satellite
launched in 2017, is a temperature and humidity sounder
consisting of 19 channels at 54 GHz oxygen and 183 GHz
water vapour absorption bands and 3 window channels at
23, 31 and 89 GHz (Weng et al., 2012) - see Table 2 for
the ATMS specifications. Due to the cross-track scanning,
each scan position is divided into 96 steps within 2,200 km
of the swath, with the zenith angle ranging from —65° to
65°. We use Level 1B ATMS TBs in the spatial resolution
of 16-75km.

TABLE 2
are provided

Royal Meteorological Society

2.6 | TELSEM2 monthly sea ice
emissivity

The impact of explicitly calculated snow/ice emissivity
and emitting layer temperature on the TB simulation is
examined by comparing TB simulation with those from
the use of Tool to Estimate Land Surface Emissivity from
Microwave to submillimetre waves (TELSEM2: Wang
et al., 2017). TELSEM2 provides a monthly climatology of
the sea ice emissivities over 5-700 GHz frequency range.
The climatology is based on satellite-derived emissivi-
ties from the Special Sensor Microwave Imager (SSM/I),
Advanced Microwave Sounding Unit-B (AMSU-B), and
Special Sensor Microwave Imager/Sounder (SSMIS)
monthly observations for 19-190 GHz. The TELSEM2 was
evaluated by aircraft measurements, but it was reported
that the validation results are inconclusive for the sea ice
areas (Wang et al., 2017). Surface emissivities along the
MOSAIC trajectory are obtained by running the TELSEM2.

2.7 | Construction of collocated datasets

Since the experiments are conducted along the MOSAiC
trajectory, in conjunction with the MOSAIC radiosonde
observations, all data used are collocated with radiosonde
observations. In this collocation, radiosonde observations
are considered vertical and instantaneous at the launch
location and time. Considering that four-times-daily

Specific characteristics of the advanced technology microwave sounder (ATMS) instrument. Only channels below 60 GHz

No. Central frequency (GHz) Bandwidth (MHz) Quasi-polarization Resolution (km?)
1 23.8 270 Qv 75X 75
2 31.4 180 Qv 75X 75
3 50.3 180 QH 32%x32
4 51.76 400 QH 32%32
5 52.8 400 QH 32%x32
6 53.596 +0.115 170 QH 32%x32
7 54.4 400 QH 32%x32
8 54.94 400 QH 32x32
9 55.5 330 QH 32x32
10 f0=57.290344 330 QH 32x32
11 f0+0.217 78 QH 32x32
12 f0 +0.3222 + 0.048 36 QH 32%32
13 0+ 0.3222 +0.022 16 QH 32%x32
14 f0 + 0.3222 +0.010 8 QH 32%32
15 0+ 0.3222 + 0.0045 3 QH 32%x32

85U8017 SUOWILIOD aA1Te.1D) 3]qeo! [dde au Aq peuseob ae Sapoiie YO ‘8Sh JO S3|n. 10} AIq178UlUO AB] 1M UO (SUORIPUOD-PUR-SWRIALI0O" AB|IM"ALe.q U [UO//:SdNL) SUORIPUOD pUe SWie | 38U} 89S *[£202/20/70] U0 ARiq1T8UIIUO AB]IM ‘Z4D Wepsiod winiuez-z)oyweH Aq 26t b/z00T 0T/10p/u0o" A8 | AeidBulUO'SIBLUL//SAIY WO1j papeo|umoqd ‘0 ‘X0/82.5T



Quarterly Journal of the

KANG ET AL.

Royal Meteorological Society

radiosonde measurements generally represent synoptic
atmospheric conditions, the spatial difference of 30 km
and the temporal difference of 90 min are considered to be
criteria for constructing the collocated datasets.

Because the departures of the ice target for the
diffusion model simulation are within at most 30 km
(Figure 1b), the model-simulated physical parameters can
be counted on as collocated with the MOSAIC radiosonde
observations within the 90 min time difference. Hourly
ERAS reanalysis data are in 0.25°% 0.25° grid format, and
thus, collocated data are found by selecting the grid value
in the closest location from the MOSAIC radiosonde obser-
vations within the 30 min time difference.

The same criteria for time and space are applied for
the AMSR2 and ATMS-measured TBs to construct the
data collocated with the radiosonde observations. About
10% of radiosonde observations were discarded because
of larger footprints of ATMS measurements particularly
located near the scan edge. Note that all zenith angles of
ATMS measurements collocated with the MOSAIC path
crossing the central Arctic north of 85° are greater than
35° because the ATMS is on board the Sun-synchronous
satellite with an orbital inclination of 98.79° (Figure S1).

Overall, a total of 418 sets of simulated snow/ice phys-
ical parameters, ERA atmospheric profiles, AMSR2 TBs,
ATMS TBs and TELSEM2-based surface emissivities col-
located with radiosonde observations are constructed. Any
errors that stemmed from the mismatch of location caused
by radiosonde drift and the mismatch of collocation time
caused by radiosonde ascent are treated as a representation
error to be included as a part of the observation error.

3 | IMPLEMENTATION OF
EXPLICIT METHOD

Fundamentally, the explicit method retrieves
multi-spectral emissivities and emitting layer tempera-
tures (i.e. surface radiative boundary conditions) with
information and constraints from the thermodynamic
growth model and radiative transfer model for the snow
and ice. In addition, we use information from the AMSR2
measurements for determining the snow/ice optical
properties.

The overall procedures consist of two steps: (1) deter-
mining the optical properties of snow and ice - see
the Appendix for detailed explanations of optical prop-
erties that are used as inputs to the radiative transfer
calculation for snow and ice - and (2) estimating the
snow/ice emissivity and emitting layer temperature. The
steps (1-2) involve all or some parts of radiative trans-
fer calculation from the TOA to the snow top, from the
snow top to the ice bottom, from the ice bottom to the

snow top, and then from the snow top to the TOA. In
this, two radiative transfer models are employed, that
is, the Snow and Sea Ice Emission Model (SSIEM: Ton-
boe, 2010; Tonboe et al., 2011) and Radiative Transfer
for TOVS (RTTOV: Saunders et al., 1999). The config-
urations of SSIEM are the same as for the Microwave
Emission Model of Layer Snowpacks (MEMLS: Wies-
mann and Mitzler, 1999; Mitzler, 2006) and are based
on the six-flux theory to describe radiative transfer in
snow/ice layers including absorption, emission, reflec-
tion, multiple volume scattering, and roughness effect
at the surface such as snow/ice interface. Note that we
apply this approach up to ~50 GHz temperature-sounding
channels because the accuracy of the snow/ice emission
model at higher frequencies than 90 GHz is not in full
confidence yet.

The radiative transfer calculations in steps (1-2)
involve the surface reflection of the downwelling radi-
ance to the snow surface. Although there is evidence
that the snow reflection is more like Lambertian type
for high frequencies of 89-183 GHz (Harlow, 2009) and
more or less for 50 GHz temperature-sounding channels
(Bormann, 2022), it is not clear what specularity ratio
should be used for taking Lambertian characteristics into
account because of the seasonally and regionally varying
nature of the snow surface. Because of that, for the time
being, the specular assumption is employed. Nevertheless,
since the ATMS viewing angles at selected ice targets are
at large 35°-65° (Figure S1) and the difference between
two reflections becomes negligible in cases approaching
55° (Mitzler, 2005), the assumed specular reflection may
not induce significant errors. Note that for the AMSR2
as 55° conically scanning radiometer, the distinction
between specular and Lambertian reflections should be
insignificant.

Detail procedures of how the optical properties of snow
and ice are determined and used for the estimates of the
emissivity and emitting layer temperature from snow/ice
physical parameters are described in the following subsec-
tions. The procedure of determining the optical properties
includes the minimization of variance of simulated win-
dow channel TBs against observed TBs. Because 3 window
channels of ATMS should not be enough for the optimiza-
tion, we use 10 AMSR2 window channel measurements
to conduct the proposed optimization with higher confi-
dence.

3.1 | Determination of optical properties
for snow/ice radiative transfer model

For running the snow/ice radiative transfer model, SSIEM,
vertical profiles of optical properties of snow and ice
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are needed. In this study, we introduce an optimization
scheme from which each layer’s optical properties of snow
and ice can be determined from the simulated physical
parameters of snow and ice. The optimization scheme
is summarized as a flow chart in Figure 2. In order to
find the optimized solutions, we introduce a cost func-
tion expressed as the sum of squared residuals (RSS) of
the simulated TOA TBs against observed TBs at 10 AMSR2
window channels (i.e. 10.7, 18.7, 23.8, 36.5 and 89.0 GHz
of V/H-pol), that is:

Royal Meteorological Society

k

RSS = Y [TB(j) — TB(j)]”, 1)

j=1

where TBS™ and TB° are simulated TB and measured TB,
respectively. The “j” represents the channel number, and
“k” is the total number of channels employed in this opti-
mization process. Here, the atmospheric contributions to
surface and to TOA are available from the RTTOV model
with given ERA5 monthly mean profile. Accurate speci-
fication of atmospheric profiles for counting atmospheric
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Flow chart of the optimization process employed in this study, which optimally determines the optimal optical properties

of snow and ice [i.e. scattering type (Type), relative permittivity (ey;), exponential correlation length (p..), and roughness factor (Ar)]. The
TBY™ and TB°" are simulated brightness temperature (TB) and advanced microwave scanning radiometer-2 (AMSR2)-measured TB. The “S”
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means scale factor, and “m” and “n” are inner and outer loop iteration numbers for the minimization, respectively. The “i” represents the
dimension counter linked to “ND” that indicates the number of perturbation dimension for the variable, while “j” and “k” denote the

channel index and the total number of used channels, respectively
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contributions may not be necessary for the determination
of optical properties of snow and ice. It is because H,O
absorption is not much meaningful over the microwave
window band especially under the very dry Arctic win-
ter conditions, and O, absorption is also small over the
microwave window band.

The employed optimal algorithm finds the solutions
of multi-explanatory variables in an unconstrained non-
linear function, based on the Hooke-Jeeves method
(Dutta, 2016). It takes a step in giving perturbations to
variables in both negative and positive directions from an
initial point and performs the model run called explana-
tory searching. Then, the algorithm finds a new point as
the best guess if the minimum residual for perturbations
is smaller than the old one. The search process continues
in a series of these steps, and each step results in the cost
function being smaller than the previous one. When the
algorithm finds a new point whose residual is less than
the predefined criteria, this point is regarded as the “solu-
tion.” For the N-dimensional problem, the algorithm con-
sists of a combination of N explanatory searching routines
in turn.

The optimization procedures in this study are as fol-
lows. The ice scattering coefficient, relative permittiv-
ity (es;), exponential correlation length (pe.), and rough-
ness factor (Ar) are initially determined at each snow/ice
layer by the SSIEM with simulated profiles of physical
parameters as input. Then, with the initial conditions,

(a)
270
@® Simulated TBs
260 | @ Observed TBs
V-pol
250 i“-—~,____
*
g 240 \\
m H-pol \
= 230 - \E
220
210 -
@ mean
T one standard deviation
200
10.65 18.7 23.8 36.5
Frequency [GHz]
FIGURE 3

the snow scattering type is selected (out of 11 different
parametrizations) for the snow volume scattering coef-
ficients which yield the minimum RSS. Now, with a
selected scattering type, the relative permittivity (ey),
exponential correlation length (pe.), and roughness fac-
tor (Ar) are varied in turn. Here, instead of varying
each layer’s value individually, a scale factor is intro-
duced so that a vertical profile for each optical property
can be varied by simply applying the same scale factor
to all layers. Each variation step given in the left side
of Figure 2 finds values minimizing the cost function
RSS. Note that for determining the snow scattering type
k=10 including 89 GHz, and for other optical proper-
ties k=38 excluding 89 GHz. It is because 89 GHz chan-
nels are more sensitive to snow scattering than the other
channels.

If the convergence criterion is not met, the nth iteration
repeats with the newly selected snow scattering type, but
with optical properties obtained at the (n — 1)th iteration.
It turned out that the first step of determining the snow
scattering type largely determines the general features of
the spectral distribution of AMSR2 TBs, and variations of
the remaining three parameters appear to be secondary.
Once the convergence criterion is met, the final profiles
of optical properties are then considered to be the optimal
conditions. As shown in the three-dimensional distribu-
tion of cost (Figure S2), for a given example of snow scat-
tering type, the iteration of following three minimization

(b)
270 1
r=0.97
260 Bias =-0.21 K
RMSD =3.13 K
— 250
X,
lﬂ—] 240
Rl
5]
S 23
£
w

220

210

200
200 210 220 230 240 250 260 270

Observed TB [K]

(a) Comparison of simulated top of the atmosphere (TOA) brightness temperatures (TBs) (red) against advanced

microwave scanning radiometer-2 (AMSR2)-measured TBs (blue) along MOSAIC expedition track from 1 December 2019 to 31 March 2020
in terms of the mean and standard deviation at four channels for the vertical (dashed line) and horizontal (solid line) polarization. (b)
Scatterplot of simulated TBs versus observed TBs across eight channels with correlation coefficient (r), mean deviation (bias), and
root-mean-square deviation (RMSD). Colours in (b) represent number of data points
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steps can move the solutions toward the global minimum
cost. After successfully finding the solution, the intrinsic
scale factors for optical properties are kept for the drifting
sea ice target until new AMSR?2 observations are available.

The TB differences between simulated and observed
TBs at AMSR2 channels may suggest how well the con-
vergence was achieved for finding the optimized solu-
tions. Figure 3 compares simulated TBs vs. observed TBs
at AMSR2 eight channels (i.e. 10.7-36.5 of V/H-pol) at
the final stage of the iteration process. It shows a cor-
relation coefficient (r) of 0.97, a bias of —0.21K, and a
root-mean-square deviation (RMSD) of 3.13 K across eight
channels nearly along the one-to-one line (Figure 3b), sug-
gesting that the proposed optimization scheme can suc-
cessfully provide the optical properties of snow and ice
needed for running the SSIEM.

3.2 | Estimation of snow/ice emissivity
and emitting layer temperature

In order to estimate the snow/ice emissivity and emit-
ting layer temperature at the ATMS window and
temperature-sounding channels, a surface radiative trans-
fer calculation is conducted with the model-produced
physical parameters and optimally determined opti-
cal properties of snow and ice. Note that the optimally
determined optical properties are retrieved from AMSR2
window channel measurements.

To estimate the snow/ice emissivity, we run SSIEM
twice, that is, with and without atmospheric downwelling
radiance at the snow surface, for given snow/ice pro-
files of physical parameters and optical properties. In
the case of with-downwelling radiance, any arbitrary
value of the downwelling radiance (N') can be assigned.
Since two runs give two different upwelling radiances at
the surface (i.e. N,' for without-downwelling radiance
and Ny' for with-downwelling radiance), their difference
(ANT=Ng4' = N,") can be attributed to the reflected down-
welling radiance back to the atmosphere, that is, ANT =NV
(1—¢;), and thus £; =1 — (AN'/N}). Once ¢; is estimated,
the emitting layer temperature (T.) can be retrieved, that
iS, Te = NOT/&‘.

It is of interest to examine how the lower boundary
condition specified with estimated snow/ice emissivity
and emitting layer temperature influences the TOA TB
simulation. In doing so, we apply explicitly calculated sur-
face radiative boundary conditions for simulating ATMS
window channel TBs (i.e. 23.8 and 31.4 GHz) and com-
pare them with ATMS measurements. The assumption is
that ATMS window channel TBs should be simulated well
if the surface boundary conditions are accurate enough.

Royal Meteorological Society

In other words, if simulated TBs show large discrepan-
cies from measured TBs, then it should be difficult to
use the estimated parameters for any type of applica-
tion. For ATMS TB simulation, the following emissiv-
ity conversion is applied because ATMS measures TB in
Quasi-Vertical and Quasi-Horizontal (i.e. QV and QH)
polarizations (Weng et al., 2013):

£QV(or QH) = EV(or H)COS” O + Epy(or v)Sin* O, (2)

where 6 is satellite viewing angle.

TB simulation is done using the atmospheric profiles
of ERAS5 reanalysis along the MOSAIC expedition track
with the physically estimated emissivity and emitting layer
temperature. We also simulate the ATMS window chan-
nel TBs but with TELSEM2-derived emissivity and ERAS5
skin temperature. In this TELSEM2-related simulation,
the surface emissivity should be associated with the skin
temperature, not with the emitting layer temperature. The
scatterplot of observed TBs versus simulated TBs and the
histogram of their TB departures are shown in Figure 4. It
is shown that simulated TBs from the explicit method are
in good agreement with the observed TBs, with correlation
coefficients of 0.98 and 0.96, biases of —1.58 and —3.02 K,
and standard deviations of 1.24 and 1.72K for 23.8 and
31.4GHz QV-pol channels, respectively. Both channels
show strong linear relationships between the simulated
and observed TBs, and distributions of the TB departure
show a well-shaped Gaussian distribution without signif-
icant skewness. These results strongly suggest that the
explicit method is capable of providing the lower bound-
ary condition of the atmospheric radiative transfer for the
successful ATMS window channel simulation.

On the other hand, TELSEM2-derived surface emissiv-
ity resulted in substantial departures from the one-to-one
corresponding line despite being based on ERAS5 skin tem-
perature; departures (observation minus simulation) are
~15K on average and mostly positive. Furthermore, TB
departures show large standard deviations. This result
may reflect a cautionary note that the TELSEM2-generated
monthly emissivity has not been fully conclusive for the
sea ice area (Wang et al., 2017).

4 | SET-UP FOR 1D-VAR
EXPERIMENT

In order to examine how the proposed approach improves
temperature retrieval from microwave measurements,
estimated snow/ice emissivity and emitting layer temper-
ature are incorporated into the NWP SAF 1D-Var-v1.2
standalone system (Havemann, 2020). Figure 5 shows the
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(left) Scatterplots of observed TBs versus simulated TBs at advanced technology microwave sounder (ATMS) (a) 23.8 GHz

and (b) 31.4 GHz QV-pol channels, and (right) associated data frequency distribution for the brightness temperature (TB) departures of

simulated TBs from observed TBs

schematic diagram of the 1D-Var system. In this proce-
dure, 1D-Var minimizes the cost function J(x) given as
follows:

I = 2= x0)" B (x = x0)
+{ye-H) Ry, —H®}, ()

where x is the control variable, x, is the background vari-
able, and y, is the observed radiance at the given sensor

channels. B is the background error covariance matrix
associated with background variable x;,. R is the obser-
vation error covariance matrix constructed from available
error sources including instrumental error, forward mod-
elling error, surface boundary modelling error, and other
errors related to the data processing (Janji¢ et al., 2018).
The superscript “T” denotes the matrix transpose, and
H(x) is the forward-modelled radiance in which H is the
RTTOV model. Given that the cloud-affected signal to the
microwave radiative transfer over sea ice is typically much
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smaller than the surface signal (Bormann, 2022), we per-
form the 1D-Var with clear-sky assumption without cloud
screening.

For the 1D-Var experiment, as schematically depicted
in Figure 5, background and observation error covariances
(B and R) are needed, and we construct B and R, which
are linked to the background and observation fields (x, and
Yo) With non-bias against the “true” state (x;). Because of
its unbiased condition and correctly known B and R, we
can call this experiment “ideal.” For generating Band R, as
summarized in Figure 6, we follow the method described
in Bouttier and Courtier (2002). Here, the error states of
background and observation (e, and e,) are defined using
the true state, that is:

[ep] = Xp — [X¢], 4)

[eo] = [y,] — H([x:]), (5)

where the bracket symbol [] is a matrix containing the
total 418 radiosonde observations, and H is the forward
model operator constrained with model-generated surface
boundary conditions. Consequently, each error covariance
matrix can be written as follows:

Royal Meteorological Society

Background error covariance B

= (lev] — ) (lev] —p) (6)

Observation error covariance R

= ([eo] — &) (Ieo] — &) )

where e, and e, are mean values of [ep] and [e,].

With obtained errors for background and observation
states, this ideal experiment is designed to demonstrate
that the use of surface-sensitive microwave channels for
1D-Var retrieval is possible with model-produced emissiv-
ity and emitting layer temperature. The successful retrieval
is considered the prerequisite for applications such as data
assimilation including surface-sensitive microwave chan-
nels. In the following subsections, we provide how this
ideal experiment is set up.

41 | “True” atmospheric state

In this study, the “true” state of the atmospheric profiles
refers to an ideal state that is perfectly linked to xp and y,
with B and R. The true state is constructed by combining

Background (x;,)
RAOB mean profile

Model-estimated surface boundary
(g, Te)

Observation (y,)
ATMS-measured TBs

/ NWP SAF 1-D Var v1.2 \
(8) ] " ®R)
RTTOV v12.3

Background error covariance

Observation error covariance

I Simulated TBs and Jacobians |

l

I Cost function J(x) |

l

| Minimization of J(x) |

& Yes

Convergence
criteria

)

Analysis

(%a)

FIGURE 5
standalone system, including the RTTOV model

Schematic diagram of the 1D-Var experiment. A grey box indicates the numerical weather prediction (NWP) SAF 1D-Var
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Cross-sections of (a) temperature (K) and (b) water vapour (specific humidity in units of g-kg™!) profiles of the constructed

true state along the multidisciplinary drifting observatory for the study of Arctic climate (MOSAiC) expedition track during the analysis

period from 1 December 2019 to 31 March 2020

MOSAIC radiosonde observations with ERA5 reanalysis
data. It is because the balloon-borne radiosonde measures
generally up to the lower part of the stratosphere, and thus
it cannot provide the full temperature and humidity pro-
file up to about 1hPa, which is needed for running the
1D-Var system. Furthermore, the highest data level varies

with each radiosonde measurement. Thus, the profile
below 100 hPa level is from MOSAIC radiosonde observa-
tions while above 100 hPa level it is from ERAS5 reanalysis
data.

The time series of constructed true state of tempera-
ture and humidity profiles along the MOSAIC trajectory
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over the period from 1 December 2019 to 31 March 2020
is given in Figure 7. The number of vertical levels is 40, all
of which are mandatory levels for the 1D-Var system. The
horizontal line in the diagram separates the data used for
constructing the profile for the true state. It indicates that
there is no obvious discontinuity across the data boundary
in both temperature and humidity fields.

4.2 | Observation state (y,) and error
covariance (R)

The observation state represents ATMS-measured tropo-
spheric temperature-sounding channel TBs (nos. 4-10;
see Table 2 for their respective frequencies); thus, the
dimension of y, is 7. The Jacobians for ATMS channel
nos. 4-10 are shown in Figure 8, and ATMS channel nos.
4-6 are defined as surface-sensitive channels because they
are influenced by the surface boundary, unlike channel
nos. 7-10. Here, we quantify and remove the biases in the
observation state and then define the observation error
variances for the 1D-Var process.

For the bias correction of observed TBs, we adopt a lin-
ear predictor depending on the satellite viewing angle, that
is:

b(j, ) = (yo(j, )] — [H (%1, j, O)D), (®)

[5G, 0)] = o, 0)] — b(j. 0), ©)

where b is the bias given as a function of the satellite
viewing angle 0, j is the channel number (i.e. j=4, 5
or 6), and y, and ), are observed and bias-corrected
TBs, respectively. Since the true state is used as input to
the radiative transfer model (H; RTTOV model used for
1D-Var) constrained with model-generated surface bound-
ary, the forward-modelled state vector H(x;) is considered
to be the true-based TB simulation. This implies that the
observation systematic errors can be treated as an error
including instrumental error, forward modelling error, sur-
face boundary modelling error, and others related to the
data processing (such as mismatching time and location
between radiosonde observation and satellite measure-
ment).

Scatterplots of simulated TBs vs. observed TBs for three
channels (nos. 4-6), frequency distributions of TB depar-
tures (observation minus simulation) and their associated
scan angle dependence are shown in Figure 9. Before the
bias correction, the observed TBs show biases of —0.89,
—0.80 and —0.18 K for channel nos. 4-6 against simulated
TBs, with respective standard deviations of 0.88, 0.37 and
0.24K. The scan angle dependence for the TB departure
distribution is clear.
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FIGURE 8 Temperature Jacobians, computed for the mean

atmosphere of the true state, for the tropospheric
temperature-sounding channels 4-10 of the advanced technology
microwave sounder (ATMS) sensor

Compared to the “before the correction,” the bias cor-
rection across incident angles brought into reduced stan-
dard deviations of 0.50, 0.26 and 0.23 K for ATMS channel
nos. 4-6, respectively. At the same time, the TB departure
distributions indicates that the bias correction turns TB
departures into more of the Gaussian distribution (given
in red colour in the second panels). Also clear is the distri-
bution nearly independent of the scan angles after the cor-
rection (given in red colour in the third panels). Thus, after
applying the observation bias correction, the observation
state of TBs shows a Gaussian-type random distribution
with a non-bias and non-scan angle dependence.

We also estimated observation biases for other ATMS
temperature-sounding channels (i.e. channel nos. 7-10)
by applying the same bias correction procedures (results
are not shown). Since these channels are presumably
not affected by the surface conditions (as shown in
Figure 8), our developed scheme does not apply for these
channels. After removing the respective observation
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FIGURE 9  (left) Scattergram of simulated TBs versus observed TBs, (middle) frequency distribution of the difference between two

brightness temperature (TB) sets, and (right) frequency distribution of the difference between two TB sets given at scan angles at advanced
technology microwave sounder (ATMS) (a) 51.8 GHz QH-pol, (b) 52.8 GHz QH-pol, and (c) 53.6 GHz QH-pol channels. Black and red
indicate “before” and “after” the viewing angle bias correction, respectively

biases, the observation states for these channels are also
obtained.

The bias-corrected ATMS TBs are used as the observa-
tion state for the 1D-Var experiment. Then, the observa-
tion random errors are exactly calculated from the known
true state (Equations 5 and 7), and their variances are a

diagonal component of the observation error covariance
matrix R. Each channel measurement is assumed to be
independent of others so that other covariance terms are
assumed to be zero. The magnitudes of diagonal com-
ponent of the new R matrix for channel nos. 4-10 are
given in Figure 10, together with error magnitudes of the
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FIGURE 10 Diagonal components of the UM OPS advanced
technology microwave sounder (ATMS) R matrix (black bars) and FIGURE 11 Background error covariance matrix calculated

new ATMS R matrix (cyan bars) for temperature-sounding channels
4-10, along with instrument errors for internal warm load and deep
space cold calibration targets (blue and red bars). Error magnitude
in the y-axis is given in a logarithmic scale

UK Met Office Unified Model (UM) Observation Process-
ing System (OPS) R matrix and ATMS instrument noise.
Note again that observation random errors are composed
of instrumental error, forward modelling error, surface
boundary modelling error, and others related to the data
processing. Here, since errors associated with the instru-
ment and forward operator are the same in both, it is sug-
gested that the differences are due to the surface boundary
and processing errors. If the processing errors are minor
to count, the error differences likely come from uncertain
surface boundary conditions. In Figure 10, the exception-
ally smaller errors are found in more surface-sensitive
channel nos. 4-5, implying that these error reductions
are due to more accurate surface boundary conditions,
and thus, it may assure this approach is in the right
direction.

4.3 | Background state (xp) and error
covariance (B)

For the background state of temperature (xp), we use
the mean temperature profile of the true state; thus, the
dimension of x;, is 40. Moreover, the background state
holds unbiased conditions against the true state. The back-
ground error covariance matrix B is constructed from
Equations (4) and (6), and the resultant B matrix is
shown in Figure 11. The humidity field is not a control

by errors between the mean temperature profile and the true
temperature profiles. The level numbers of x- and y-axes are in the
order from surface to top of the atmosphere (TOA) as in Figure 7
(not level numbers prescribed by the 1D-Var)

variable but a fixed field as true state throughout the
1D-Var experiment.

5 | RETRIEVAL EXPERIMENTS
AND RESULTS

In order to examine whether the use of estimated
snow/ice emissivity and emitting layer temperature
makes it possible to use the surface-sensitive microwave
measurements for applications such as data assimila-
tion, we take 1D-Var temperature retrieval from ATMS
temperature-sounding channels. The successful retrieval
can be counted as the prerequisite for other in-depth appli-
cations involving surface-sensitive channels. Two retrieval
experiments are conducted: retrievals (1) from the use of
surface-insensitive channels, that is, channel nos. 7-10
(referred to as the “control” experiment) and (2) from all
sounding channels (nos. 4-10) including surface-sensitive
channels (nos. 4-6) (referred to as the “surface”
experiment).

Retrieval is done using the 1D-Var system for given
ATMS TBs. The results are compared with the true state
to assess how well the mean temperature profile (i.e.
background) is restored to its original true state. Because
there are 418 true profiles and corresponding ATMS TBs,
results are given in terms of bias and root-mean-square
error (RMSE) of retrieved profiles against true profiles
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(Figure 12). Results indicate that there seem to be no
meaningful biases arisen from the 1D-Var approach in
both “control” and “surface” experiments. On the other
hand, both experiments show a significant reduction of
RMSEs, compared to RMSEs of the background field.
When “control” and “surface” experiments are compared,
the surface experiment clearly demonstrates that a signifi-
cant improvement can be made in the lower tropospheric
layers below about 500 hPa level, from the additional use
of surface-sensitive channels. Improvements are largest
over the 850-950 hPa layer. Overall, the current attempt
to use explicitly determined snow/ice emissivity and emit-
ting layer temperature as a constraint of the surface radia-
tive boundary condition brought in the successful use
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FIGURE 12 Biases (dashed line) and RMSEs (solid line) of
the temperature profiles against the true state. The results of the
control experiment (blue) and the surface experiment (red) are
given together with the background (black)

of surface-sensitive channel measurements in the 1D-Var
retrieval.

6 | CONCLUSIONS AND
DISCUSSION

We propose an explicit method of estimating the sur-
face radiative boundary conditions (namely emissivity and
emitting layer temperature of snow and ice) over the
Arctic sea ice region during winter. The method deter-
mines optimal snow/ice optical properties (i.e. snow scat-
tering type, relative permittivity, exponential correlation
length, and roughness) from model-produced snow/ice
physical parameters (i.e. snow/ice depths and vertical dis-
tributions of temperature, density, salinity, and grain size)
and AMSR2-measured TBs. Subsequently, the emissivity
and emitting layer temperature of snow and ice are esti-
mated from explicit surface radiative transfer calculation
using physical parameters and optical properties within
the snow and ice layers.

In order to examine whether this approach can help
to use the surface-sensitive microwave channel measure-
ments over the Arctic sea ice region for the data assimi-
lation, the 1D-Var temperature retrievals were performed
with the ATMS temperature-sounding channels along the
trajectory of the MOSAIC expedition from 1 December
2019 to 31 March 2020. Successful retrieval is thought
to be the prerequisite for the use. In preparing 1D-Var
experiments, the simulated TBs for the ATMS window
channels with the use of the ERA5 atmospheric profiles
and explicitly calculated surface boundary conditions were
compared with observed TBs. It was shown that simu-
lated and observed TBs are close to the one-to-one line,
and the TB differences follow a well-shaped Gaussian dis-
tribution. The close agreement between simulated and
observed TBs strongly suggests that the explicit method
proposed in this study provides the snow/ice emissivity
and emitting layer temperature, which then can success-
fully describe the lower boundary condition needed for
atmospheric radiative transfer calculation.

We further conducted the ideal 1D-Var experiments
to examine how the inclusion of surface-sensitive ATMS
channels (nos. 4-6) using the explicitly estimated sur-
face boundary conditions can give positive influences on
temperature retrieval. Results demonstrate that the use of
surface-sensitive channel measurements can significantly
improve temperature retrieval, especially in the lower tro-
posphere (500 hPa to surface). We argue that without an
accurate prescription of surface boundary conditions, a
simple addition of surface-sensitive channels cannot guar-
antee the retrieval itself. Better retrieval is thought to be
possible not only because of added new channels but
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also because of accurate surface information. Consider-
ing that successful retrieval should be the prerequisite
for the active use of surface-sensitive microwave mea-
surements, the results suggest that useful information for
potential applications to assimilation can be drawn from
surface-sensitive microwave-sounding channel TBs over
the Arctic sea ice surface.

We note that this prospect is for the wintertime only. In
order to apply this approach for the melting season, first,
the melting processes should be included in the thermo-
dynamic model. Other challenges, such as the radiative
transfer under the conditions of wet snow and melt ponds,
should be taken to achieve the summertime applications.
In addition, the capability to calculate the snow/ice radia-
tive transfer at higher frequencies, including water vapour
bands around ~183 GHz, should be improved for the suc-
cessful implementation of the proposed explicit method.
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APPENDIX

A.1 Relative permittivity

The SSIEM treats the first-year (FY) sea ice and
multiyear (MY) sea ice as the pure ice medium embedded
with randomly distributed spherical brine pockets and
randomly distributed spherical air pockets, respectively,
following the recommendations by Shokr (1998). Thus,
the relative permittivity can be defined as a mixture of two
different permittivities depending on mixing media. For
example, in the case of FY sea ice, its relative permittivity
(eefr) can be obtained by mixing brine’s permittivity (e,)
with that for pure ice (e;), but scaled with their respective
fractions. In SSIEM, the mixing method follows the hetero-
geneous mixture model by Polder and Van Santeen (1946).
Then, the general formula for heterogeneous mixture
permittivity can be defined as follows (Métzler, 1998):

ep—v(ep—e)—Aer +e)

+ \/[v (e1—e) +A(er + ) — e1]” + 4A(1 — Aere,

Ceff = 20— A) s
(A1)

where A is the depolarization factor for the spherical par-
ticle and is set to be 1/3. v is the fractional volume of brine
which is obtained using temperature (T) and salinity (S;)
dependent empirical parametrization (Frankenstein and
Garner, 1967):

49.185

o s (5
T —273.15

+0532). (A2)

For MY sea ice, a mixture equation similar to
Equation Al can be formulated with permittivities of com-
posing media, but with the fraction v replaced with the
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air fraction for MY sea ice. In the SSIEM, the snow is also
considered as the air medium embedded with randomly
distributed spherical pure-ice pockets. The real part of rel-
ative permittivity is parametrized as per Mitzler (1996)
and the imaginary part is calculated by the Polder and Van
Santeen equation.

A.2 Exponential correlation length

In general, a physical medium is simplified to a geomet-
ric dimension with hypothetical simple particle size. Then,
understanding how a simple particle relates to the physical
medium, this meaningful information is characterized by
formulating the exact or approximate expression between
electromagnetic waves and medium (Métzler, 1997). In the
SSIEM, as a measure to quantify the strength of the vol-
ume scattering of snow and sea ice, exponential correlation
length is used as an effective size of particle in terms of
the exponential function [i.e. exp (—x/pec)] as autocorrela-
tion function between two components in media with a lag
distance of x at the centre of the particle. This leads to an
acceptable agreement between the theory and in situ data
(Debye et al., 1957; Mitzler, 2002).

Under the assumption that snow and sea ice con-
sist of randomly distributed spherical particles with grain
size (d in mm), the exponential correlation length (pe. in
mm) in the SSIEM is defined as a linear function of d as
follows:

Dec =F - d, (A3)
where F is the conversion coefficient and set to be 0.5.

A.3 Roughtness factor

Roughness induces changes in the relative strength
of reflectivities for the V/H-pols. The SSIEM handles
it as a linear combination based on the linear the-
ory of polarization-dependent wave mixing. For the
consideration of the polarization mixing effect, each

reflectivity of the V/H-pols (i.e. r, and ry) at a spec-
ular interface is first calculated using the Fresnel
relationships. Then, using the mean reflectivity [i.e.
r=(ry+rp)/2], polarization mixing effect on the
reflectivities for both polarizations (ry, and r,,) are
expressed in the linear regime as follows (Wiesmann and
Mitzler, 1999):

Fvg =1 —A4r, (A4)
Th, =T+ A4r, (A5)
ar=gh=1 > a2} (A6)

where Ar is a decrement and an increment for V-pol
and H-pol. Subscripts v, h and eff represent V-pol, H-pol,
and after polarization mixing, respectively. The J is a
given layer transmittance. This polarization mixing effect
is known to be closely related to roughness and some
studies define it as a function of roughness (Miernecki
et al., 2020).

A.4 Snow and sea ice scattering type

Determining the volume scattering for the snow and sea
ice, scattering types were introduced in the SSIEM (based
on the MEMLS). In the MEMLS, which is the emission
model for the snowpack only, 11 scattering types were
introduced and their associated scattering coefficients are
determined from physical parameters of snow. Details of
the 11 embedded snow scattering types are described in
Wiesmann and Mitzler (1999) and references therein. Sea
ice scattering and emission were added to the MEMLS,
forming a snow/sea ice combined radiative transfer model,
SSIEM (Tonboe, 2010). For the sea ice scattering in SSIEM,
a single type of sea ice scattering based on “improved Born
approximation for spherical inclusion” was introduced
(Mitzler, 1998) and its associated scattering coefficient is
determined from physical parameters of sea ice.
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