
1.  Introduction
The warming of the Arctic is generally considered to be about twice as fast as the global average. This robust 
phenomenon known as Arctic amplification, emerged relatively recently (England et al., 2021) and is one of the 
prominent indications of climate change (Koenigk et al., 2020; Previdi et al., 2021). However, recently Rantanen 
et al. (2022) showed that during the last 40 years the pace of Arctic warming is almost four times that of the 
globe as a whole, which is higher than previously reported. Arctic amplification occurs in all seasons except 
boreal summer, with the strongest warming in fall and winter (Cohen et  al.,  2020; Previdi et  al.,  2021). The 

Abstract  To analyze links among key processes that contribute to Arctic-midlatitude teleconnections 
we apply causal discovery based on graphical models known as causal graphs. First, we calculate the causal 
dependencies from observations during 1980–2021. Observations show several robust connections from early 
to late winter, such as atmospheric blocking within central Asia via the Ural blocking and Siberian High, the 
North Atlantic Oscillation phase and the polar vortex (PV). The PV is affected by poleward eddy heat flux at 
100 hPa, which is also directly connected with the Aleutian Low. We then evaluate climate models participating 
in the Coupled Model Intercomparison Project Phase 6 (CMIP6) by comparing their causal graphs with those 
derived from observations. Compared to observations, CMIP6 historical and future simulations do not robustly 
capture Arctic-midlatitude teleconnections arising from Arctic sea ice variability. This highlights the role 
of atmospheric internal variability in modulating the Arctic-midlatitude teleconnections. However, we find 
several distinct patterns that are simulated by most of the analyzed climate models. For example, both historical 
and future model simulations robustly capture observed atmospheric blocking in central Asia. But contrary 
to observations, model simulations show a robust link between the Arctic temperature and sea ice cover over 
Barents and Kara seas. The analysis of future changes also reveals that the connection between the Aleutian 
Low and the poleward eddy heat flux at 100 hPa is expected to become more robust toward the end of the 21st 
century than in the analyzed past.

Plain Language Summary  The role of different mechanisms that link amplified Arctic warming 
and changes in midlatitude weather remains an open question. Observations and model simulations lead 
to different conclusions, making interpreting Arctic-midlatitude connections difficult. To improve the 
understanding of these processes, this study uses a novel method that goes beyond simple correlation analysis, 
known as causal discovery. The application of causal discovery in combination with physical reasoning 
provides a powerful tool to evaluate the performance of climate models and better understand the mechanisms 
of analyzed teleconnections. Causal discovery detects cause–effect relationships from analyzed data using 
graphical models known as causal graphs. As a first step, we calculate causal graphs for observations. 
Then we compare the causal graphs from observations with historical simulations from the Coupled 
Model Intercomparison Project Phase 6 (CMIP6). This comparison shows if the CMIP6 models reproduce 
the observed connections in the current climate. We also estimate future changes in Arctic-midlatitude 
teleconnections toward the end of the century by comparing causal graphs from the CMIP6 historical and 
Scenario Model Intercomparison Project (ScenarioMIP) simulations. This study demonstrates that the 
observations and CMIP6 model simulations do not robustly show Arctic-midlatitude links that arise from Arctic 
sea ice variability.
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Intergovernmental Panel on Climate Change (IPCC) Sixth Assessment Report concluded that ”it is virtually 
certain that the Arctic will continue to warm more than global surface temperature, with high confidence above 
two times the rate of global warming” (IPCC, 2021). Different mechanisms have been suggested to contribute to 
the amplified Arctic warming, such as changes in the snow- and ice-albedo feedback (Serreze & Barry, 2011), 
lapse rate feedback (Pithan & Mauritsen, 2014), cloud cover and water vapor feedback (Graversen & Wang, 2009), 
an increase of atmospheric CO2 (Previdi et al., 2020), or poleward heat and moisture transport (Sang et al., 2022) 
and ocean heat uptake (Previdi et al., 2021). The overviews of major Arctic climate feedbacks are, for example, 
provided by Goosse et al. (2018), Previdi et al. (2021), Vavrus (2018), and Wendisch et al. (2022).

Meanwhile, the Northern Hemispheric (NH) midlatitudes, in particular Eurasia, have experienced an increase 
in severe winter weather events, which coincided with cooling or lack of warming over this region (Overland 
et al., 2015). A number of studies link Arctic amplification to midlatitude weather variability (Francis, 2017; 
Francis & Vavrus, 2012; Screen et al., 2018; Shepherd, 2016; Walsh, 2014), which is not a one-way connection, 
but also works in reverse (Screen, 2017). Despite the progress made, the possible contribution of Arctic ampli-
fication to midlatitude weather remains an open question. This is associated with the inconclusive results from 
observational studies and model simulations that obscure a full understanding of the teleconnections between the 
Arctic and midlatitudes (Barnes & Screen, 2015; Cohen et al., 2020) and are related to the internal variability 
in the climate system with possible nonlinear connections, and biases of climate models (Blackport et al., 2019; 
Blackport & Screen, 2020, 2021; Siew et al., 2021).

In the following, we discuss proposed plausible mechanisms for Arctic-midlatitude linkages. Amplified Arctic 
warming during boreal winters has been associated with the extensive reduction of sea ice (Cohen et al., 2020; 
Cohen, Screen, et al., 2014; Francis, 2017; Screen & Simmonds, 2010; Serreze et al., 2009). Arctic sea ice strongly 
modulates near-surface atmospheric conditions at high latitudes, which then influence regional and, potentially, 
remote climate (Cohen, Screen, et al., 2014). In particular, the sea ice over the Barents and Kara seas has been 
identified as potentially being skillful in predicting midlatitude weather and climate (e.g., Hall et al., 2017; Scaife 
et al., 2014; Siew et al., 2020; Wang et al., 2017). In accordance, these studies provide evidence and agree about 
the dynamical pathway linking sea ice changes over the Barents and Kara seas to the midlatitudes. Primarily, 
during autumn and winter, the release of additional longwave radiation as well as sensible and latent heat from 
the open ocean waters causes strong warming of the lower troposphere over the Barents and Kara seas. This leads 
to a weakening of the westerly wind related to more frequent and persistent Ural blocking (Yao et al., 2018). The 
diabatic heating of the lower troposphere over the Barents and Kara seas results in direct forcing and construc-
tive interference with existing planetary Rossby waves (Honda et al., 2009; Outten et al., 2023), contributing to 
a northwestward expansion and intensification of the Siberian High. These tropospheric circulation changes are 
characterized by increased amplitudes of planetary waves and are favorable for the initiation of the stratospheric 
pathway of Arctic-midlatitude linkages (e.g., Nakamura et al., 2015; Peings, 2019; Siew et al., 2020). As shown 
by Siew et al. (2020) the above described relation between sea ice reduction over the Barents and Kara seas and 
more frequent and persistent Ural blocking is of intermittent character. Furthermore, the occurrence frequency of 
Ural blockings is related to atmospheric internal variability and may be triggered by both stationary and transient 
Rossby waves from the tropics (Dunn-Sigouin et al., 2021; Woollings et al., 2023) with distinct roles of stationary 
waves and transient waves or eddies for the meridional energy transport into the Arctic (Graversen & Burtu, 2016; 
Sang et al., 2022).

Although the mechanisms leading to more frequent and persistent Ural blocking are manifold and of intermit-
tent character, it has been identified as a precursor pattern (Cohen & Jones, 2011; Garfinkel et al., 2010; Köhler 
et al., 2023) for enhanced upward propagating planetary waves leading to wave breaking in the polar stratosphere, 
which in turn weakens the polar vortex (PV) (e.g., Hoshi et al., 2017; Jaiser et al., 2016; Kim et al., 2014). This 
is then followed by the downward propagation of stratospheric circulation anomalies into the troposphere. This 
mechanism favors the negative phase of the North Atlantic Oscillation (NAO, Baldwin & Dunkerton, 2001). 
Teleconnection patterns like the NAO are related to the zonal wind variability (Wallace & Gutzler, 1981), in 
particular the negative phase of the NAO is related to a southward shifted and weakened North-Atlantic jet 
stream (Athanasiadis et  al., 2010). Moreover, the negative phase of the NAO is associated with cold winters 
and increased occurrence of cold temperature extremes in Northern Europe (Hurrell & Deser, 2010; Marshall 
et al., 2001; Riebold et al., 2023). Thus, the variability of the NAO has an impact on the occurrence probability 
of extreme weather events.
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The link between Arctic sea ice cover and the NAO has been extensively analyzed, for example, Pedersen 
et al. (2016) showed that the loss of sea ice in specific regions of the Arctic impacts the spatial structure of the 
NAO pattern, and Nakamura et  al.  (2015) discussed the contribution of the Barents-Kara sea ice changes to 
changes in the frequency of occurrence of positive or negative phases of the NAO. In turn, Ambaum et al. (2001) 
and Kolstad and Screen (2019) showed that the NAO strongly influences wintertime weather and climate in the 
North Atlantic region, therefore it can play a significant role in the linkage of Arctic and midlatitudes. Compared 
to the evidence found for the pathways for Arctic-midlatitude linkages related to Barents-Kara sea ice loss, the 
responses to sea ice loss and Arctic Amplification over other geographical regions are less robust. However, 
the recent coupled ocean–atmosphere model experiments (Screen et  al.,  2018) demonstrate the strengthen-
ing of the  wintertime Aleutian Low in response to Arctic sea ice loss. The Aleutian Low is a semi-permanent 
low-pressure system over the midlatitude Northern Hemisphere centered near the Aleutian Islands, which acts to 
increase the Okhotsk sea ice cover by cold air advection (Ogi et al., 2015; Tachibana et al., 1996). Moreover, it 
is the dominant mode of atmospheric circulation on interannual to decadal time scales over the North Pacific in 
winter (Hwang et al., 2022; Trenberth & Hurrell, 1994).

To analyze the connection between the Arctic and midlatitudes, we apply causal discovery (Runge, Bathiany, 
et al., 2019; Runge, Nowack, et al., 2019; Spirtes et al., 2000) to identify and quantify significant causal inter-
actions among various local and remote processes and utilize it for causal climate model evaluation (Eyring 
et al., 2019; Nowack et al., 2020). The goal of causal discovery is to estimate causal links, including their time 
lags among a number of processes. Previous studies on Arctic-midlatitude linkages using causal discovery have 
focused on observational data sets (Kretschmer et al., 2016, 2018, 2020; Polkova et al., 2021; Siew et al., 2020). 
Our study, in turn, assesses causal Arctic-midlatitude links based on a number of climate model simulations 
from the Coupled Model Intercomparison Project Phase 6 (CMIP6, Eyring et  al.,  2016) operated under the 
auspices of the Working Group on Coupled Modeling (WGCM) World Climate Research Programme (WCRP). 
The detec tion of similar causal links both in observations and model simulations has been termed causal model 
evaluation (Nowack et al., 2020) and provides an opportunity to assess model performance that indicates whether 
models are able to correctly reproduce local and remote processes in the climate system, and do not simulate 
expected links for the wrong or unknown reasons. In this study, we compare causal graphs from CMIP6 historical 
simulations and reanalyses data to estimate how well these models reproduce the links in the current climate. 
Climate models provide the additional opportunity to test possible changes in the causal graphs in future projec-
tions. Thus, we also compare causal graphs from CMIP6 historical and Scenario Model Intercomparison Project 
(ScenarioMIP, O’Neill et al., 2016) simulations to estimate future changes in Arctic-midlatitude teleconnections. 
Based on this, those links that are found in ScenarioMIP simulations are analyzed to estimate the impact of the 
increasing Arctic Amplification in a future climate and to investigate future changes in Arctic-midlatitude tele-
connections. Furthermore, we apply the causal model evaluation framework developed by Nowack et al. (2020) 
to evaluate the overall performance of climate models in comparison to observations.

2.  Data
2.1.  Data Sources

In this study, we use CMIP6 historical simulations that are forced by natural (e.g., solar variability, volcanic 
eruptions) and anthropogenic forcings (e.g., greenhouse gas concentrations, land use, aerosols) and are available 
for the period 1850–2014 (Eyring et al., 2016). To extend the analyzed period, we add data from ScenarioMIP 
(O’Neill et al., 2016) that provides climate projections based on different plausible scenarios of future emissions 
and land use changes during 2015–2100. In this study, the Shared Socioeconomic Pathway (SSP)5–8.5 is used 
that represents emissions that produce a radiative forcing of 8.5 W/m 2 in 2100, which is at the high end of the 
range of future pathways in the integrated assessment models literature. Monthly mean CMIP6 historical simula-
tions (1980–2014) and ScenarioMIP SSP5-8.5 (2015–2021) are combined for the 42-year period of 1980–2021. 
Then the CMIP6 historical simulations are compared with the monthly mean Hadley Centre Sea Ice and Sea 
Surface Temperature data set (HadISST, Rayner et al., 2003) and ERA5 reanalysis monthly mean data from the 
European Centre for Medium-Range Weather Forecasts (ECMWF, Hersbach et al., 2020). Apart from the ERA5 
reanalysis data set, we also use the Modern-Era Retrospective Analysis for Research and Applications version 
2 (MERRA-2, Bosilovich,  2015) and the National Centers for Environmental Prediction–National Center for 
Atmospheric Research (NCEP–NCAR) global reanalysis (R-1, Kalnay et al., 1996; Kistler et al., 2001). This 
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comparison aims to identify the mechanism of Arctic-midlatitude teleconnections in the historical period and 
to estimate the differences across different reanalyses. To address future changes, we analyze the ScenarioMIP 
SSP5-8.5 during 2058–2099, which is the same period length as historical simulations. This study uses data from 
23 CMIP6 models listed in Table 1. All available ensemble members (three or more per model) are considered 
to account for the intrinsic variability of the analyzed models. However, the analysis is shown for only the first 
ensemble member (r1i1p1f1) for each of them. Following Gier et al. (2020), we do not use the ensemble mean of 
each model since it would reduce the intrinsic variability of the single realizations.

2.2.  Potentially Linked Variables

To understand the linkages within Arctic-midlatitude processes it is important to define a physically reason-
able number of variables or processes representing the investigated mechanisms. Table 2 provides a detailed 
overview of the variables used in this study, and Figure 1 summarizes potential variables. To reconstruct an 

Model Origin Reference

ACCESS-CM2 Commonwealth Scientific and Industrial Research Organisation, Australia and Australian Research 
Council Centre of Excellence for Climate System Science

Bi et al. (2020)

ACCESS-ESM1-5 Commonwealth Scientific and Industrial Research Organisation, Australia Ziehn et al. (2020)

BCC-CSM2-MR Beijing Climate Center, China Wu et al. (2019)

CAMS-CSM1-0 Chinese Academy of Meteorological Sciences, China Rong et al. (2021)

CanESM5 Canadian Centre for Climate Modeling and Analysis, Environment and Climate Change Canada, Canada Swart et al. (2019)

CMCC-CM2-SR5
CMCC-ESM2

Fondazione Centro Euro-Mediterraneo sui Cambiamenti Climatici, Italy Cherchi et al. (2019)

Lovato et al. (2022)

EC-Earth3
EC-Earth3-CC
EC-Earth3-Veg
EC-Earth3-Veg-LR

EC-Earth consortium, Europe Döscher et al. (2022); Wyser 
et al. (2020)

E3SM-1-1 E3SM-project Golaz et al. (2019)

FGOALS-f3-L
FGOALS-g3

Chinese Academy of Sciences He et al. (2019)

Pu et al. (2020)

GFDL-CM4
GFDL-ESM4

National Oceanic and Atmospheric Administration, Geophysical Fluid Dynamics Laboratory, USA Held et al. (2019)

Dunne et al. (2020)

INM-CM4-8
INM-CM5-0

Institute for Numerical Mathematics, Russian Academy of Science, Russia Volodin et al. (2018)

Vorobyeva and Volodin (2021)

IPSL-CM6A-LR Institut Pierre Simon Laplace, France Boucher et al. (2020)

MPI-ESM1-2-HR
MPI-ESM1-2-LR

Max Planck Institute for Meteorology, Germany Müller et al. (2018)

Mauritsen et al. (2019)

MIROC6 Japan Agency for Marine-Earth Science and Technology, Atmosphere and Ocean Research Institute, 
The University of Tokyo, National Institute for Environmental Studies, and RIKEN Center for 
Computational Science, Japan

Tatebe et al. (2019)

MRI-ESM2-0 Meteorological Research Institute, Japan Yukimoto et al. (2019)

Table 1 
CMIP6 Models Analyzed in This Study (Both Historical and ScenarioMIP SSP5-8.5 Simulations)

 21698996, 2023, 17, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

037978 by H
elm

holtz-Z
entrum

 Potsdam
 G

FZ
, W

iley O
nline L

ibrary on [27/08/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Atmospheres

GALYTSKA ET AL.

10.1029/2022JD037978

5 of 25

Arctic-midlatitude linkage that occurs in conditions of amplified Arctic warming the near-surface air temper-
ature (TAS) over the broad region at high latitudes from 65° to 90°N was chosen, based on Figure 1 of Cohen 
et al. (2020). The sea ice area fraction over the Barents and Kara seas (BK-SIC) was included similarly to Kim 
et al. (2014), Kretschmer et al. (2016, 2020), and Siew et al. (2020). To understand the connections between the 
Arctic (and sub-Arctic) and Okhotsk sea ice variability, the sea ice area fraction over Okhotsk Sea (Ok-SIC, Ogi 
et al., 2015) was included. To represent the impact of changes in the high (Ural and Siberian) and low (Aleu-
tian) pressure systems, we include sea level pressure over these regions (Ural-SLP, Sib-SLP, and Aleut-SLP 
correspondingly), similar to Cohen, Furtado, et al. (2014) and Kretschmer et al. (2016). The importance of Ural 
blocking and Siberian High for Arctic-midlatitude linkages has been extensively discussed by Cohen, Screen, 
et al. (2014), and the effect of the Aleutian Low on the Okhotsk sea ice is analyzed by Ogi et al. (2015).

To capture the linkage between troposphere and stratosphere through the upward propagation of planetary 
waves, we include the poleward eddy heat flux (vflux), which is proportional to the vertical component of the 
Eliassen-Palm flux in the transformed Eulerian mean framework (Andrews & Mcintyre, 1976). The poleward 
eddy heat flux has been calculated similarly to Kim et  al.  (2014), Kretschmer et  al.  (2016,  2020), and Siew 
et al. (2020) as v*T* at 100 hPa, where v stands for the meridional wind velocity, T stands for the temperature, and 

the superscript * indicates the deviations from the zonal mean. To analyze 
the variability in stratospheric polar circulation patterns, we also include the 
PV, based on geopotential height averaged over pressure levels from 100 to 
10 hPa. Similar to Kretschmer et al. (2016) we invert the sign of PV, so the 
positive values stand for the strong PV, and negative values stand for the weak 
PV. A recent study by Kolstad and Screen (2019) suggests a link between 
Arctic sea ice reduction and the negative phase of NAO. Therefore, the NAO 
is also included in the analysis, which is based on the study by Hurrell and 
Deser (2010). To summarize, the following variables are used in this study 
to represent Arctic and midlatitude processes: near-surface air temperature 
over the Arctic (TAS), sea ice over the Barents and Kara seas (BK-SIC) 
and Okhotsk Sea (Ok-SIC), sea level pressure over Ural (Ural-SLP), Sibe-
ria (Sib-SLP), and Aleutian Islands (Aleut-SLP), poleward eddy heat flux 
(vflux), PV, and NAO.

3.  Methods and Tools
3.1.  ESMValTool and Data Preparation

In this study, we use the Earth System Model Evaluation Tool (ESMVal-
Tool) version 2 (Eyring et al., 2020; Lauer et al., 2020; Righi et al., 2020; 
Weigel et al., 2021). The development of ESMValTool is a community-based 
effort, providing well-documented source code and scientific background of 
developed diagnostics (see https://github.com/ESMValGroup/ESMValTool, 

No Variable Geographical area Label

1 Near-surface air temperature 65°–90°N, zonal mean TAS

2 Sea ice area fraction Barents-Kara 70°–80°N, 30°–105°E BK-SIC

3 Okhotsk 50°–60°N, 140°–160°E Ok-SIC

4 Sea level pressure Ural blocking 45°–70°N, 40°–85°E Ural-SLP

5 Siberia high 40°–65°N, 85°–120°E Sib-SLP

6 Aleutian low 45°–80°N, 160°–260°E Aleut-SLP

7 Poleward eddy heat flux 45°–75°N, zonal mean, 100 hPa vflux

8 Polar vortex (geopotential height) 65°–90°N, zonal mean, 100-10 hPa PV

9 North Atlantic oscillation 20°–80°N, 90°W–40°E, 500 hPa NAO

Table 2 
Detailed Overview of Variables and Their Corresponding Regions Used in This Study

Figure 1.  Summary of variables that represent Arctic and midlatitude 
processes in this study: near-surface air temperature over the Arctic (TAS), 
sea ice over the Barents and Kara seas (BK-SIC) and Okhotsk Sea (Ok-SIC), 
sea level pressure over Ural (Ural-SLP), Siberia (Sib-SLP), and Aleutian 
Islands (Aleut-SLP), poleward eddy heat flux (vflux), polar vortex (PV), and 
North Atlantic Oscillation (NAO). The position of BK-SIC, Ok-SIC, Ural-
SLP, Sib-SLP, and Aleut-SLP corresponds to their approximate geographical 
location defined in Table 2.
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last access: 11.08.2023). The output produced by ESMValTool comprises provenance information, which allows 
for traceability and reproducibility of the obtained results. ESMValTool provides various simulations and exper-
iments from CMIP6 models and an additional tool called recipe_filler that offers the possibility to easily 
track a list of models that include necessary variables for the analysis. Since causal discovery requires the usage 
of timeseries, we use ESMValTool to obtain the timeseries that correspond to each variable. With the application 
of the ESMValTool preprocessor function called anomalies, we compute climatological monthly anomalies 
(observed value minus multiyear mean) similar to Kretschmer et al. (2016) for the potential variables defined 
in Sect 2.2. Then, by applying the area_statistics preprocessor function we compute the area-weighted 
spatial average over the corresponding regions from Table 2. If the resulting timeseries has a linear trend, we 
remove it since causal discovery requires a stationary timeseries (Runge, 2018). In this study, a Climate Varia-
bility Diagnostics Package (CVDP, Phillips et al., 2014)is used, which is implemented into ESMValTool (Eyring 
et al., 2020) to reproduce NAO for the analyzed periods. To reproduce the calculations of potential variables 
described in Figure 1 and Table 2 we implemented the recipe recipe_galytska23jgr.yml and corre-
sponding diagnostics in ESMValTool.

3.2.  Causal Discovery

Statistical correlation and regression techniques commonly adopted in climate research might not always be 
useful to understand the causal interpretation of various relations that emerge from the physical mechanism 
behind the phenomena we observe (see, e.g., Runge et al., 2014). Pearson correlation, also in its lagged form, 
is known to suffer from identifying spurious links due to confounders or even just autocorrelation (Runge 
et al., 2014). Granger causality (Granger, 1969), typically applied in a bivariate form, accounts for autocorrela-
tion and has been recently suggested to detect and quantify climate system teleconnections (Silva et al., 2021). 
Based on the example of El Niño events and precipitation anomalies, the authors discovered statistically robust 
relationships supported by physical mechanisms. However, it has been previously shown that Granger causality 
is limited to lagged causal dependencies and might detect misleading causal links in low-resolution data (see, 
e.g., Runge, Bathiany, et al., 2019; Spirtes & Zhang, 2016). Moreover, the typically applied bivariate form of 
Granger causality cannot account for common drivers. Causal discovery methods (Runge, Bathiany, et al., 2019) 
utilize general assumptions about the underlying processes to fully account for common causes and reconstruct 
causal relations among multiple variables. Hence, they are a vital element for enhanced causal process under-
standing and can also be understood as an interpretable technique of machine learning (Xu et al., 2020). Here 
we employ the conditional independence-based causal discovery framework that utilizes the assumptions of 
time-order, causal sufficiency, the Causal Markov condition, and faithfulness (Runge, Nowack, et  al.,  2019). 
This method is based on iterative conditional independence testing and has already found its application in the 
analysis of various teleconnections based on observations (Di Capua et al., 2020; Ebert-Uphoff & Deng, 2012; 
Kretschmer et al., 2016, 2018; Runge et al., 2014; Siew et al., 2020), pathways of teleconnections (Karmouche 
et al., 2022; Kretschmer et al., 2021; Runge et al., 2015), marine cold-air outbreaks (Polkova et al., 2021), Walker 
circulation (Runge, Bathiany, et al., 2019; Runge et al., 2014), and process-oriented climate model evaluation 
(Nowack et al., 2020).

The PCMCI causal discovery framework (Runge, Bathiany, et  al.,  2019; Runge, Nowack, et  al.,  2019) used 
here is based on a combination of the PC algorithm (named after its inventors Peter and Clark, see Spirtes & 
Glymour, 1991) and the Momentary Conditional Independence (MCI) test, which is adapted to the typically 
ubiquitous autocorrelation in timeseries data. In this study, we use an extended version of the PCMCI algorithm, 
called PCMCI+ (Runge, 2020), which detects not only lagged (time lag τ > 0), but also contemporaneous (τ = 0) 
causal links. Like the PCMCI algorithm, PCMCI+  optimizes the choice of conditioning sets, improving the 
reliability of the conditional independence tests. Additionally, Runge (2020) showed that PCMCI+ benefits from 
strong autocorrelated timeseries, which are typical in climate science, and leads to stronger adjacency detection 
power with better control of false positives and higher orientation recall for contemporaneous links compared to 
the standard PC algorithm or multivariate Granger causality.

In the causal graphical model framework one assumes an underlying discrete-time structural causal process 
𝐴𝐴 𝐗𝐗𝐭𝐭 =

(

𝑋𝑋1

𝑡𝑡
, . . . , 𝑋𝑋𝑁𝑁

𝑡𝑡

)

 , where N stands for the different variables represented by timeseries. To reconstruct the 
causal graph including their time lags among these variables, the PCMCI + algorithm encompasses three phases 
(Karmouche et al., 2022) and for a detailed description and pseudo-code see Runge (2020). In the first phase, the 
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so-called lagged skeleton discovery phase, the PC1 Markov set discovery algorithm (based on the PC algorithm) 
is iteratively applied for every lagged pair of variables 𝐴𝐴

(

𝑋𝑋𝑖𝑖

𝑡𝑡−𝜏𝜏
, 𝑋𝑋

𝑗𝑗

𝑡𝑡

)

 for τ > 0. For each pair of variables PC1 tests 
whether they are conditionally independent on defined conditions of other lagged variables. If yes, then the 
algorithm removes the link between these variables. At this stage, the algorithm estimates a set of lagged parents 
for each variable. However, this step might still include remaining spurious connections due to contemporaneous 
links. In the second phase, the contemporaneous skeleton discovery phase, the contemporaneous conditions are 
iterated in MCI tests:

𝑋𝑋
𝑖𝑖

𝑡𝑡−𝜏𝜏 ⟂⟂ 𝑋𝑋
𝑗𝑗

𝑡𝑡
| , ̂

−

𝑡𝑡

(

𝑋𝑋
𝑗𝑗

𝑡𝑡

)

∖

{

𝑋𝑋
𝑖𝑖

𝑡𝑡−𝜏𝜏

}

, ̂
−

𝑡𝑡−𝜏𝜏

(

𝑋𝑋
𝑖𝑖

𝑡𝑡−𝜏𝜏

)

� (1)

where 𝐴𝐴  stands for the subsets of contemporaneous adjacencies 𝐴𝐴  ⊂ 𝐗𝐗𝐭𝐭 , through which the algorithm is iterating 
to fully remove spurious links, 𝐴𝐴 ̂

−

𝑡𝑡

(

𝑋𝑋
𝑗𝑗

𝑡𝑡

)

 are the lagged conditions of 𝐴𝐴 𝐴𝐴
𝑗𝑗

𝑡𝑡
 , and 𝐴𝐴 ̂

−

𝑡𝑡−𝜏𝜏

(

𝑋𝑋𝑖𝑖

𝑡𝑡−𝜏𝜏

)

 are the (time-shifted) 
lagged conditions of 𝐴𝐴 𝐴𝐴𝑖𝑖

𝑡𝑡−𝜏𝜏
 obtained in the skeleton discovery phase. During the third so-called orientation phase, 

the contemporaneous links are oriented based on the collider rule on unshielded triples 𝐴𝐴 𝐴𝐴𝑖𝑖

𝑡𝑡−𝜏𝜏
−𝑋𝑋𝑘𝑘

𝑡𝑡
−𝑋𝑋

𝑗𝑗

𝑡𝑡
 , where 

τ ≥ 0, and finally further orientation rules are applied that make sure that no cycles occur (for more details, see 
Runge (2020)). Then, under the standard assumptions of causal sufficiency, faithfulness, and the Markov condi-
tion (Runge, Bathiany, et al., 2019; Runge, Nowack, et al., 2019), the outcome of the PCMCI + algorithm is a 
causal graph with the four types of links: (a) directed lagged causal links for τ > 0, where τ stands for the time 
lag, (b) directed contemporaneous causal links for τ = 0, (c) unoriented contemporaneous links indicating that 
the collider and orientation rules could not be applied due to Markov equivalence, and (d) unoriented contempo-
raneous links where a direction is not defined due to conflicting orientation rules. It is important to mention, that 
the definition of the links between PCMCI+ and PMCI algorithms differs and the interpretation of causal graphs 
should be done with caution.

This study focuses on linear dependencies and uses linear partial correlation (ParCorr) as a conditional inde-
pendence test. In addition, we set the main parameters of PCMCI+ as follows: the minimum time delay τmin = 0, 
which corresponds to contemporaneous connections, the maximum time delay τmax = 5, which corresponds to 
5 months to account for a range of possible dependencies in the Arctic-midlatitude teleconnections on a monthly 
time scale, and the significance level αpc = 0.01 for all tests. In the resulting causal graph the node color denotes 
the autocorrelation (auto-MCI) value at the lag with maximum absolute value and varies from 0 to 1. The strength 
of causal links is measured by the MCI partial correlation value (cross-MCI) and is normalized between −1 and 1. 
If links occur at multiple lags between two variables, the type of the link and its color show the strongest link, but 
the label indicates all significant lags sorted by their strength. To quantify the strength of detected connections, 
we additionally apply a multivariate regression on parents obtained with PCMCI + for different link coefficient 
strengths, similarly to Runge, Nowack, et al. (2019). Causal discovery with all supporting modules used in this 
study are implemented in the python package Tigramite and freely available at https://github.com/jakobrunge/
tigramite, last access: 11.08.2023.

This study focuses on the NH cold season when near-surface amplified Arctic warming is the strongest 
(Cohen et  al.,  2020). Thus, the causal discovery was applied for the winter period consisting of the months 
December-January-February (DJF). In order to identify the differences in the mechanism of Arctic-midlatitude 
teleconnections within the entire cold season, further analysis was performed on two additional periods, that is, 
early winter (October-November-December, OND) and late winter (January-February-March, JFM). The addi-
tionally analyzed periods are constructed in a manner so that there is no overlap between the early and late winter 
periods, thus, excluding possible contributions of a common month. The contribution of December from the 
defined early winter period and January-February from the late winter period is then included in the regularly 
analyzed winter season DJF. We set mask_type = y to account for various months within the PCMCI+ calcu-
lations. This implies that PCMCI+ will search for causal drivers of target variables restricted to defined seasons, 
for example, DJF, but the potential causal drivers will be allowed outside of DJF, for example, in autumn months. 
The resulting causal graphs contain information on a direction and associated time lags of potential causal links, 
characterizing the pathways of the Arctic-midlatitude interaction network.

We apply the causal discovery algorithm to CMIP6 historical simulations and compare resulting causal graphs 
with observational data. We also analyze causal graphs based on SSP5-8.5 model simulations. We do not calcu-
late causal networks for multi-model mean data since it would reduce the amplitude of interannual variability and 
the ability of the framework to detect connections.

 21698996, 2023, 17, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

037978 by H
elm

holtz-Z
entrum

 Potsdam
 G

FZ
, W

iley O
nline L

ibrary on [27/08/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://github.com/jakobrunge/tigramite
https://github.com/jakobrunge/tigramite


Journal of Geophysical Research: Atmospheres

GALYTSKA ET AL.

10.1029/2022JD037978

8 of 25

3.3.  F1-Score

To evaluate the similarity of the resulting causal graphs that consist of multiple causal and contemporaneous 
links from observations and climate models, we use the asymmetric F1-score method from Nowack et al. (2020). 
Generally, the existence or non-existence of each link detected in the observations (reference causal graph) is 
pair-wise compared to the links from the climate models. This method depends on the statistical significance 
threshold α used in PCMCI+. The F1-score varies from 0 indicating no match, and 1 indicating a perfect match. 
The F1-score can be interpreted as a harmonic mean of the precision (P) and recall (R), which build the founda-
tion of this method. The precision is defined as follows:

𝑃𝑃 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
� (2)

where TP stands for the number of true positives, and FP stands for the number of false positive links in compar-
ison to the reference causal graph. The recall is defined as follows:

𝑅𝑅 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
� (3)

where FN stands for not detected links. The relative contributions of precision and recall to the F1-score are 
equal. The F1-score is defined as follows:

𝐹𝐹1 =

2 × 𝑃𝑃 ×𝑅𝑅

𝑃𝑃 +𝑅𝑅
� (4)

Similarly to Nowack et al. (2020), the definition of TP in this work is slightly modified to take into account the 
sign of each identified link (positive or negative). If the sign is the same, then we check if the time lag in matching 
causal links between reference and modeled causal graphs is the same. If not, we allow a difference in the time 
delay of up to two time lags, that is, two months for a monthly time scale. If the same-sign link in the modeled 
causal graph was found in a different time step than the reference graph, then the sign of the connection is used at 
the original time step. If the sign is the same, then it is considered that the link exists in both data sets. Therefore, 
the F1-score depends on the causal graph, which is considered as a reference. For the analysis of CMIP6 historical 
simulations, we define observational causal graphs as the reference. To estimate how strong Arctic-midlatitude 
linkages are affected by climate change, for each model from a CMIP6 future simulation we choose historical 
simulations as a reference. In this case, we do not allow a difference in the time delay between historical and 
future simulations and compare only identical matching links. To optimize the comparison among observational 
and number of modeled causal graphs, we relax the definition of contemporaneous links (with τ = 0), and do not 
distinguish between directed, unoriented, and conflicting contemporaneous links. Instead, they are combined into 
one category of contemporaneous links to summarize the general outcome of modeled causal graphs.

3.4.  Causal Model Evaluation

To characterize connections that occur in the framework of Arctic-midlatitude processes, Figure 2 depicts the 
individual steps within the scope of causal model evaluation. First, based on the expert knowledge and literature 
review, we consider in the analysis potential variables (see Figure 2a) that represent Arctic-midlatitude processes 
(see Section 2.2). In this step ESMValTool is involved in calculating the climatological anomalies of monthly 
mean data and the area-weighted spatial average over the defined region for observations and climate models (see 
Section 3.1). As a result, a set of timeseries is received, which serves as proxies for different physical processes 
(noted as Var1, Var2, and Var3 in Figure 2b) for each data source (e.g., Observations, Model 1, Model 2), which 
is further detrended.

The interactions among these processes are calculated in observations and model simulations by the application 
of PCMCI+ (see Section 3.2). The resulting networks (see Figure 2c) contain the information on the existence 
of associated links between potential variables at a given significance level. The color of the node of each vari-
able indicates the autocorrelation and varies from 0 to 1 (predominantly 1-month lag, labeled auto-MCI). The 
color of the links stands for the sign and the strength of the connection (MCI) and varies from −1 to 1 (labeled 
cross-MCI). Straight lines stand for the contemporaneous links, which do not have a time lag. If the straight lines 
have an arrow, it denotes a directed contemporaneous causal link, where the arrow indicates the direction of the 
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impact (see, e.g., the positive contemporaneous causal link from Var 2 to Var 3 in all data sources in Figure 2c 
and Runge (2020)). Curved lines with the arrow stand for the directed lagged causal links, where the number(s) 
indicates the time lag in months (see e.g., positive causal link from Var 2 to Var 1 in all data sources in Figure 2c). 
If two processes are causally linked with each other for more than one time lag, then all lags are shown and sorted 
by the strength of the impact. In such a case, the color of the link would be based on the stronger connection. For 
example, Figure 2c shows the negative causal link in Observations from Var 1 to Var 2 with time lags 2 and 1, 
where 2 has a stronger connection, thus is indicated first.

In the example given in Figures 2b and 2c the analysis is based on three data sources with three variables. But the 
comparison of causal graphs can be a challenging task, especially if the number of variables and/or data sources 
is increased since it can lead to complex causal structures. Therefore, Figure 2d (left figure) summarizes the 

Figure 2.  Schematic representation of the causal model evaluation framework using ESMValTool and causal discovery based on example data. For a detailed 
explanation see Section 3.4.
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detection of various connections in climate models in comparison to observations. The hexagon above each link 
indicates the number of models that reproduce (contemporaneous or causal) observed links identical by sign and 
type. The width of the links shows the fraction of the models that simulate the particular connections. If none of 
the models simulates the observed connection, then the link is dashed. If more than half of the analyzed models 
simulate the particular connection, which was not found in observations, then the link is gray. For example, both 
models (Model 1 and Model 2) similar to observations, simulate a contemporaneous positive link from Var 2 to 
Var 3 (Figure 2c), which is indicated by the number ”2” in the hexagon on top of this link (Figure 2d left). Neither 
of the models simulates the observed negative causal link from Var 1 to Var 2, which is indicated by ”0” in the 
hexagon on top of this link, and the corresponding link is dashed. Both of the analyzed models simulate a negative 
contemporaneous link from Var 1 to Var 3, which was not detected in observations, thus the link between these 
two variables is gray with ”2” in the hexagon on top of it. This analysis is performed for all detected and simulated 
links and is done to provide an overview of how many models agree with observed links. However, this analysis 
does not have information on particular models that do or do not simulate the observed connections. Therefore, 
the matrix in Figure 2d (middle) summarizes all discovered links (rows) versus the data source (columns). Here 
the node color stands for the strength of the link, the number inside the node indicates the time lag in months, 
where 0 stands for a contemporaneous link, 1—a causal link with 1 month delay, 2—a causal link with 2 months 
delay, etc. And as a last step, to evaluate the general performance of climate models, the F1-scores are calculated 
(see Figure 2d, right, see also Section 3.3). Here, rows stand for the reference data, columns are the data sources 
that are compared to the references. The lower values represent worse, and the higher values (close to one) better 
match with the reference data.

4.  Results and Discussion
4.1.  Causal Links in Observations

To evaluate the performance of CMIP6 models and to understand the causal links in observations, we first recon-
struct causal graphs of Arctic-midlatitude teleconnections for nine potential variables defined in Table 2 based on 
ERA5 and HadISST data sets for the period 1980–2021. Figure 3 shows causal graphs for (a) winter (DJF), (b) 
early winter (OND), and (c) late winter (JFM) with a significance level of αpc = 0.01 and a maximum time lag 
of τmax = 5 for all tests in PCMCI+. The node color represents the strength of the autocorrelation. The link color 
stands for the MCI partial correlation value. Directed lagged and contemporaneous causal links are depicted by 
curved and straight arrows, respectively, pointing to the direction of the impact. The position of potential varia-
bles in Figure 3 corresponds to their approximate geographical location defined in Table 2. Similarly to Figure 3, 
the representation of causal graphs based on MERRA-2 and NCEP-NCAR-R-1 reanalyses is shown in Figures 
S1 and S2 in Supporting Information S1, respectively. Sea ice coverage from the HadISST data set is used in 
combination with each of these reanalyses.

From the causal graph of Arctic-midlatitude linkages during DJF (Figure 3a) among all potential variables the 
strongest autoregressive values are found for Ok-SIC and BK-SIC with a time lag of 1 month. Panel (a) shows a 
positive contemporaneous link between TAS and Sib-SLP, indicating the direct relationship between near-surface 
air temperature over a broad Arctic region and Siberian High. Since the link is not directed (no arrow), this connec-
tion implies that (a) the increase (decline) of Arctic near-surface temperature is associated with the strengthening 
(weakening) of Siberian High, or (b) the increase (decline) of sea level pressure over Siberia is associated with 
the increased (decreased) near-surface temperature over the Arctic. The relation between TAS and Sib-SLP also 
stands for a robust “warm Arctic-cold Siberia” pattern since an anticyclonic anomaly around the Siberian coast 
induces cold air spells over NH midlatitudes (Tyrlis et al., 2020). In turn, the Siberian High is positively contem-
poraneously linked with the Ural blocking (Sib-SLP and Ural-SLP). The increased sea level pressure over both 
Ural and Siberia is associated with the near-surface temperature increase over the Arctic (direct link between TAS 
and Sib-SLP, and an indirect link between Ural-SLP and TAS via Sib-SLP).

In Figure 3a we do not detect a connection between TAS and BK-SIC. It could be associated with the fact that the 
TAS is averaged over a broad domain, while BK-SIC is only over a small region (see Table 2). The reader should 
also remember that we combine two different data sets in the observational causal graphs, namely HadISST for 
BK-SIC and Ok-SIC and ERA5 for the rest of the variables. Since the observational causal graph is estimated 
with errors, the absence of the link (e.g., between TAS and BK-SIC) could happen if the connection is detected as 
a false negative in the causal graph. In the particular case shown in Figure 3a, the link from TAS to BK-SIC was 
detected as non-significant and thus was rejected in the conditional independence tests.
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During DJF a negative contemporaneous connection is found between Ural-SLP and NAO, indicating that the 
increased (declined) sea level pressure over Ural is associated with a negative (positive) phase of NAO, which 
is in agreement with the findings of Kretschmer et al. (2016). We also find a causal negative link from NAO to 
BK-SIC with 1 month lag, representing a tropospheric connection between midlatitudes and the Arctic, which is 
in agreement with Deser et al. (2000). Additionally, there is a contemporaneous positive link between the NAO 
and PV, which indicates a direct tropospheric-stratospheric relationship between the Arctic and midlatitudes 
(similar link was also detected in Kretschmer et al., 2016). It implies that the negative (positive) phase of the NAO 
is associated with a weakening (strengthening) of the PV. For example, a weaker PV produces circulation anoma-
lies that are associated with an increasingly meandering jet stream that resembles the negative phase of the NAO.

During DJF we also find the negative links between vflux and PV, which are associated with the weakening of 
PV due to increased poleward eddy heat flux not only contemporaneously but also causally with 1 month lag. In 
turn, the weakened PV induces further weakening of the poleward eddy heat flux, indicated via a causal lagged 
positive link with 1 month lag. These connections were also reported by Kretschmer et al. (2016). In the North 
Pacific region we find another direct pathway of tropospheric-stratospheric connection via a negative contem-
poraneous link between Aleut-SLP and vflux, so for example, a deepening of the Aleutian Low is related to an 
increase in poleward eddy heat flux at 100 hPa. The Aleutian Low, in turn, is also connected via a negative causal 
link to sea ice over the Sea of Okhotsk (from Aleut-SLP to Ok-SIC) with 1 month delay. This is in agreement 
with Ogi et al. (2015), who linked the deepening of the Aleutian Low to the increase in the Okhotsk sea ice cover.

Figure 3.  Causal graphs based on ERA5 and HadISST data sets for the period 1980–2021 during (a) winter (DJF), (b) early winter (OND), and (c) late winter (JFM). 
The significance level is αpc = 0.01 and the maximum time lag τmax = 5. The definition of variables is provided in Table 2. Similar to Figure 1, the position of variables 
corresponds to their approximate geographical location defined in Table 2.
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During early winter (OND, Figure 3b) the distribution of contemporaneous and lagged causal links differs from 
DJF (Figure 3a). Therefore, in the following, we focus only on those changes in the connections that appeared 
newly in comparison to DJF. During OND the strongest autoregressive values are found for BK-SIC and TAS, 
both with 1 month delay. Contrary to DJF, the positive link between TAS and Sib-SLP is not detected during 
OND. However, we find a contemporaneous negative link between TAS and BK-SIC, which was not detected 
during DJF. This link indicates that the increase (decrease) of near-surface temperature over the Arctic is related 
to the decline (increase) of sea ice over the Barents and Kara seas.

Contrary to DJF (Figure 3a), the link from NAO to BK-SIC is not lagged but is a directed contemporaneous causal 
link. The causal graph from early winter does not detect the connection between NAO and Ural-SLP, which indi-
cates that this particular link occurs starting in December. The following interesting patterns are found during 
OND for Ural-SLP: (a) positive contemporaneous connection to vflux and (b) direct causal negative link with 
1 month lag to PV. However, these particular connections were reported by Kretschmer et al. (2016) during  DJF.

During late winter (JFM, Figure  3c) the observations show pronounced autoregressive values for BK-SIC, 
Ok-SIC, and PV. We find a contemporaneous positive link between TAS and Sib-SLP, which was also found 
during DJF (panel a) but not during OND (panel b). Therefore, based on causal analysis of cold periods (panels 
a–c), the link between Arctic temperature and Siberian High is not occurring earlier than December and persists 
until late winter. We also find a directed contemporaneous link from Ural-SLP to BK-SIC, which is in agreement 
with Li et al. (2021), Ma et al. (2022), Siew et al. (2020), and Yao et al. (2018). However, the observations do not 
detect this particular link during OND or DJF. This could be associated with the complexity of the interactions 
between sea ice and atmospheric internal variability that occurs across a range of timescales (Siew et al., 2020). 
The link between NAO and BK-SIC is not observed during JFM, which could be associated with the intermit-
tency of this connection (Siew et al., 2020). However, during JFM the causal discovery detects a direct positive 
causal link from BK-SIC to PV with 1 month lag, which was not found in other periods.

Similar to Figure 3a, during JFM (panel c) in the North Pacific region we find a negative causal connection with 
1 month delay from Aleut-SLP to Ok-SIC, whereas it does not take place during early winter (panel b). During 
JFM we also find two causal positive links with 1 month lag associated with the PV. Similar to DJF, the first link 
is from PV to vflux, indicating that the weakened PV causes the weakening of the poleward eddy heat flux. The 
second link is from PV to TAS, indicating that the weakening of the PV leads to a decrease in Arctic near-surface 
temperature. This link is associated with the downward coupling of stratospheric PV anomalies, and it is known 
to be particularly strong during sudden stratospheric warming (SSW) events that can affect tropospheric weather 
for up to 60 days after the event (Baldwin et al., 2021). The surface temperature impact of SSWs is particularly 
strong throughout northern Eurasia, where negative surface temperature anomalies often follow SSWs (see, e.g., 
Baldwin et  al.,  2021; Hall et  al.,  2022). These negative anomalies dominate the polar cap mean temperature 
response to SSWs. Consequently, this can explain the positive causal link between PV and Arctic TAS.

Overall we found that the following observed teleconnections were detected similarly to Kretschmer et al. (2016), 
such as links that connect the NAO (Arctic Oscillation, AO in case of Kretschmer et al., 2016) and (i) Ural-SLP, 
(ii) BK-SIC, and (iii) PV; (iv) as well as links between vflux and PV. Reported by Kretschmer et  al.  (2016) 
connection between BK-SIC and Ural-SLP we detected during late winter (panel c) and reported connection from 
Ural-SLP to vflux and PV we detected only during early winter (panel b). These particular differences may arise 
from a number of potential factors, that is, different reanalyses, different analyzed periods of time, the application 
of another version of the causal discovery with different settings on a slightly different set of analyzed variables. 
The estimation of the sensitivity of detected connections to the parameter settings of causal discovery is shown in 
Figure S3 in Supporting Information S1. Therefore, the differences in Arctic-midlatitude connections detected by 
causal discovery during different analyzed periods with different significance levels may indicate an important 
contribution of atmospheric internal variability to the observed processes.

The summary of all detected links based on observations with the significance level αpc = 0.01 and the maximum 
time lag τmax = 5 is provided in Table 3, where the second column indicates the linked variables, and the third 
column stands for the type of the link (lagged or contemporaneous). If the link is lagged then the number in round 
brackets shows the time delay in months. The fourth column shows whether the link is positive (+) or negative 
(−). The last three columns show multivariate regression values based on the parents obtained with PCMCI+. 
To summarize the changes in the connections, we sort the periods from early (OND, column five) to late (JFM, 
column seven) winter. According to Table 3, four links appear during all three analyzed periods (OND, DJF, and 
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JFM), namely contemporaneous links between (i) Sib-SLP and Ural-SLP, (ii) NAO and PV, (iii) PV and vflux, 
and (iv) Aleut-SLP and vflux. There are a number of connections that are found in only one of the analyzed peri-
ods. For example, the contemporaneous connection between TAS and BK-SIC and the causal link from BK-SIC 
to Ok-SIC were detected only during early winter OND; the downward coupling from the stratosphere to the 
troposphere via PV to TAS or contemporaneous connection between Ural-SLP and BK-SIC were detected only 
during JFM.

4.2.  Evaluation of Causal Links in CMIP6 Historical Simulations

Similar to observations, we reconstruct causal graphs for each individual climate model from Table 1 as indi-
cated in Figure 2c. The representation of all simulated causal graphs in DJF from analyzed climate models 
is shown in Figure S4 in Supporting Information S1. To generally estimate how many climate models simu-
late physical processes detected in observations, Figure 4 shows causal graphs based on observations from 
Figure 3, but in this case the number in the hexagon above each link indicates how many models out of 23 
simulate the link identical to observations by sign (positive or negative) and type (lagged or contemporane-
ous). Additionally, the width of the lines in Figure 4 visualizes the fraction of the models that simulate these 
particular connections. The dashed lines stand for the connections that were not found in the models (also 
denoted by the ”0” in the hexagon). The gray links indicate the connections that were not detected in obser-
vations but were simulated by more than half of the analyzed models. To optimize the comparison between 
observations and models, in the following we do not distinguish the three types of contemporaneous links, 
namely (a) directed contemporaneous causal links, (b) unoriented, and (c) conflicting contemporaneous adja-
cencies, but summarize them into one category and simply refer to these connections as contemporaneous 
connections. We adhere to a criterion of more than half of the analyzed models (i.e., ≥12) to represent a robust 
model response.

No Link Link type Sign OND DJF JFM

1 TAS and BK-SIC contemp. − −0.39

2 TAS and Sib-SLP contemp. + 0.50 0.48

3 Sib-SLP and Ural-SLP contemp. + 0.60 0.64 0.60

4 Ural-SLP and PV lagged (1) − −0.49

5 Ural-SLP and vflux contemp. + 0.24

6 Ural-SLP and BK-SIC contemp. − −0.22

7 BK-SIC and Ok-SIC lagged (2) + 0.30

8 BK-SIC and PV lagged (1) + 0.14

9 NAO and Ural-SLP contemp. − −0.38 −0.26

10 NAO and BK-SIC lagged (1) − −0.28

11 contemp. − −0.26

12 NAO and PV contemp. + 0.44 0.46 0.20

13 vflux and PV lagged (1) − −0.6 −0.46

14 PV and vflux lagged (1) + 0.25 0.28

15 contemp. − −0.50 −0.39 −0.34

16 PV and TAS lagged (1) + 0.47

17 Aleut-SLP and vflux contemp. − −0.38 −0.31 −0.31

18 Aleut-SLP and Ok-SIC lagged (1) − −0.34 −0.26

Note. Link type stands for either the lagged causal link (lagged), where the number in round brackets indicates the time lag 
in months or the directed contemporaneous causal link or unoriented contemporaneous adjacency (contemp.). The sign 
indicates a positive (+) or negative (−) connection. The values in the last three columns show multivariate regression values 
on the parents obtained with PCMCI+.

Table 3 
Summary of the Links Based on the Application of Causal Discovery on ERA5 and HadISST Data Sets for the Period 
1980–2021 Based on the Significance Level αpc = 0.01 and the Maximum Time Lag τmax = 5
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There are a few observational links that were simulated by most of the 23 analyzed models in all analyzed periods, 
such as the negative contemporaneous and lagged connections from vflux to PV and the positive contemporane-
ous connection between Sib-SLP and Ural-SLP (Figures 4a–4c). A robust connection between vflux and PV is in 
agreement with Kretschmer et al. (2020), who made their conclusions based on the analysis of 35 CMIP5 models. 
The rest of the simulated links exhibit seasonal differences in model simulations. For example, the contempora-
neous link between TAS and Sib-SLP during OND (Figure 4b) was simulated by 12/23 models (but not detected 
in observations), but during DJF (Figure 4a) was simulated by 11/23 models and during JFM (Figure 4c) by 9/23 
models. There is no robust modeled connection between NAO and BK-SIC, which was detected in observations 
during OND and DJF. The causal lagged link from Ural-SLP to PV, which was detected in observations only 
during OND (Figure 3b) is also simulated by only 7/23 models (Figure 4b). During JFM (Figure 4c) the direct 
link between BK-SIC and Ural-SLP was not robustly detected by the models, which is in agreement with the 
findings of Kretschmer et al. (2020), who demonstrated a weak mediated signal on a monthly timescale.

Interestingly, the link between TAS and BK-SIC, which was not detected in observations during DJF and JFM, 
is simulated by most of the analyzed models in all considered periods, namely 17/23 in OND and DJF, and 
15/23 in JFM. This connection is in agreement with, for example, Screen and Simmonds  (2010) and Screen 
et al. (2012). Notably, the recent study of Docquier et al. (2022) showed the two-way influence of Arctic sea ice 
and near-surface air temperature.

Figure 4.  Summary causal graphs based on 23 CMIP6 historical simulations for the period 1980–2021 during (a) winter 
(DJF), (b) early winter (OND), and (c) late winter (JFM). Similar to Figure 3, αpc = 0.01 and τmax = 5. The line width 
represents the fraction of the models that simulate the particular connection. The dashed line indicates those connections that 
were not found in the models. The number in the hexagon above each link indicates the number of models that simulate a 
(contemporaneous or causal) link identical by sign and type to the observations. The gray links indicate the connections that 
were not detected in observations but were simulated by more than half of the analyzed models.
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In the North Pacific region, the causal link from Aleut-SLP to Ok-SIC is found in 4/23 models in DJF (panel a) 
and in 1/23 models during JFM (panel c). The contemporaneous link between vflux and Aleut-SLP is simulated 
by most of the analyzed models (16/23) during DJF, less robust during OND (panel b, 8/23) and JFM (panel c, 
12/23 models), which is in agreement with findings of Kretschmer et al. (2020) regarding the robust representa-
tion of this particular link by climate models.

While Figure 4 shows a general overview of the analyzed models based on the observational links, Figure 5 summa-
rizes all detected contemporaneous and lagged links (rows) for observations and 23 analyzed CMIP6 models 
(columns) during DJF 1980–2021. Similar to Figure 4, here we do not separate three types of contemporaneous 
links but summarize them into one group of contemporaneous connections. Figure 5 gives a detailed overview 
of every link found in observations and simulated (or not simulated) by CMIP6 models during DJF. Analogous 
to Figure 5, the summary causal graphs for OND and JFM are shown in the Figures S5 and S6 in Supporting 
Information S1, respectively. Based on Figure 5 we detect that during DJF apart from the observations, the only 
model that reproduces the causal positive observational link from PV to vflux is CMCC-ESM2. While only one 
model simulates the observed causal negative connection from NAO to BK-SIC in DJF (MRI-ESM2-0), we find 
5/23 models that show a contemporaneous negative link between these variables (CanESM5, GFDL-ESM4, 
INM-CM4-8, MPI-ESM1-2-LR, and MRI-ESM2-0). In the North Pacific, the causal negative link with 1 month 
delay from Aleut-SLP to Ok-SIC is simulated by four models: BCC-CSM2-MR, CMCC-CM2-SR5, E3SM-1-1, 
and MPI-ESM1-2-LR. We found that there are five other models (FGOALS-g3, GFDL-CM4, GFDL-ESM4, 
INM-CM4-8, and IPSL-CM6A-LR) that simulate contemporaneous negative link between Aleut-SLP and 
Ok-SIC.

To estimate the general performance of the 23 analyzed CMIP6 historical simulations (only first ensemble 
member r1i1p1f1), we calculate the F1-score on the pair-wise comparison of causal graphs that are based on 
monthly mean data of the nine analyzed variables. Figure 6 shows the matrix of average F1-scores during DJF 
(a), OND (b), and JFM (c). Reference data is shown in rows and data sources that are compared to the references 
are shown in columns. Higher scores imply a better agreement between causal graphs, that is, that two models 
(or model and observations) are more similar in terms of their causal fingerprint; lower scores represent larger 
differences between reference and analyzed causal graphs.

Figure 6 shows that generally there is a better agreement among observations and analyzed models during DJF 
(panel a) compared to OND (panel b) and JFM (panel c). The lower F1-scores during OND and JFM imply that 
the agreement of causal graphs among analyzed models and observations is lower during these periods. Below 
we discuss the highest F1-scores during different seasons, and in the round brackets we denote the F1-score 
values. The highest F1-scores during OND and DJF are detected for the GFDL-CM4 model when its causal 
graph is used as a reference compared to INM-CM4-8 (0.88 in OND and 0.92 in DJF). During JFM the highest 
F1-scores (all 0.87) were found when EC-Earth3-Veg-LR and CMCC-CM2-SR5 (both reference) are compared 
to ACCESS-ESM1-5 and when ACCESS-ESM1-5 (reference) is compared to CMCC-CM2-SR5. The applica-
tion of F1-score metric does not simply provide the similarity of simulated causal graphs but also provides a 
marker for a possible similar background of model development. For example, during JFM one of the highest 
F1-scores detected in IPSL-CM6A-LR (Boucher et  al.,  2020) is in comparison with EC-Earth-Veg (Döscher 
et al., 2022). Since both models share the same ocean component, which is based on the Version 3.6 stable of 
Nucleus for European Models of the Ocean (NEMO, Madec & Team, 2015), this could explain the high F1-score, 
and thus the strong similarity in causal graphs.

In the following, we highlight a few models with the highest F1-scores with observations, thus simulating 
the processes closest to the observations. During DJF, the following models agree best with the observational 
causal graphs: BCC-CSM2-MR (0.84), CAMS-CSM1-0 and MPI-ESM1-2-LR (both 0.8). During OND these 
models exhibit the highest scores: ACCESS-CM2 (0.69), FGOALS-f3-L, GFDL-CM4 and IPSL-CM6A-LR 
(all 0.67). The highest F1-score in comparison to observations during JFM are detected in CAMS-CSM1-0 
and EC-Earth3-Veg-LR (both 0.72), and ACCESS-ESM1-5 (0.71). In this context, it is important to highlight 
the following two points. First, while generally relatively high F1-scores suggest that analyzed climate models 
adequately represent the observed connections, the average agreement among models and observations with 
a F1-score of around 0.5–0.6 might indicate an important contribution of internal variability to the observed 
processes. In particular, the higher F1-scores during DJF suggest that climate models better capture observed links 
(or agree on connections across different models) during this season. Thus, second, the high F1-scores between 
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Figure 5.  Summary of lagged and contemporaneous connections detected in reanalyses ERA5, NCEP (stands for NCEP-NCAR-R-1) and MERRA-2 and 23 CMIP6 
historical simulations during winters (DJF) for the period 1980–2021. The node color represents the strength of the link. The number within the node represents the 
time lag in months in causal links, and zero represents contemporaneous links.
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models and/or observations during one season do not imply that the agreement of causal graphs between particu-
lar models and/or observations is expected to be good during other seasons. For example, while the F1-score 
between BCC-CSM2-MR and observations as reference is the highest during DJF (Figure 6a; 0.84), during OND 
the similarity in causal graphs is much lower (0.4, panel b), and during JFM it is higher again (0.57, panel c). This 
shows that the agreement between observations and models (and among models) highly depends on the analyzed 
period. Since the F1-score does not simply indicate a similarity of individual parameters between different data 
sources but is rather a process-based evaluation of model performance (in our case of Arctic-midlatitude connec-
tions), we find that these similarities of analyzed processes vary for different analyzed periods (in our case OND, 
DJF, or JFM) across the analyzed CMIP6 models.

4.3.  Causal Links in CMIP6 SSP5-8.5 Future Simulations

To address potential future changes in Arctic-midlatitude teleconnections, Figure 7 displays causal graphs similar 
to Figure 4, but for the ScenarioMIP SSP5-8.5 simulations for the period 2058–2099. The detailed summary of 
causal and contemporaneous links detected in CMIP6 SSP5-8.5 simulations for winters 2058–2099 is provided in 

Figure 6.  Matrix of average F1-scores for pair-wise comparisons of causal graphs among observations and the first ensemble member (r1i1p1f1) of 23 climate models 
during (a) DJF, (b) OND, and (c) JFM. Reference data is shown in rows, and data that is compared to the reference is shown in columns. Higher (lower) scores stand for 
better (worse) agreement between causal graphs.
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supporting information Figure S7 in Supporting Information S1. First, we analyze those links that are expected to 
become more robust based on SSP5-8.5 simulations. The most prominent future changes are found between pole-
ward eddy heat flux and Aleutian Low. The historical simulations showed the robustness of this link only during 
DJF (see Figure 4a, 16/23 models) and JFM (see Figure 4c, 12/23 models), while during OND only 8/23 models 
simulated this connection. During 2058–2099 it is expected that this connection will become more robust for all 
analyzed periods: 22/23 models for DJF, 20/23 models for JFM, and 15/23 models for OND (see Figures 7a–7c). 
This pronounced change from past to future could be associated with future intensification of extreme Aleutian 
Low reported by Giamalaki et al. (2021), since the Aleutian Low has previously experienced a weakening trend 
during the past two decades (Hu et al., 2018).

We also find that the contemporaneous connection between TAS and BK-SIC becomes slightly more robust from 
historical to SSP5-8.5 simulations. For example, Figure 4 shows that during 1980–2021 17/23 models in DJF and 
15/23 models in JFM simulated this connection, although it was not found in the observations; also 17/23 models 
simulated this link in OND. In the future this link is simulated by more models: 18/23 models during DJF, 19/23 
in OND and JFM (also see Figures S8–S10 in Supporting Information S1).

Several links become less robust in the future SSP5-8.5 simulations. For example, the contemporaneous negative 
connection between NAO and PV, which was found in 13/23 models in the historical simulations (Figure 4a), 
is simulated in the future by only 8/23 models. Or the connection between NAO and Ural-SLP in JFM that was 
found in more than half of analyzed models 12/23 in historical simulations (Figure 4c), is simulated in the future 
by only 6/23 models. A new robust connection is found in future OND (Figure 7b), which was not detected before 
as robust in observations and CMIP6 historical simulations. This is a contemporaneous negative connection 
between Sib-SLP and Aleut-SLP (also seen in Figure S9 in Supporting Information S1).

Figure 7.  Same as Figure 4 but for the ScenarioMIP SSP5-8.5 simulations for the period 2059–2099.
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To summarize the difference between observed and modeled causal graphs in past and future simulations, Figure 8 
illustrates the F1-score for historical (circles) and SSP5-8.5 (triangles) simulations for DJF (panel a, blue), OND 
(panel b, green), and JFM (panel c, orange). Similar to Figure 6, the observational causal graphs from ERA5 and 
HadISST data sets are used as a reference for the analysis of CMIP6 historical simulations. To estimate the impact 
of a changing climate on observed and simulated links, the historical simulations are chosen as a reference for each 
CMIP6 model future scenario. The lower the F1-score for SSP5-8.5 simulations, the larger the difference between 
the causal graphs of the historical and future simulations. We find that the F1-scores for the future simulations are 
generally higher during DJF and JFM (see Figures 8a and 8c), and lower during OND (Figure 8b). Most of SSP5-
8.5 F1-scores are similar to the historical scores, implying that causal graphs between historical and SSP5-8.5 simu-
lations do not differ much. This is associated with small future changes as simulated under the SSP5-8.5 scenario.

Those models that have the highest F1-score for the SSP5-8.5 simulations (triangles in Figure  8) predict 
only small future changes in comparison with historical simulations. During DJF (panel a) these models are 
MPI-ESM1-2-HR (0.86) and EC-Earth3-Veg-LR (0.74); during OND (panel b) these are INM-CM4-8 (0.7), 
ACCESS-CM2 and ACCESS-ESM1-5 (both 0.67), and during JFM (panel c) these are EC-Earth3-Veg-LR (0.88) 
and EC-Earth3 (0.78). Therefore, these models predict the smallest future change in the analyzed connections 
compared to their historical simulations.

The lowest F1-scores in SSP5-8.5 simulations, thus the largest differences between past and future processes 
are simulated during DJF by INM-CM4-8 (0.35) and GFDL-CM4 (0.44). During OND these models are 
EC-Earth3-CC (0.4), BCC-CSM2-MR and FGOALS-f3-L (both 0.42). And during JFM these models are 
GFDL-CM4 (0.37) and BCC-CSM2-MR (0.43).

5.  Conclusions
Our study applies causal discovery to compare Arctic-midlatitude teleconnections across a number of CMIP6 
simulations to observational data sets. Causal discovery is recognized as an interpretable machine learning tool 

Figure 8.  F1-score scatter plot of individual causal network comparison for the first ensemble member (r1i1p1f1) of 23 CMIP6 historical (circles) and SSP5-8.5 
(triangles) simulations for winter DJF (panel a, blue), early winter OND (panel b, green), and late winter JFM (panel c, orange). Similar to Figure 6, the observational 
causal graphs from ERA5 and HadISST data sets are used as a reference for the analysis of CMIP6 historical simulations. And the historical simulations are chosen as a 
reference for the future scenario for each analyzed model.
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that goes beyond correlation analysis to study complex systems. By analyzing detrended timeseries from obser-
vations and 23 CMIP6 models, this study shows the variety of causal and contemporaneous links that were 
identified in the Arctic-midlatitude teleconnections in conditions of amplified Arctic warming. To reveal possible 
differences in the observed and simulated connections during the NH cold season, we apply causal discovery to 
the following periods: winter (DJF), early winter (OND), and late winter (JFM).

Based on the application of causal discovery on observational data for 1980–2021 across the analyzed periods, 
we detect robust connections related to the variability of tropospheric circulation and troposphere-stratosphere 
coupling. These are the positive contemporaneous links between (i) Ural blocking and Siberian high, (ii) NAO 
and stratospheric PV, and negative contemporaneous links between (iii) stratospheric PV and poleward eddy heat 
flux at 100 hPa, and (iv) Aleutian Low and poleward eddy heat flux at 100 hPa. Contrary to the expectations, 
based on observations, the causal discovery did not detect a robust connection between sea ice over Barents and 
Kara seas and Arctic temperature: a negative contemporaneous link was only detected during OND. This connec-
tion might not be found during DJF and JFM if the observational causal graph was estimated with errors and the 
causal discovery detects this connection as a false negative.

The causal analysis of CMIP6 historical simulations, similar to observations, does not robustly capture 
Arctic-midlatitude teleconnections that arise from Arctic sea ice variability in the analyzed periods during 
1980–2021. We also show that only a few observational links are reproduced by most of the analyzed models. 
This is mainly (i) the negative connection between poleward eddy heat flux at 100 hPa and stratospheric PV and 
(ii) the positive link between Ural blocking and Siberian high. Contrary to observations, the negative connection 
between sea ice over Barents and Kara seas and the Arctic temperature is robustly simulated by most of the 
analyzed models during all seasons.

The analysis of CMIP6 SSP5-8.5 simulations during 2058–2099 shows similar results as the observations and 
historical simulations and does not show the new robust links associated with Arctic-midlatitude teleconnections. 
However, future simulations show several connections that are clearly expected to become more robust. The 
most prominent future changes are found between poleward eddy heat flux at 100 hPa and Aleutian Low for all 
analyzed periods based on CMIP6 SSP5-8.5 in comparison to historical simulations, which could be associated 
with the predicted future intensification of Aleutian Low (Giamalaki et al., 2021). Additionally, the connection 
between Arctic temperature and sea ice over Barents and Kara seas is expected to become more robust in the 
future during all analyzed periods since more climate models simulated this connection. This could be associated 
with a thinner ice cover in the future and its pronounced vulnerability to thermodynamic forcing.

This study combines a statistical method with physical reasoning via the application of the causal discovery on 
the topic of Arctic-midlatitude teleconnections. This approach provides a powerful tool to evaluate the perfor-
mance of climate models and assesses the physical mechanisms of these teleconnections. However, there is a 
number of issues that the user should be familiar with. A careful selection of the potential variables as well as 
the length of the timeseries plays a crucial part in the further application of causal discovery. Similarly to Siew 
et al. (2020), we also experienced an issue when the algorithm rejected some of the physically meaningful links 
when some of the variables were changed (or extended/reduced) or by prolonging or shortening the analyzed 
period by a few years. In this regard, Kretschmer et al. (2021) highlighted that in order to make plausible esti-
mates of causal discovery, it is important to explicitly define the causal assumptions and account for the correct 
confounding variables, which is done in this study (see Sect. 2.2).

Moreover, since the observations and climate models provide inconsistent responses, the scientific findings are 
influenced by the prior knowledge and findings (Shepherd, 2021). A way to overcome these issues is by applying 
the Bayes factor (Kass & Raftery, 1995), which quantifies the evidence in favor of a scientific theory. The Bayes 
factor does not depend on the prior odds, and the alternative hypothesis can be precisely specified. In a recent 
study, Kretschmer et al. (2021) applied the Bayes factor to test the hypothesis of the influence of BK-SIC on the 
non-linearity of the PV. As a result, their analysis neither proved nor provided evidence against their assumption, 
which highlighted the complexity of the researched teleconnections. Combining the extensive analysis of the 
present study with the complex approach of Kretschmer et al. (2021) is a useful direction for further research.

From the perspective of causal model evaluation of Arctic-midlatitude processes, there are a few additional chal-
lenges associated with the non-stationarity of the Arctic-stratospheric pathways and their intermittency (Siew 
et  al.,  2020), unrealistic sea ice distribution and variability in the models in comparison to the observations 
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(Kretschmer et al., 2020). Additionally, for future studies to further estimate the role of the poleward eddy heat 
flux, it is potentially beneficial to disentangle the impact of stationary waves, synoptic and low-frequency tran-
sient eddies that may have distinct roles in Arctic-midlatitude connections (Sang et al., 2022). Also, to better 
understand the links behind Arctic-midlatitude teleconnections and evaluate detected connections, further 
research should also focus on the multi-model large ensembles to address the complexity of the connections 
between atmospheric internal variability and Arctic sea ice changes.

Data Availability Statement
The CMIP6 model data is publicly available upon registration via the Earth System Grid Federation (ESGF, 
https://esgf.llnl.gov, registration is required, last access: 11.08.2023, Williams et al., 2009). ERA5 data is available 
via Climate Data Store (CDS, https://cds.climate.copernicus.eu/, registration is required, last access: 11.08.2023, 
Copernicus Climate Change Service (C3S) (2017): ERA5: Fifth generation of ECMWF atmospheric reanalyses 
of the global climate., 2017). The HadISST data set was obtained from the UK Met Office Hadley Centre and is 
available online at http://www.metoffice.gov.uk/hadobs/hadisst/data/download.html, no registration is required, 
last access: 11.08.2023 (HadISST, 2023).
ESMValTool v2.0 is released under the Apache License, VERSION 2.0 (Eyring et al., 2020; Lauer et al., 2020; 
Righi et  al.,  2020). The release of ESMValTool is publicly available on Zenodo at https://doi.org/10.5281/
zenodo.6900341 (Andela et al., 2022). ESMValTool is developed on the GitHub repository available at https://
github.com/ESMValGroup, last access: 11.08.2023. The new recipe recipe_galytska23jgr.yml and corresponding 
diagnostics are implemented in ESMValTool, which can be used to reproduce the calculations of potential vari-
ables provided in Table 2 of this study.
The causal discovery algorithm is implemented in the python package Tigramite is released under GNU General 
Public License v3.0. Tigramite v5 is publicly available on Zenodo https://doi.org/10.5281/zenodo.6247837 
(Runge, 2022) or via https://github.com/jakobrunge/tigramite, last access: 11.08.2023. The code used to repro-
duce the summary of causal and contemporaneous links and F1-scores and to produce figures for this manu-
script is accessible in the following GitHub repository https://github.com/EyringMLClimateGroup/galytska-
23jgr_EvaluatingCausalArcticMidlatTelec, last access: 29.08.2023, publicly available on Zenodo at https://doi.
org/10.5281/zenodo.8268180 (Galytska, 2023).
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