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A B S T R A C T

Sea ice in the polar oceans plays a significant role in regulating global climate and biological ecosystems.
During the winter months, seawater freezes to form porous ice, which also serves as a habitat for sea ice
algae to survive in harsh winter conditions. However, accurate description of mechanisms and interactions
associated with formation of ice, and its interaction with photosynthesis and carbon assimilation have not
been well understood. This paper presents a modeling framework to describe coupled small scale Physical (P)
and BioGeoChemical (BGC) processes associated with sea ice. Critical processes associated with photosynthesis
along with growth and loss of algal carbon are considered. Appropriate parametrization for environmental
factors such as temperature, light, salinity, and nutrients are employed to model the photosynthetic rate.
Summer and winter environmental conditions are presented and discussed in detail. Finally, monthly data is
taken from literature to simulate a typical year in the Southern Ocean.
Software availability

Mathematical modeling and Analysis in this study was completed
using FEAP 8.4 (http://projects.ce.berkeley.edu/feap/) developed by
Prof. R.L. Taylor and colleagues. FEAP is a licensed software and
therefore, sharing the source code is not possible. However, an exe-
cutable version with input and procedure files can be found on the
project’s GitHub repository (https://github.com/Raghav2197/Multi-X_
Sea_Ice_modeling). For more information on the source code, the reader
is encouraged to contact the authors.

1. Introduction

The Southern Ocean in general and sea ice in particular have
been acknowledged as significant components in global climate dynam-
ics (McElroy, 1983; Martinson, 2018). The key distinction of Southern
Ocean system with its Northern counterpart lies in the interaction
with the Antarctic Circumpolar Current (ACC) acting as a water mass
facilitating exchange of heat, gases, nutrients and carbon dioxide (CO2)
in the ocean system (Sabine et al., 2004). Along with winds averaging
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70569, Germany.
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15–24 knots (8–12 ms−1), the ACC enhances CO2 transfer from the at-
mosphere to surface water and the deeper parts of the ocean below.
The Southern Ocean, thus, accounts for over 40% anthropogenically
derived CO2 coming into the global water masses, making itself the
largest CO2 sink on earth (Sabine et al., 2004; Landschützer et al., 2016;
Pardo et al., 2017).

The process of transferring CO2 from the surface to the deep ocean
is mainly influenced by two mechanisms, namely the Biological Carbon
Pump (BCP) and the Solubility Carbon Pump (SCP) (Volk and Hoffert,
2013). The SCP is driven by the mechanism that CO2 is more soluble
in cold water tending to sink below towards the ocean bed, taking
dissolved CO2 with it. On the contrary, the BCP is driven by either soft
tissue pump or carbonate pump.

Small single celled algal species, ranging from 2 μm to 2 mm
(Falkowski and Knoll, 2007), act as primary producers, synthesizing
organic matter from CO2 (Fischer et al., 2016). These tiny organisms
have been studied in various environmental systems, and extensively
modeled, such as soil, rivers and lakes (Bryceson et al., 2022; Pyo
et al., 2019; Manteaux et al., 2023; Malve et al., 2007). However,
in sea ice systems, the conditions are different. Due to freezing of
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seawater and sea ice formation, these tiny microbes either passively
or actively find themselves trapped in interstitial brine pockets within
he ice. Thus, this non-turbulent and rather stable habitat supports algal
rowth on the upper ocean levels during winter (Arrigo and Van Dijken,

2003). Microbial communities have developed strategies to ‘anchor’
themselves to the ice matrix by producing Exopolymeric substances
helping them stick to ice crystals (Krembs et al., 2002). Sea ice algae
are key contributors to the seasonal dynamics of the overall primary
roduction in the ocean waters (Thomas and Dieckmann, 2002; Arrigo

and Thomas, 2004), which is specially enhanced in the Marginal Ice
Zone (MIZ) (Arrigo et al., 2009). Furthermore, sea ice algae become a
ood source for other organisms, such as Antarctic Krill (Kohlbach et al.,

2017), hence, they further extend the circulation of organic matter in
he ocean system (Thomas and Dieckmann, 2010).

Sea ice in the MIZ provides a habitat or platform for the algae to
row under the ice floes and in the porous sea ice microstructures.
nlike ice masses that are associated with large temporal and spatial

scales like permafrost (Zhao et al., 2022), MIZ has so far been poorly
odeled and understood through simulations. Sea ice keeps them away

rom the cold winter atmospheric currents, while still having ample
mount of sunlight to facilitate photosynthesis and net growth (Arrigo,

2017). The algal species in the sea ice zone, however, also interact
strongly with salinity and nutrient availability for their growth (Zhang,
1999). The presence and growth of algae leads to strong discoloration
f sea ice (Koh et al., 2012).

To understand the BioGeoChemistry of sea ice and the primary pro-
uction associated with it, mathematical modeling of sea ice physical,
hermodynamic, and BGC mechanisms enjoy significant importance.
hese mechanisms are phase transition between seawater and ice in
inter, formation of microscopic brine pores and understanding of vari-

ation of environmental factors due to formation of sea ice. Considering
the real pore geometry and heterogeneous microstructure of sea ice,
it is computationally expensive to simulate the coupled processes in a
ontinuum mechanical framework.

Homogenization of the microstructure is often found suitable to
odel highly complex and varying, heterogeneous porous materials

ike the sea ice. Multiphasic continuum mechanical approaches have
een appropriately employed at several instances to model such mate-
ial behavior. The conservation laws of mass, momentum, and energy
re included, and the models are typically derived by applying the Mix-
ure theory (MT) (Bowen, 1969; Passman, 1977; Drumheller, 1978), the

Theory of Porous Media (TPM) (de Boer, 1996; Ehlers, 2002; Ehlers and
luhm, 2011), and local volume averaging theory (Hassanizadeh and
ray, 1979a,b; Lewis and Schrefler, 1999). The primary distinctions
mong these models reside in the underlying motivation of the theory
nd the incorporation of homogenized quantities.

TPM provides a framework to describe multiphasic, multicompo-
ent behavior of porous materials like sea ice. TPM has also been found

to be suitable for modeling phase transition phenomena in porous
media, cf. de Boer and Bluhm (1999) and Ricken and Bluhm (2010b).
Recently, Ricken et al. (2014, 2020) introduced the extended Theory of
orous Media (eTPM) which allows for a further description of miscible
olute components in the immiscible phases. TPM has also been proven
s a suitable tool for modeling freezing processes (Bluhm et al., 2009;

Ricken and Bluhm, 2010a; Bluhm et al., 2014; Thom and Ricken, 2021,
2019; Schwarz et al., 2020, 2021). The phase field approach is useful in
modeling pattern formation and can also be utilized to determine the
size of the brine channels and pores in sea ice. Thoms et al. (2014)
resented an original coupled order parameter-salinity based phase

field solidification model to describe brine channel formation in sea
ice. Moj et al. (2017) presented an approach to model micro-macro
hase transitions in the context of steel solidification using phase field
n the microscale and TPM on the macroscale.

This paper presents a modeling approach to describe primary pro-
uction in the sea ice zone. The BGC process of carbon assimilation

is described considering all necessary environmental influences like
2 
temperature, salinity and sunlight, which are often interacting with the
ce physics. TPM has been employed to model the necessary physical
uantities on the macroscale. The outline of the paper is as follows.
irst, a multiphasic, multicomponent TPM model is set up to describe
ce physics and seasonal variations in ice cover. Next, the BGC model
f primary production is set up using a coupled system of Ordinary Dif-
erential Equations (ODEs) following the BioGeoChemical Flux model
or sea ice (BFM-SI) (Tedesco and Vichi, 2010; Tedesco et al., 2010,

2012) and Regulated Ecosystem Model (REcoM) (Schourup-Kristensen
et al., 2014; Gürses et al., 2023) and a one way coupling is created with
physical variables, temperature and brine salinity, that are calculated
from the TPM model. Finally, academic results are presented and dis-
ussed in detail to show a proof of concept and validity of the modeling
pproach, followed by concluding remarks and future directions.

2. Material and methods

2.1. Extended Theory of Porous Media (eTPM)

The fundamentals of the TPM are developed from the combination
f two basic concepts, namely the theory of mixtures and the con-
ept of volume fractions, which enable the consideration of the local
omposition of the overall aggregate. The extended Theory of Porous
edia (eTPM) (Ricken et al., 2014; Seyedpour et al., 2022, 2023a,b)

presents a method for addressing miscible substances 𝜑𝛽 present within
immiscible macro phases 𝜑𝜶 . The aggregate mixture body 𝜑 consists of
𝜿 macroscopic phases denoted as 𝜑𝜶 , with 𝜶 = 1,… ,𝜿. Furthermore,
each immiscible phase can be comprised by 𝜈 components 𝜑𝜶𝛽 which
are resolved and transported in phase 𝜑𝜶 . The overall aggregate can be
homogenized as

𝜑 =
𝜅
⋃

𝜶
𝜑𝜶 ∶=

𝜅
⋃

𝜶

( 𝜈
⋃

𝛽
𝜑𝜶𝛽

)

. (1)

Sea ice can be represented by the biphasic ice-seawater aggregate with
𝜶 = 𝐈,𝐋. 𝜑𝐈 and 𝜑𝐋 denote the solid ice matrix and the liquid brine,
respectively. The brine phase is composed of miscible components 𝜑𝐋𝛽

with {𝛽 = s,w}, designated as salt (s) and freshwater (w), respec-
tively. Through an averaging process, all phases are smeared evenly
throughout the entire domain. Fig. 1 shows the decomposition from
the true structure of a heterogeneous mixture body to immiscible phase
f ice and liquid, followed by further decomposition to miscible liquid
onstituents of salt and nutrients to finally achieving a smeared body
hich is homogenized over the domain.

The volume fraction describes the ratio between the partial volume
v𝜶 of a constituent 𝜑𝜶 and the entire volume dv as

n𝜶 = dv𝜶

dv
. (2)

Regarding the constraint that no vacant space within the control vol-
ume is allowed, and with the result that the sea ice is entirely saturated
y the liquid brine, the saturation condition can be written as

∑

𝜶
n𝜶 = n𝐈 + n𝐋 = 1. (3)

Based on the mass of a constituent m𝜶 , real density 𝜌𝜶R and partial
ensity 𝜌𝜶 are defined by

𝜌𝜶R = dm𝜶

dv𝜶
and 𝜌𝜶 = dm𝜶

dv
. (4)

The relation between partial and real densities can be expressed with
espect to the volume fraction

𝜌𝜶 = n𝜶 𝜌𝜶R . (5)

𝜌𝜶R can also be written as a sum of real densities of the miscible
components 𝜑𝜶𝛽 as 𝜌𝜶R =

∑

𝛽 𝜌
𝜶𝛽 and, hence, the partial pore densities

can be written as 𝜌𝛽 = dm𝛽 = dv𝜶 dm𝛽 = n𝜶𝜌𝜶𝛽 . Considering that the
dv dv dv𝜶



R. Pathak et al. Environmental Modelling and Software 185 (2025) 106270 
Fig. 1. Homogenization from true to smeared structure with phases.
𝜌

brine liquid, which consists of the miscible components, namely fresh
water and salt, brine partial density can be defined as

𝜌𝛽 = dm𝛽

dv
= dv𝐋

dv
dm𝛽

dv
= n𝐋𝜌𝐋𝛽 , with 𝜌𝐋𝐑 =

∑

𝛽
𝜌𝐋𝛽 (6)

Furthermore, the mass fraction is defined as the ratio of the solute’s
local mass to the total local masses of all solutes presented as w𝐋𝛽 =

dm𝛽
∑

𝛽 dm
𝛽 = 𝜌𝐋𝛽

𝜌𝐋𝐑
.

2.1.1. Kinematics
Each material point  of a body  is associated with its spatial

position 𝐱. The set containing all material points is named as the current
configuration and designated with 𝛺t , while its undeformed state is the
reference configuration 𝛺0.

Due to homogenization, each position 𝐱 is associated with two
material points 𝐈 and 𝐋, with individual motion functions

𝝌𝜶(𝐗, t ) ∶
{

𝛺0 → 𝛺t ∶ 𝐗
(

𝜶) ↦ 𝐱
(

𝜶 , t
)

, (7)

This kinematic relation is shown in Fig. 2. Derivation in time leads to
the velocity of each constituent and can be written as

𝐱′𝜶 =
𝜕𝝌𝜶 (𝜶 , t)

𝜕t
, (8)

while the motion of the entire mixture is described by the barycentric
velocity

�̇� = 1
𝜌
∑

𝜶
𝜌𝜶𝐱′𝜶 , (9)

with 𝜌 being the sum of densities of individual phases, given as 𝜌 =
∑

𝜌𝜶 . Hence, the mass average velocity of the liquid brine 𝐱′𝐋 is defined
as

𝐱′𝐋 = 1
𝜌𝐋R

∑

𝛽
𝜌𝐋𝛽𝐱′𝐋𝛽 =

∑

𝛽
w𝐋𝛽𝐱′𝐋𝛽 . (10)

The seepage velocity is defined to characterize the advection of
brine liquid through the ice matrix and can be written as

𝐰𝐋𝐈 = 𝐱′𝐋 − 𝐱′𝐈. (11)

Similarly, the velocity difference between the miscible components and
the solid matrix is given as

𝐰𝛽𝐈 = 𝐱′𝛽 − 𝐱′𝐈. (12)

The diffusion velocity of the component w.r.t the moving solution can
then be defined as

𝐝𝛽𝐋 = 𝐰𝛽𝐈 − 𝐰𝐋𝐈. (13)

2.2. Biphasic model of sea ice with salt concentration

For the discussion of balance relations for multiphasic materials,
Truesdell’s ‘‘metaphysical principles’’ (Truesdell, 1984) of mixture the-
ories serve as the foundation. These principles are based on the notion
that the equilibrium conditions of the constituents 𝜑𝜶 and the overall
mixture body 𝜑 can be represented similar to the equilibrium con-
ditions observed in classical continuum mechanics for single-phase
materials. To further describe the interaction mechanisms between the
constituents, the so-called production terms are applied. The balance
3 
equations in the eTPM framework can be set up for each macroscopic
phase 𝜑𝜶 and for the miscible component 𝜑𝛽 . The partial balance
equations of mass, momentum, moment of momentum, and energy can
be written as
(

𝜌𝜶
)′
𝜶 + 𝜌𝜶 div 𝐱′𝜶 = �̂�𝜶 ,

(

𝜌𝛽
)′
𝛽 + 𝜌

𝛽 div 𝐱′𝛽 = �̂�𝛽

div𝐓𝜶 + 𝜌𝜶
(

𝐛 − 𝐱′′𝜶
)

= �̂�𝜶𝐱′𝜶 − �̂�𝜶 , div𝐓𝛽 + 𝜌𝛽
(

𝐛 − 𝐱′′𝛽
)

= �̂�𝛽𝐱′𝛽 − �̂�𝛽 ,

𝐓𝜶 =
(

𝐓𝜶)T ,

�̂�𝜶
(

𝜀𝜶
)′
𝜶 − 𝐓𝜶 ⋅ 𝐃𝜶 − 𝜌𝜶r𝜶 + div𝐪𝜶 = ê𝜶 − �̂�𝜶 ⋅ 𝐱′𝜶 − �̂�𝜶

(

𝜀𝜶 − 1
2
𝐱′𝜶 ⋅ 𝐱′𝜶

)

,

̂𝛽
(

𝜀𝛽
)′
𝛽 − 𝐓𝛽 ⋅ 𝐃𝛽 − 𝜌𝛽 r𝛽 + div𝐪𝛽 = ê𝛽 − �̂�𝛽 ⋅ 𝐱′𝛽 − �̂�

𝛽
(

𝜀𝛽 − 1
2
𝐱′𝛽 ⋅ 𝐱

′
𝛽

)

.

(14)

Here, ‘‘div(⋅)’’ is the divergence operator, 𝐛𝜶 is the mass specific body
force, which is usually identified with the overall gravitational force
𝐠, �̂�𝜶 is the term associated with the production of linear momentum,
𝐓𝜶 denotes partial Cauchy stress tensor of the phase 𝜑𝜶 , and 𝐃𝜶 is the
symmetric part of the spatial velocity gradient 𝐋 =

(

𝐅𝜶
)′
𝜶 𝐅−1

𝜶 with the
deformation gradient 𝐅𝜶 . In the energy balance, 𝜀𝜶 , 𝑟𝜶 and 𝐪𝜶 are the
internal energy, external heat supply and the heat flux, respectively.

The local supply terms for energy, momentum, and mass are de-
noted as ê𝜶 , �̂�𝜶 , and �̂�𝜶 , respectively. The supply terms for miscible
constituents are defined in the same manner. The sum of the lo-
cal balance equations across all phases must align with the balance
equations for both the individual components and the entire system.
Consequently, the total of the supply terms must equal zero to ensure
consistency with the conservation principles (Truesdell, 1984)
∑

𝛼
�̂�𝜶 = 0,

∑

𝛼
�̂�𝛼 = 𝟎,

∑

𝛼
ê𝜶 = 0. (15)

2.2.1. Assumptions and field equations
In this section, the necessary assumptions and field equations for

setting up the biphasic system are laid down. Assuming isothermal
conditions between the phases of sea ice as a mixture (𝜃 = 𝜃𝜶), the
energy supply between the phases has to be equal to zero (ê𝜶 = 0). The
solid ice matrix is assumed to be incompressible ((𝜌𝐈𝐑)′𝐈 = 0). A density
change can only arise due to variation of temperature, yielding the real
density as a function of temperature (𝜌𝐈𝐑 = 𝜌𝐈𝐑(𝜃)). The brine liquid is
also incompressible, but its real density can change due to variations
in salinity (𝜌𝐋𝐑 = 𝜌𝐋𝐑

(

Sbr
)

). Hence, the mass balance for ice and brine
liquid can be written
(

n𝐈
)′
𝐈 𝜌

𝐈𝐑 + n𝐈 (𝜌𝐈𝐑)′𝐈 div 𝐱′𝐈 = �̂�𝐈,
(

n𝐋
)′
𝐋 𝜌

𝐋𝐑 + n𝐋 (

𝜌𝐋𝐑
)′
𝐋 div 𝐱′𝐋 = −�̂�𝐈.

(16)

Within the TPM framework, it is common for the problems to arise from
isothermal and quasi-static scenarios described w.r.t. the solid matrix
motion. To satisfy this requirement, the fluid motion’s material time
derivative (⋅)′𝐋 must be connected to the matrix time derivative (⋅)′𝐈 by
modifying the convective component. Given an arbitrary field function
Γ, this transformation results in
(Γ)′𝐋 = (Γ)′𝐈 + g r ad Γ ⋅ 𝐰𝐋𝐈. (17)

Using Eq. (17), the mass conservation of salt can be read as
𝐋 ( 𝐋𝛽)′ ( 𝐋)′ 𝐋𝛽 𝐋 𝐋𝛽 𝐋 𝐋𝛽 ′
n 𝜌 𝐈 + n 𝐈 𝜌 div 𝜌 𝐰𝛽𝐈 + n 𝜌 div 𝐱𝐈 = 0. (18)
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Fig. 2. Kinematics in the framework of TPM.
Proceeding from initial boundary-value problems under quasi-static
conditions given by 𝐱′′𝜶 ≡ 𝟎 given in Eq. (14)2, the balance of momen-
tum is given as

div𝐓𝐈 + 𝜌𝐈b = �̂�𝐈𝐱′𝐈 − �̂�𝐈 ; div𝐓𝐋 + 𝜌𝐋𝐛 = −�̂�𝐈𝐱′𝐋 + �̂�𝐈. (19)

Considering that the total production of linear momentum has to
vanish, ∑𝜶 �̂�𝜶 = 𝟎, in combination with Eq. (11), the balance of linear
momentum of mixture can be read as

div𝐓 + 𝜌𝐛 = −�̂�𝐈𝐰𝐋𝐈, (20)

with 𝐓 = 𝐓𝐈 + 𝐓𝐋 and 𝜌 = 𝜌𝐈 + 𝜌𝐋.
Using the specific Helmholtz free energy 𝜓𝜶 = 𝜀𝜶−𝜃𝜶𝜂𝜶 , the energy

balance for the mixture can be written as
∑

𝜶

{

𝜌𝜶
[

(

𝜓𝜶)′
𝜶 + (𝜃)′𝜶𝜂

𝜶 + 𝜃
(

𝜂𝜶
)′
𝜶

]

− 𝐓𝜶 ⋅ 𝐃𝜶

}

+ div𝐪 =

− �̂�𝐋 ⋅ 𝐰𝐋𝐈 − �̂�𝐈
(

𝜓 𝐈 − 𝜓𝐋 + 𝜃
(

𝜂𝐈 − 𝜂𝐋
))

,
(21)

with the total heat flux 𝐪 = 𝐪𝐈 + 𝐪𝐋 and specific entropy of the phase
𝜂𝜶 = 𝜂𝜶(𝐱, 𝐭). The relations between brine components 𝜑𝐋𝛽 and the
overall mixture 𝜑𝐋 can be written as

𝐓𝐋 =
∑

𝛽
𝐓𝐋𝛽 , 𝜂𝐋 =

∑

𝛽
𝜂𝐋𝛽 , 𝜓𝐋 =

∑

𝛽
𝜓𝐋𝛽 (22)

2.2.2. Constitutive relations
In addition to the balance Eqs. (14), constitutive relations for the

stresses 𝐓𝐈 and 𝐓𝐋, seepage velocity 𝐰𝐋𝐈 and the mass exchange rate
�̂�𝐈 are required. In order to ensure thermodynamically consistent solu-
tions, these are evaluated using the entropy inequality. In multi-phase
material modeling, it is conventional to incorporate the material time
derivative of the saturation condition, along with the Lagrange mul-
tiplier 𝜆, as an additional constraint in the entropy inequality. To
achieve a more practical energy formulation, the specific Helmholtz
free energy, denoted as 𝜓𝜶 , is utilized by the equation 𝜓𝜶 = 𝜀𝜶 −
4 
𝜃𝜶𝜂𝜶 . Consequently, the local version of the Clausius-Duhem entropy
inequality can be read
∑

𝜶

{

−𝜌𝜶
[

(

𝜓𝜶)′
𝜶 + (𝜃)′𝜶𝜂𝜶

]

+ 𝐓𝜶 ⋅ 𝐃𝜶 − 1
𝜃
g r ad 𝜃 ⋅ 𝐪𝜶

}

{

−�̂�𝜶
(

𝜓𝜶 − 1
2
𝐱′𝜶 ⋅ 𝐱′𝜶

)

−�̂�𝜶 ⋅ 𝐱′𝜶
}

+ 𝜆

{(

1 −
∑

𝜶
n𝜶

)′

𝐈

}

≥ 0.
(23)

In order to account for the multi-component nature of the system,
a mass-specific Helmholtz free energy, denoted as 𝜓𝛽 , is introduced.
By summing up this energy over all the components, we obtain the
Helmholtz free energy of the liquid brine 𝜓𝐋 as the sum of the compo-
nents

𝜌𝛽𝜓𝛽 = n𝐋 (

𝜌𝐋𝛽𝜓𝛽
)

= n𝐋𝜓𝐋𝛽 with
∑

𝛽
𝜓𝐋𝛽 =

∑

𝛽
𝜌𝐋𝛽𝜓𝛽 = 𝜓𝐋. (24)

In order to keep the complexity of the evaluation in a justifiable
scope, the dependency of the Helmholtz free energies 𝜓 𝐈 and 𝜓𝐋𝛽 is
restricted on the following process variables as follows

𝜓 𝐈 = 𝜓 𝐈 (𝐂𝐈,𝜽
)

, 𝜓𝐋𝛽 = 𝜓𝐋𝛽 (𝜌𝐋𝛽 ,𝜽
)

, (25)

and the material time derivatives of mass specific Helmholtz energy can
be read as

𝜌𝐈
(

𝜓 𝐈)′
𝐈 = 2𝜌𝐈𝐅𝐈

𝜕 𝜓 𝐈

𝜕𝐂𝐈

(

𝐅𝐈
)T

⋅ 𝐃𝐈 + 𝜌𝐈
𝜕 𝜓 𝐈

𝜕 𝜃 (𝜃)′𝐈,

(

𝜓𝐋𝛽)′
𝛽 =

𝜕 𝜓𝐋𝛽

𝜕 𝜌𝐋𝛽
(

𝜌𝐋𝛽
)′
𝛽 +

𝜕 𝜓𝐋𝛽

𝜕 𝜌𝐋𝛽 (𝜃)′𝛽 ,

𝜌𝛽
(

𝜓𝛽
)′ = 𝜌𝛽

(

𝜕 𝜓𝐋𝛽 )

=
𝜌𝛽 (

𝜓𝐋𝛽)′ −
𝜌𝛽

𝜓𝐋𝛽 (𝜌𝐋𝛽
)′ .

(26)
𝛽 𝜕 𝜌𝐋𝛽 𝜌𝐋𝛽 𝛽 (

𝜌𝐋𝛽
)2 𝛽
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After adding the material time derivative of saturation condition mul-
iplied with Lagrange multiplier, and some rearrangement, the entropy
nequality can be written as

𝐃𝐈 ⋅
{

𝐓𝐈 + n𝐈

𝜌𝐈𝐑
(

𝜌𝐈𝐑
)′
𝐈 𝜆𝐈 − 2𝜌𝐈𝐅𝐈

𝜕 𝜓 𝐈

𝜕𝐂𝐈

(

𝐅𝐈
)T
}

− (𝜃)′𝐈
{

𝜌𝐈𝜂𝐈 + 𝜌𝐈
𝜕 𝜓 𝐈

𝜕 𝜃
}

+
∑

𝛽
𝐃𝛽 ⋅

{

𝐓𝛽 + n𝐋w𝐋𝛽𝜆𝐈
}

− (𝜃)′𝛽
{

𝜌𝛽𝜂𝛽 + 𝜌𝛽
𝜕 𝜓𝐋𝛽

𝜕 𝜃
}

−
∑

𝛽

(

𝜌𝐋𝛽
)′
𝛽

{

𝜌𝛽

𝜌𝐋𝛽
𝜕 𝜓𝐋𝛽

𝜕 𝜌𝐋𝛽 + 𝜆 n𝐋

𝜌𝐋𝐑
−

𝜌𝛽
(

𝜌𝐋𝛽
)2
𝜓𝐋𝛽

}

− �̂�𝐈
{

𝜓 𝐈 − 𝜓𝐋 + 𝜆
(

1
𝜌𝐈𝐑

− 1
𝜌𝐋𝐑

)}

−
∑

𝛽
𝐰𝛽𝐈 ⋅

{

w𝐋𝛽𝜆 g r ad 𝐋 + �̂�𝛽
}

− 1
𝜃
g r ad 𝜃 ⋅ 𝐪 ≥ 0.

(27)

The evaluation of the Clausius-Duhem entropy inequality yields energy-
conserving and dissipative limitations that must be taken into account
or selecting potential functions 𝜓 𝐈, 𝜓𝐋, and 𝜓𝛽 . The energy conserving
nd dissipative parts can be defined as

𝐓𝐈 = −n𝐈𝜆
((

𝜌𝐈𝐑
)′
𝐈

𝜌𝐈𝐑

)

𝐈 + 𝐓𝐈
E,

∑

𝛽
𝐓𝛽 = 𝐓𝐋 = −n𝐋𝜆𝐈,

with 𝐓𝐈
E = 2𝜌𝐈𝐅𝐈

𝜕 𝜓 𝐈

𝜕𝐂𝐈
𝐅T
𝐈 ,

𝜆 = −𝜌𝐋𝐑
(

∑

𝛽

𝜕 𝜓𝐋𝛽

𝜕 𝜌𝐋𝛽 + 1
𝜌𝐋𝛽

𝜓𝐋𝛽

)

,

𝐈 = − 𝜕 𝜓
𝐈

𝜕 𝜃 , 𝜂𝛽 = − 1
𝜌𝐋𝛽

𝜕 𝜓𝐋𝛽

𝜕 𝜃 ,

(28)

and
�̂�𝐈 = −𝛿𝜇𝐈

(

𝜇𝐈 − 𝜇𝐋
)

,

with 𝜇𝐈 = 𝜓 𝐈 + 𝜆
𝜌𝐈𝐑

, 𝜇𝐋 = 𝜓𝐋 + 𝜆
𝜌𝐋𝐑

,

�̂�𝛽 = w𝐋𝛽𝜆 g r adn𝐋 +�̂�𝛽E, �̂�𝛽E = −𝛿𝐰𝛽𝐈𝐰𝛽𝐈,
𝐪 = −𝛼∇𝜃 g r ad 𝜃 .

(29)

Based on the principles of Rational Thermodynamics, the biphasic
model for sea ice can be analyzed to determine the Cauchy stress
relations. Eq. (28) provides the Cauchy stress relations for the solid ice
𝐈 and brine liquid 𝐓𝐋. The split for 𝐓𝐈 follows from the concept of
ffective stresses. This analysis reveals that the solid and fluid stresses,
s well as the linear momentum productions, can be divided into two

terms. The first term is influenced by the pore-pressure variables, while
the second term, known as the ‘‘extra term’’, is a result of either the
solid deformation (effective stress) or the pore-fluid flow (frictional
stress). The pore pressure part is also dependent on the density change
(

𝜌𝐈𝐑
)′
𝐈. 𝜆 in Eq. (28) can be identified as a pore pressure p𝐋𝐑. The

ressure constraint incorporates the chemical potential definition 𝜇𝐋𝛽 =
𝜕 𝜓𝐋𝛽∕𝜕 𝜌𝐋𝛽 . In addition to pressure changes caused by hydraulic im-
acts, the model can also incorporate changes resulting from variations

in chemical composition due to diffusion, osmosis, or reaction by
tilizing the chemical potential. The relation for the specific entropies
n Eq. (28) is obtained by deriving the specific Helmholtz free energy
ith respect to the temperature.

By implementing the restriction for momentum exchange (29)3 into
he momentum balance for component 𝜑𝛽 , a constitutive relation for
he mass flux with respect to the solid ice can be derived, which consists
f an advective

(

𝐰𝐋𝐈
)

and diffusive
(

𝐰𝛽𝐋
)

part as

𝐣𝛽 = n𝐋𝐣𝐋𝛽 = n𝐋𝜌𝐋𝛽𝐰𝛽𝐈 = n𝐋𝜌𝐋𝛽 (𝐰𝐋𝐈 + 𝐰𝛽𝐋
)

, (30)

and the total mass flux formulation reads

𝐣𝛽 = n𝐋𝜌𝐋𝐰 = −n𝐋w𝐋𝛽D g r ad p𝐋𝐑 − 𝜌𝐋𝛽 K𝐈
g r ad 𝑝𝐋𝐑, (31)
𝛽𝐈 𝐋𝛽 𝜂𝐋𝐑

5 
wherein D𝐋𝛽 represents the diffusion coefficient of component 𝜑𝛽 in
mixture 𝜑𝐋, K𝐈 is the intrinsic permeability and 𝜂𝐋𝐑 is the dynamic
iscosity of the mixture. The restriction for the heat flux vector 𝐪 gained
rom the dissipation mechanism can directly be identified as Fourier’s
aw, which describes the heat conduction negative proportional to the
emperature gradient with 𝛼∇𝜃 as the heat conduction coefficient.

Brine salinity (Sbr) is modeled using the local salinity-temperature
equilibrium as the salinity of the brine trapped within the pores
and is generally defined as a third order polynomial fit to observa-
tions (Dawson et al., 2023; Thomas, 2017; Notz and Worster, 2009).

he relation is given as

Sbr = −21.4 𝜃 − 0.886 𝜃2 − 0.0170 𝜃3. (32)

The difference in specific enthalpies of liquid (h𝐋) and ice (h𝐈)
etermine the latent heat of phase change between seawater and ice.
he mass production term �̂�𝐈 affects the volume fraction of ice, the pore
ressure and the temperature in the system. In the balance of energy of

the mixture, Eq. (38), �̂�𝐈 is multiplied with the difference of (h𝐋) and
(h𝐈), hence incorporating also the latent heat of phase transition.

2.3. Numerical treatment

Once the necessary assumptions, governing equations, and con-
titutive relations are established, the weak formulations for the fi-
ite element simulation need to be developed in order to calculate
he unknown field quantities. The remaining unknown quantities are
ummarized here as

 = (𝐱, 𝐭) = {

𝐮𝐈, 𝐧𝐈, SBulk
Macro, p𝐋𝐑, 𝜃}, (33)

where 𝐮𝐈, 𝐧𝐈, SBulk
Macro, p𝐋𝐑, and 𝜃 are the deformation of ice matrix,

olume fraction of ice, bulk salinity on the macroscale, pore pressure
hat the brine liquid is exerting on the ice matrix, and the tempera-
ure of the mixture body. Standard Galerkin Finite Element Method

(FEM) (Zienkiewicz et al., 2013) is used to derive the weak formula-
tions for the unknown field quantities. The weak forms for the mass
balance of ice, mass balance of mixture, concentration balance of salt,
momentum balance of the mixture and energy balance for the mixture
read

•
∫𝐁𝐈

{

(

n𝐈
)′
𝐈 𝜌

𝐈𝐑 + n𝐈 (𝜌IR)′𝐈 t r𝐈 − �̂�𝐈
}

𝛿n𝐈dv = 0, (34)

•
∫B𝐈

{

n𝐋
(

Sbr
)′
𝐈 +

(

nL
)′
𝐈 S

br + nL

𝜌LR
Sbr

(

𝜌LR
)′
𝐈 + n𝐋Sbr t r𝐃𝐈

}

𝛿SbulkMacr odv

− ∫B𝐈

{

𝐣Ls

𝜌LR
⋅ g r ad 𝛿SbulkMacr o

}

dv = ∫𝜕B𝐈

{

𝐣Ls

𝜌LR
𝛿SbulkMacr o ⋅ 𝐧

}

da,

(35)

•
∫BI

−
{

n𝐋𝐰LI ⋅ g r ad 𝛿p𝐋𝐑
}

dv + ∫BI

{

t r 𝐃I +
∑

𝜶

n𝜶

𝜌𝛼R
(

𝜌𝜶 𝑹)′𝐈

−�̂�𝐈
(

1
𝜌LR

− 1
𝜌IR

)}

𝛿p𝐋𝐑dv = −∫𝜕BI

{

𝐧𝐋𝐰LI𝛿p𝐋𝐑 ⋅ 𝐧
}

da,

(36)

•
∫BI

( 𝐈𝐋
∑

𝜶
𝐓𝜶

)

⋅g r ad 𝛿𝐮Idv −∫BI

( 𝐈𝐋
∑

𝜶
𝜌𝜶

)

𝐛⋅𝛿𝐮Idv = ∫𝜕BI

{

𝐭 ⋅ 𝛿𝐮I
}

da, (37)

•
∫𝐁𝐈

{

𝜃 𝜌𝐈 (𝜂𝐈)′𝐈
}

𝛿 𝜃dv + ∫B𝐈

{

𝜃 𝜌𝐋 (

𝜂𝐋
)′
𝐋

}

𝛿 𝜃dv − ∫B𝐈

{𝐪 ⋅ g r ad 𝛿 𝜃}dv

+ ∫B𝐈

{

�̂�𝐈E ⋅ 𝐰𝐋𝐈
}

𝛿 𝜃dv + ∫B𝐈

{

�̂�𝐈
[

h𝐋 − h𝐈]} 𝛿 𝜃dv = ∫𝜕B𝐈

{𝐪𝛿 𝜃 ⋅ 𝐧}da.

(38)
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The coupled system of equations is discretized in space using classi-
cal Taylor Hood elements, with the deformations being associated with
quadratic elements and the other variables of interest are resolved with
linear elements. The Newmark’s scheme with the parameters 𝛼 = 0.25
nd 𝛽 = 0.5 is utilized for temporal discretization.

This results in a closed system of equations, providing a framework
for description of the macroscopic behavior of sea ice. However, the ice
formation phenomenon originates from the microscale pattern forma-
tion and phase transition between ice and brine phases and separation
between regions of ice and saline pores. In order to model the coupled
evolution of microscale volume fraction and salinity, a modified Landau
Ginzburg energy function 𝛺𝐿𝐺 = ∫ 𝜔𝐿𝐺𝑑 𝐿𝑚𝑖𝑐 𝑟𝑜 is used and reads

𝜔𝐿𝐺 = 1
4
(𝑎n𝐈micr o)4 − 1

2
(𝑎n𝐈micr o)3 +

( 1
4
− 1

2

(

𝑚 − 1
2
𝜎
))

(

𝑎n𝐈micr o
)2 +

𝛽1
2
𝜎2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜔𝐿

+ 1
2
𝐿2
𝑐

(

𝜕n𝐈micr o
𝜕 𝐿𝑚𝑖𝑐 𝑟𝑜

)2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜔𝐺

. (39)

where n𝐈micr o and 𝜎 are microscale volume fraction and salinity, respec-
ively. The evolution equations for the microscale volume fraction n𝐈micr o
nd salinity 𝜎 can be derived as

𝜏0
𝜕nImicro
𝜕 𝜏 = − 𝛿 𝜔𝐿𝐺

𝛿nImicro
= − 𝜕 𝜔𝐿

𝜕nImicro
+ 𝐿2

𝑐

𝜕2nImicro

𝜕 𝐿2
micro

= 𝑎2nImicro

(

−𝑎2
(

nImicro
)2 + 3

2
𝑎nImicro − 1

2
+ 𝑚 − 1

2
𝜎
)

+ 𝐿2
𝑐

𝜕2nImicro

𝜕 𝐿2
micro

,

(40)

𝜏0
𝜕 𝜎
𝜕 𝜏 = − 𝜕2

𝜕 𝐿2
micro

(

−
𝛿 𝜔𝐿𝐺
𝛿 𝜎

)

= 𝜕2

𝜕 𝐿2
micro

𝜕 𝜔𝐿𝐺
𝜕 𝜎

= 𝐿2
𝑐

𝜕2

𝜕 𝐿2
micro

( 1
4
𝑎2

(

nImicro
)2 + 𝛽1𝜎

)

.
(41)

The coupled system of equations are discretized spatially using the
Fourier transforms. Temporal discretization is achieved using the ex-
ponential time differencing scheme (ETD2) (Cox and Matthews, 2002).
ETD2 is suitable to solve stiff differential equations of the type �̇� = 𝑟𝑦+
𝑧(𝑦, 𝑡) with a linear term 𝑟𝑦 and a non-linear part 𝑧(𝑦, 𝑡) that correspond
to the energy functional used for phase separation between brine and
ice.

The macroscopic phase transition term is derived considering heat
fluxes of ice 𝐪𝐈 and liquid 𝐪𝐋, latent heats of ice h𝐈 and liquid h𝐋 and
he normal direction of gradient of temperature 𝐧Γ, and can be written

as

�̂�𝐈 = 𝑎Γ

(

𝐪𝐋 − 𝐪𝐈
)

⋅ 𝐧Γ
(

h𝐋 − h𝐈) , (42)

where 𝑎Γ is the microscale pore size derived as a function of microscale
volume fraction given in Eq. (40) and reads

𝑎Γ = 𝑎Γ(n𝐈micr o). (43)

𝑎𝛤 is simulated across a range of input temperatures and upscaled on
the macroscale as a parametrized function of microscale volume frac-
tion. This allows for a thermodynamically motivated phase transition
ansatz (42) with the added information from microscale.

3. Primary production in sea ice

The process of photosynthesis and conversion of inorganic carbon
o organic matter, also known as primary production is dependent on
everal environmental factors such as temperature, light, nutrients and
alinity of the brine pockets, where the sea ice microbial communities
xist. Light is usually sufficient for photosynthesis, except for regions
 c

6 
of sea ice that have a thick snow cover (Grossi et al., 1987). While
availability of light regulates the beginning of algal blooms, nutrient
limitation sets the extent and magnitude of the blooms (Kirst and
Wiencke, 1995). A coupled effect of temperature and salinity is ob-
served on the primary production, owing to the fact that brine salinity
is dependent on temperature due to the local thermal equilibrium given
in Eq. (32). The overall carbon assimilation, however, is dependent on
various interaction processes of the algae with its environment such
as gross primary production, remineralization from ice-ocean interface,
respiration loss, exudation or excretion loss, and loss due to lysis or
eath of algal species.

While more than 1000 species of diatoms exist in the MIZ of polar
oceans, the discussion in this paper is restricted to a generic sea ice
iatom species, characterized by a silica cell wall. Fig. 3 depicts all

critical processes and environmental factors that are associated with
he diatom along with the various nutrients that are influenced by these
rocesses.

3.1. Photosynthesis

In this section, equations are derived for photosynthetic rate and
its dependency on environmental forcing functions for temperature,
salinity, light, and nutrients following the Biogeochemical Flux Model
n a sea ice system (BFM-SI) presented in Tedesco et al. (2012). The

functions are multiplicative and act as non-dimensional weights vary-
ing between 0 and 1 that are associated with each environmental factor,
hence, determining the influence of each environmental factor on the
total photosynthesis. The photosynthetic rate is given as

̂𝑔 𝑝𝑝 = �̂�𝑔 𝑝𝑝max𝐹𝑃 𝐴𝑅𝐹𝑁𝐹𝑠𝐹𝜃 , (44)

where �̂�𝑔 𝑝𝑝max, 𝐹𝑃 𝐴𝑅, 𝐹𝑁 , 𝐹𝑠, and 𝐹𝜃 are the maximum possible photo-
ynthesis rate, light, nutrient, salinity, and temperature dependence,
espectively. The light availability is dependent on the part of total
unlight that is beneficial for photosynthesis, known as the Photo-
ynthetically Active Radiation (PAR). Light dependence 𝐹𝑃 𝐴𝑅 is given
s

𝐹𝑃 𝐴𝑅 = 1 − 𝑒−
𝐸𝑃 𝐴𝑅
𝐸𝑘 , (45)

where 𝐸𝑃 𝐴𝑅 is the available PAR, further parametrized along depth
according to Beer–Lambert law given as

𝐸𝑃 𝐴𝑅(𝑧) = 𝜀𝑃 𝐴𝑅𝐹𝑠𝑤𝑒(𝜆𝑠+𝜆𝑖)𝑧+∫
0
𝑧 𝜆bio (𝑧′)𝑑 𝑧′ , (46)

where 𝐹𝑠𝑤 is the total incident radiation, 𝜀𝑃 𝐴𝑅 is the coefficient de-
termining the fraction of total incident light, which is available for
photosynthesis. 𝜆𝑠, 𝜆𝑖, and 𝜆𝑏𝑖𝑜 are the extinction coefficients due to
snow, ice and biological communities, respectively. For the present
study, it was assumed that ice starts growing from crystals during
winter. Hence, there is no attenuation from snow and biological com-
munities yet on light availability. The light saturation parameter 𝐸𝑘
is the ratio between the maximum photosynthetic rate �̂�𝑔 𝑝𝑝max and the
maximum light utilization coefficient 𝛼 can be written as

𝐸𝐾 =
�̂�𝑔 𝑝𝑝max
𝛼

. (47)

Due to the silica-based cell wall, diatom growth is often limited by
he available dissolved silicates in the sea ice matrix environment. The
ilica limitation is modeled as

𝐹𝑁 = 𝐼𝑆 𝑖
𝐼𝑆 𝑖 + 𝑑𝑆 𝑖

, (48)

where 𝐼𝑆 𝑖 is the available dissolved silicate and 𝑑𝑆 𝑖 is the half sat-
ration value for Silica limitation. Standard seawater salinities are
sually optimal for photosynthesis, and deviation from these lead to an

inhibited growth (Arrigo and Sullivan, 1992). Other limiting nutrients
an also be studied by replacing the terms in the above equation.
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Fig. 3. Schematic diagram of a generic sea ice diatom species.
d

𝜌

Salinity dependency is modeled using a power-log Gaussian fit given
as

𝐹𝑠 = exp
[

−
(

2.16 − 8.3 × 10−5.(Sbr )2.11 − 0.55 ln(Sbr ))2
]

, (49)

and the temperature dependency is modeled as

𝐹𝜃 = (𝑄10)
𝜃−10
10 , (50)

where 𝑄10 is the characteristic doubling temperature parameter. The
behavior of each function can be seen in Fig. 4.

3.2. Carbon assimilation

The total rate of change of carbon by diatoms is given as
(

𝐶𝐶
)′ =

(

�̂�𝑔 𝑝𝑝 − �̂�𝑟𝑠𝑝 − �̂�𝑒𝑥𝑢 − �̂�𝑙 𝑦𝑠 + �̂�𝑏𝑑 𝑦)𝐶𝐶 , (51)

where �̂�𝑔 𝑝𝑝, �̂�𝑟𝑠𝑝, �̂�𝑒𝑥𝑢, �̂�𝑙 𝑦𝑠, �̂�𝑏𝑑 𝑦, and 𝐶𝐶 are rate of photosynthesis, res-
piration, exudation, lysis, uptake from the ocean and the assimilated
carbon concentration, respectively. All loss mechanisms are parametrize
with respect to the photosynthesis rate. The loss due to exudation is
given as

�̂�𝑒𝑥𝑢 =
[

𝛽 + (1 − 𝛽) (1 − 𝑓𝑁 ,𝑃 )] �̂�𝑔 𝑝𝑝, (52)

where 𝛽𝐴 is a constant fraction of produced carbon that is excreted, and
𝑓𝑁 ,𝑃 is a regulating factor for internal nutrient limitation given as

𝑓𝑁 ,𝑃 = 𝑚𝑖𝑛
(

1,
𝐶𝑁∕𝐶𝐶 −𝑁𝑚𝑖𝑛

𝑁𝑜𝑝𝑡 −𝑁𝑚𝑖𝑛 ,
𝐶𝑃 ∕𝐶𝐶 − 𝑃𝑚𝑖𝑛

𝑃 𝑜𝑝𝑡 − 𝑃𝑚𝑖𝑛

)

, (53)

where 𝐶𝑁 , and 𝐶𝑃 are internal nitrate and phosphate quotas. (𝑋)𝑚𝑖𝑛,
and (𝑋)𝑜𝑝𝑡 are the minimum and optimum ratios of the respective
nutrient. The rate of respiration loss is then determined from the
remaining carbon, considering both production and exudation loss, and
is given as

�̂�𝑟𝑠𝑝 = 𝐹𝜃 𝑏 𝐶𝐶 + 𝛾
(

�̂�𝑔 𝑝𝑝 − �̂�𝑒𝑥𝑢) , (54)

where 𝑏, and 𝛾 are the specific respiration rate and constant determin-
ing respiration due to activity by algae. Finally, the loss due to lysis
reads

�̂�𝑙 𝑦𝑠 = 1 𝑑 𝐶 , (55)

𝑓𝑁 ,𝑃 + 𝑑𝑁 ,𝑃 0 𝐶
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where 𝑑𝑁 ,𝑃 and 𝑑0 are the nutrient threshold and maximum possible
lysis rate, respectively. The carbon assimilation by diatoms is also
regulated by nutrient dynamics within the cells. Key macronutrients
responsible for carbon assimilation are Phosphates, Nitrates, Ammonia,
Silica and Chlorophyll-a.

The temporal evolution of concentration of internal phosphates are
given as
(

𝐶𝑃
)′ = �̂�𝑢𝑝𝑡

𝐼𝑃04
− �̂�𝑙 𝑦𝑠𝑃 𝑂4

, (56)

where �̂�𝑢𝑝𝑡
𝐼𝑃 𝑂4 denotes uptake of inorganic phosphate (𝐼𝑃 𝑂4 ) from the sea

ice environment and �̂�𝑙 𝑦𝑠𝑃 𝑂4
denotes the loss due to detritus. The relations

for uptake and lysis read

̂𝑢𝑝𝑡
𝐼𝑃 𝑂4 = min

(

𝑎𝑃 𝑂4𝐼𝑃04𝐶𝐶 , 𝑃 𝑜𝑝𝑡𝐺 +𝐹𝜃 �̂�
𝑔 𝑝𝑝
max

(

𝑃𝑚𝑎𝑥 −
𝐶𝑃
𝐶𝐶

)

𝐶𝐶

)

, (57)

where 𝐺 is the net carbon assimilation without remineralization from
ocean given as

𝐺 =
(

�̂�𝑔 𝑝𝑝 − �̂�𝑟𝑠𝑝 − �̂�𝑒𝑥𝑢 − �̂�𝑙 𝑦𝑠) , (58)

and the lysis rate of phosphate is written as

�̂�𝑙 𝑦𝑠𝑃 𝑂4
= 𝑃𝑚𝑖𝑛�̂�𝑙 𝑦𝑠. (59)

Nitrogen comes from two sources, namely Nitrates (𝐼𝑁 𝑂3 ) and Ammo-
nia (𝐼𝑁 𝐻4 ) and the loss is due to detritus. The concentration balance
of Nitrogen and the uptake of Nitrogen is given as

(

𝐶𝑁
)′ =

∑

𝑖=𝑁 𝑂3 ,𝑁 𝐻4

�̂�𝑢𝑝𝑡
𝐼 𝑖

− �̂�𝑙 𝑦𝑠𝑁 ,

∑

𝑖=𝑁 𝑂3 ,𝑁 𝐻4

�̂�𝑢𝑝𝑡
𝐼 𝑖

= min

((

∑

𝑖
𝑎𝑖𝐼 𝑖

)

𝐶𝐶 ,

𝑁𝑜𝑝𝑡𝐺 + 𝑓𝜃 �̂�
𝑔 𝑝𝑝
max

(

𝑁𝑚𝑎𝑥 −
𝐶𝑁
𝐶𝐶

)

𝐶𝐶

)

,

(60)

and loss of Nitrogen due to lysis reads

�̂�𝑙 𝑦𝑠𝑁 = 𝑁𝑚𝑖𝑛�̂�𝑙 𝑦𝑠. (61)

Silica, which is a key nutrient for diatoms growth due to its role in
formation of cell walls follows the same structure where the nutrient is
gained by uptake of inorganic silicates (𝐼𝑆 𝑖) and lost due to detritus.
( )′ 𝑢𝑝𝑡 𝑙 𝑦𝑠
𝐶𝑆 𝑖 = �̂�

𝐼𝑆 𝑖 − �̂�𝑆 𝑖 , (62)
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Fig. 4. Environmental forcing functions.
where

�̂�𝑢𝑝𝑡
𝐼𝑆 𝑖 = 𝑆 𝑖𝑚𝑎𝑥𝐺 , and �̂�𝑙 𝑦𝑠𝑆 𝑖 =

𝐶𝑆 𝑖
𝐶𝐶

�̂�𝑙 𝑦𝑠. (63)

The evolution of algal chlorophyll component 𝐶 ℎ𝑙 − 𝑎 is determined
using a dynamic maximum photosynthesis potential 𝜃𝐶 ℎ𝑙 as a fac-
tor associated with production and exudation losses and a dynamic
chlorophyll to carbon ratio associated with respiration and lysis loss
(

𝐶𝐶 ℎ𝑙
)′ = 𝜃𝐶 ℎ𝑙

(

�̂�𝑔 𝑝𝑝 − �̂�𝑒𝑥𝑢𝑑 𝑒𝑡
)

−
(

�̂�𝑟𝑒𝑠 + �̂�𝑙 𝑦𝑠𝑑 𝑒𝑡
) 𝐶𝐶 ℎ𝑙
𝐶𝐶

. (64)

The symbols, reference values, description for various factors used in
the modeling are given in Table 1.

Finally, a diagram is presented in Fig. 5 to summarize the micro and
acroscale physics and the biogeochemical models and their coupled

nteractions with each other.

4. Results and discussion

This section presents simulation results of the described model.
fter a short overview on the description of the Initial Boundary Value
roblem (IBVP), discussion on sea ice freezing is presented during
inter and summer conditions. Next, a detailed discussion on photo-

ynthesis, with two examples of seasonal conditions during summer
nd winter are shown. Finally, the section ends with results for year
ong monthly variations in photosynthetic activity, taking data from
he literature (Henley et al., 2023a).

The IBVP is chosen to consider a realistic physical condition in the
Southern Ocean, where a domain of seawater starts freezing from top
due to lower atmospheric temperature. The domain is chosen to be able
to appropriately describe macroscale and microscale processes. Results
are plotted along the centerline as shown in Fig. 6.
8 
Table 1
Description and values of parameters used in modeling primary production (Tedesco
et al., 2012).

Symbol Value Description

�̂�𝑔 𝑝𝑝max 1.5 Max. specific photosynthetic rate
depending on ambient conditions

(

d−1
)

𝑄10 2.0 Characteristic Q10 coefficient (–)
𝜃𝑐 ℎ𝑙 0.035 Opt. quotum 𝐶𝐶 ℎ𝑙 ∶ 𝐶𝐶 (mg chl mg C−1 )
𝛼 1.8 ⋅ 10−3 Max. light utilization coef.

(

mg C (mg chl)−1mE−1 m2 s
)

𝑑𝑆 𝑖 0.1 Half saturation value for 𝑆 𝑖 -limitation
(

mmol Si m−2)

𝑏 0.05 Basal specific respiration rate
(

d−1
)

𝛾 0.1 Activity respiration fraction (−)
𝛽 0.05 Excreted fraction of primary production (−)
𝑑𝑝,𝑛 0.1 Nutrient stress threshold (−)
𝑑0 0.1 Max. specific lysis rate

(

d−1
)

𝑎PO4
2.5 ⋅ 10−3 Specific affinity const., 𝑃

(

m−2 mg C−1 d−1
)

𝑎NO3
2.5 ⋅ 10−3 Specific affinity const., N − NO3

(

m−2 mg C−1 d−1
)

𝑎NH4
2.5 ⋅ 10−3 Specific affinity const., N − NH4

(

m−2 mg C−1 d−1
)

𝑆 𝑖𝑚𝑎𝑥 0.085 Max. 𝑆 𝑖 ∶ 𝐶 ratio (mmol Si mg C−1 )
𝑃 𝑚𝑖𝑛 1.97 ⋅ 10−4 Min. 𝑃 quota

(

mmol P mg C−1)

𝑃 𝑜𝑝𝑡 7.86 ⋅ 10−4 Opt. 𝑃 quota
(

mmol P mg C−1)

𝑃 𝑚𝑎𝑥 1.57 ⋅ 10−4 Max. 𝑃 quota
(

mmol P mg C−1)

𝑁𝑚𝑖𝑛 3.78 ⋅ 10−4 Min. 𝑁 quota
(

mmol N mg C−1)

𝑁𝑜𝑝𝑡 1.26 ⋅ 10−4 Opt. 𝑁 quota
(

mmol N mg C−1)

𝑁𝑚𝑎𝑥 2.52 ⋅ 10−4 Max. 𝑁 quota
(

mmol N mg C−1)

4.1. Ice physics

A 1-d freezing simulation is set up on the microscale considering
that the major direction of freezing in along the vertical 𝑧-axis of the
domain due to maximum temperature gradient along the vertical direc-
tion based on lower atmospheric temperatures on the upper surface and
relatively warmer ocean water. The initial condition is set assuming an
equal distribution of ice and brine phase in the domain (n𝐈 ). Based
micr o
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Fig. 5. Flowchart of models with their coupled interactions and the resolved variables.
Fig. 6. IBVP.
Fig. 7. Microscale phase field simulation.
on the bulk salinity and temperature, a completely ice filled, water
filled or a mixed region with brine pore formation are reached at the
equilibrium state using the coupled phase field model. Fig. 7 shows
three different simulations for given ambient temperatures and bulk
salinity.
9 
Averaging over the length of the 1-d domain in Fig. 7(a), a pore
diameter of dpor e≈ 130μm is calculated from the ice free region, which is
well in the range of observed brine channel sizes (Maus et al., 2021;
Krembs et al., 2000). The modeled pore diameter also corroborates
the choice of diatoms as a reasonable species to model within the
sea ice matrix. On the macroscale, as shown in Fig. 6, for winter a
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Fig. 8. Depth dependent ice volume fraction for winter (left) and summer (right) conditions.
Fig. 9. Winter (left) and summer (right) dynamics of carbon assimilation.
temperature of 𝜃 = 263.15 K is prescribed from the top and for summer,
the prescribed temperature of 𝜃 = 272.15 K. The time evolution of ice
and brine volume fractions is shown in the following Fig. 8. Results for
winter are shown on the left and for summer on the right, respectively.

The initial conditions on the ice volume fraction in both winter
and summer conditions are chosen to be n𝐈 = 0.1. This is considered
primarily for two reasons. Firstly, a low value is chosen to depict the
ice growth and the significant change in its amount during the winter
months, and secondly, to observe the interaction between ice physics
and BGC, some ice needs to be present in the domain also during the
summer months. It can be observed clearly that the winter months are
associated with an increase in the ice fraction, while in summers, there
is no growth in ice. This plays an important role in the biogeochemical
dynamics and associated algal primary productivity, as discussed in
Section 4.2.

4.2. Ice BioGeoChemistry

The dynamic behavior of sea ice BGC is quite different over the
annual cycle of seasons, as various environmental conditions influence
it. In winter, the microbial communities use the ice floes to ‘stick’ and
flourish at the ice ocean interface, known as under ice communities. In
contrary, during summer, algal species grow on the surface of the ocean
due to higher light availability and better temperature conditions, as
shown in Fig. 9. The circular pattern occurring on the top surface is
the region of prescribed Dirichlet boundary conditions of temperature.
In physical conditions, this should be associated with the seawater
surface interacting with contrasting atmospheric temperature. Starting
from an initial carbon concentration of 10 mg m−3, significantly higher
carbon assimilation is observed during summer, growing as high as
10 
26 mg m−3 compared to only about 13 mg m−3 during a typical day.
For summer, even the regions of lowest concentrations of about 18
mg m−3 experience an increase from the initial condition. However,
during winter the lowest concentration seems to be slightly lower than
the initial condition, indicating a loss of carbon by algae potentially
due to lysis. It must also be noted that the winter contour should not
be perceived as a top-down growth. Rather, the growth is on the sides
of the regions of minimum temperature, which can be associated with
‘sticking’ around the ice floes in physical conditions. This behavior is
due to higher light availability in this region.

The environmental conditions cause the different functions to evolve
and behave differently in both seasons. Assuming a constant incident
sunlight and nutrients throughout the simulation, in winter, salinity
and temperature have a negative influence on the overall primary
production. In contrary, during summer, temperature has a positive
behavior and increases production. Since there is either low level of,
or no ice in summer, salinity is assumed to remain constant across
the domain and hence can be neglected as a relevant environmental
forcing factor for production. Although during the day, a constant
PAR is prescribed in the domain, attenuation due to growing sea ice
produces a gradient over the depth. In summer, on the other hand,
sunlight is much more available and due to the absence of ice, the
gradient is minute and 𝐹𝑃 𝐴𝑅 ≈ 1 throughout the domain. The temporal
evolution of environmental factors is shown in Fig. 10. It must be noted
that the first time step for all results shows a very steep, almost non-
physical jump in the values. This is due to the fact that the boundary
condition has a contrasting value compared to initial conditions at the
seawater. The fluctuation decays with time and the results are stable
and accurate.
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Fig. 10. Distribution of environmental functions over depth for winter (left) and summer (right) conditions.
Fig. 11. Rates of physical mechanisms affecting carbon concentration for winter (left) and summer (right) conditions.
Primary production, however, is a byproduct of various growth
and loss processes that involve carbon. The total carbon concentration
change is dependent on the difference between the growth due to
photosynthesis and losses due to respiration, exudation, and lysis.
In winter, as the temperature and salinity evolve with time due to
formation of ice, they become detrimental to algal growth. Respiration
and exudation are directly dependent and follow photosynthesis. Lysis,
however, increases at the top as the environmental conditions become
adverse for the microbial communities. The total rate of change is
then observed to increase initially but as the conditions worsen at
the top, lysis overtakes photosynthesis and hence, decreases the total
rate of change of carbon concentration. Fig. 11 show the dynamics of
photosynthesis, respiration, exudation, and lysis and their effect on the
total carbon assimilation rate.

Fig. 12 shows the evolution of carbon concentration starting from
an initial condition of 𝐶𝐶 = 10 mg m−3. Due to lysis, it is seen that
during winter the carbon concentration on the top layer decreases. An
appropriate physical interpretation of this behavior can be related to
the diatoms dying due to harsh temperature and salinity conditions on
the top layers of ice. In the lower layers of sea ice, the carbon con-
centration initially increases because the conditions are favorable and
after some time, starts to saturate. This is due to adverse temperature
and salinity conditions also at the bottom due to growing ice. However,
in summer, the temperature conditions are favorable and hence, the top
layers observe maximum increase in carbon concentration. This can be
corroborated to surface blooms observed in the MIZ when conditions
are favorable.

It is also worth noting that the presented solutions present the initial
phases of ice formation and algal dynamics within the sea ice system for
short times that are still distant from the steady state conditions because
it is a closed system and exchange of fluxes with atmosphere and
11 
ocean is not possible. This affects the carbon concentration, specially
in summers, where it is observed to grow monotonically. Apart from
this, efficient parametrization based on data is required to apply con-
straints that restrict the monotonic increase in carbon concentration.
Incorporation of brine expulsion mechanisms from the sea ice matrix is
also expected to further regulate the exchange of fluxes between the sea
ice system and the ocean water. In the current model, constant PAR is
assumed as an environmental variable. Incorporation of Gaussian like
distributions that prescribe daylight conditions from sunrise to sunset
can avoid such exponential growth curves, as seen on the plot for
summer conditions.

4.3. Nutrients

The ratio of chlorophyll and carbon concentrations 𝐶𝐶 ℎ𝑙 ∶ 𝐶𝐶 in
diatoms is a determining parameter for the interplay between various
environmental and ecological conditions (Wang et al., 2009; Yacobi
and Zohary, 2010; Smyth et al., 2023). High 𝐶𝐶 ℎ𝑙 ∶ 𝐶𝐶 ratios typically
indicate low light environments and conditions, where diatom species
increase their chlorophyll content to maximize the absorption of avail-
able PAR content for photosynthesis. While this is often associated with
deeper waters, in winter other factors like low light availability, light
attenuation due to sea ice, harsh temperature and salinity conditions,
and low nutrient availability can also result in higher 𝐶𝐶 ℎ𝑙 ∶ 𝐶𝐶 ratios.
In surface water, it is common for diatoms to reduce their chlorophyll
content, to avoid photodamage (Álvarez et al., 2018), and low 𝐶𝐶 ℎ𝑙 ∶
𝐶𝐶 ratios are typically suggestive of high light environments, such
as typical summer conditions in MIZ. Fig. 13 shows the variation of
𝐶𝐶 ℎ𝑙 ∶ 𝐶𝐶 ratios along height in two different seasonal conditions.

Fig. 14 indicates the overall actual chlorophyll and carbon concen-
trations along height are quite low in winter when compared to summer
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Fig. 12. Evolution of carbon concentration along depth for winter (left) and summer (right) conditions.
Fig. 13. Chlorophyll to carbon ratio for winter (left) and summer (right) conditions.
Fig. 14. Chlorophyll and carbon concentration for winter (left) and summer (right) conditions.
conditions. The unfavorable winter conditions keep the concentration
levels low, despite projecting high 𝐶𝐶 ℎ𝑙 ∶ 𝐶𝐶 ratios.

Although nutrients are assumed to be constant during a simulation
run, a change in availability of nutrients is modeled, keeping other
conditions constant. Silica, being an important nutrient for production
of diatom cells, is analyzed. Fig. 15 shows a direct dependence of
carbon concentration on silica. It is also observed that major shifts are
seen only around optimal 𝐶𝑆 𝑖 ∶ 𝐶𝐶 ratio of ≈0.1 mmol m−3 and nutrient
values further away from optimal ratios produce little differences in the
carbon concentrations as shown for values of 10 and 100 mmol m−3.

4.4. Seasonal primary production

Once the key environmental variables are discussed in the contrast-
ing seasonal settings, simulations are performed to describe seasonal
12 
variations in carbon concentrations over the period of a year. Henley
et al. (2023b) presented a circumpolar compilation of publically avail-
able literature about macronutrient data around the Antarctic con-
tinent. Monthly values of air temperature, water temperature, PAR,
and silicic acid are obtained from the paper for the model runs. The
data considers surface flooding as an associated process and hence,
distribution of the nutrient varies along height, cf. Table 2.

The initial conditions for the carbon and chlorophyll concentrations
were set to 𝐶𝐶 = 10 mg m−3 and 𝐶𝐶 ℎ𝑙 = 0.35 mg m−3 for each month,
maintaining a chlorophyll to carbon ratio 𝐶𝐶 ℎ𝑙 ∶ 𝐶𝐶 = 0.035. Starting
again with the environmental forcing functions, Fig. 16 shows the
variations along height for each season of the forcing functions.

Fig. 17 presents the results for ice volume fraction and carbon
concentration during one simulated day. The initial concentrations are
denoted with dotted line and final concentrations for each month are
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Table 2
Monthly distribution of key environmental variables.

Month Air temp (◦C) Water temp (◦C) PAR (μE m2s−1) Si (μmol)

Top 0.1 m Mid Bottom 0.2 m
January −2 −1.3 20.175 0.012 0.006 0.007
February −3 −1.4 13.157 0.012 0.006 0.007
March −6 −1.6 6.140 0.012 0.006 0.007
April −10 −1.8 1.096 0.022 0.041 0.03
May −12 −1.8 0.438 0.05 0.04 0.028
June −14 −1.8 0.219 0.08 0.038 0.025
July −16 −1.8 0.438 0.06 0.05 0.025
August −16 −1.8 2.192 0.03 0.045 0.03
September −14 −1.8 4.385 0.022 0.018 0.022
October −11 −1.8 10.964 0.018 0.015 0.018
November −6 −1.7 18.640 0.01 0.01 0.01
December −3 −1.6 23.023 0.008 0.008 0.008
Fig. 15. Effect of Silica limitation on carbon concentration along depth.

plotted to show the evolution of the variable for each month. It can
be seen that the months associated with Antarctic summer, October
to February, exhibit high values of concentrations and the winter
months from March to September have relatively low values. It is also
worth noting that while the chlorophyll concentration increases in each
month compared to its respective initial value, carbon concentrations
for June and July are below the initial values, indicating predominance
of lysis in those months. For the upper layers, except for months with
very high PAR and favorable temperature, respectively in December,
January, and February, the carbon concentration is below the initial
value. As shown before in Fig. 12 for two contrasting conditions of
summer and winter, the months associated with summer again tend to
show a top-down algal growth while the months associated with winter
show a bottom up algal growth.

While qualitative discussion on the evolution of various key physical
and BGC variables has been the focus of discussion throughout the
paper, the results have also been validated quantitatively as much as
possible. However, due to lack of reliable data related to photosynthesis
capacity of sea ice algae, direct validations are very difficult to be
achieved. Due to shortage of observations about ice algae production,
algal biomass is considered in most studies as a measure of primary
production. However, algal biomass and production are only weekly
correlated (Pinkerton and Hayward, 2021). Ice algae living within the
brine channels in sea ice are invisible to satellites, which are typically
13 
the drivers of climate research data (Lieser et al., 2015). This further
adds to the challenge of reliable data availability. Available observation
methods like ice core extraction and measurement of biomass provide
only instantaneous values of concentrations, rather than temporal infor-
mation on the growth and loss rates. Quantifying methods of under-ice
biomass and production through autonomous remote sensing vehicles
have recently been developed (Cimoli et al., 2017; Meiners et al.,
2017). Even though homogenization based mathematical models are
really effective to model heterogeneous materials like the sea ice and
its associated processes and are often computationally cheaper than
running full scale high-fidelity simulations, the smearing out of the
process variables over the domain often make them incomparable with
traditionally available observation data. The research group also plans
to design and carry out their own experiments that are co-developed
with close interactions and inputs with the current state of the mathe-
matical model. This will yield data in controlled environments that can
help in effectively validating the model. Evolution of key variables like
temperature, ice and brine volume fraction with salinity distribution
will be studied over time. Reproduction of the experimental setup
virtually with the mathematical model will serve as a validation. These
developments could help in future to validate temporal and spatial
evolution of BGC variables.

5. Conclusion

This paper presents an approach to model coupled seasonal Physical–
BioGeoChemical processes associated with sea ice in the Marginal
Ice Zone. A one way coupling of environmental forcing functions
associated with BioGeoChemistry is derived from the physical variables
of temperature and salinity, resolved using extended Theory of Porous
Media. The temporal dynamics of environmental conditions during
different seasons is modeled and discussed in detail to understand their
effect on primary production and nutrient mobility. Diatom winter
adaptation is shown through chlorophyll to carbon 𝐶𝐶 ℎ𝑙 ∶ 𝐶𝐶 ratio.
Finally, a typical season in the Southern Ocean is modeled using
environmental data from literature to show potential trends in the
annual primary production in the marginal ice zone. The results are
well in permissible ranges of values observed in reality. However, a
direct quantitative validation has not been achieved in this paper owing
to the fact that both a consensus and availability of data associated with
small scale coupled P-BGC processes in sea ice obtained through non-
intrusive observation methods is still lacking. This approach, hence, is
aimed at facilitating in the understanding of such critical and complex
processes occurring in rather inaccessible conditions. Ecosystem models
will also be developed and coupled, considering top-down dynamics
and their effects on the carbon assimilation.
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Fig. 16. Monthly variations in the initial conditions over depth.
Fig. 17. Seasonal dynamics during a 24 h simulation.
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