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 A B S T R A C T

The formation of porous sea ice in the polar oceans is a complex process influenced by the interaction between 
saline seawater and temperature. As ocean warming and environmental changes continue in these regions, a 
likely impact on the microstructure of sea ice is expected to occur, which in turn affects the biogeochemical 
processes associated with ice formation. To better understand and model the phase transition phenomena, 
this study presents a biphasic model that considers both solid ice and saline seawater within the framework 
of extended Theory of Porous Media (eTPM). This approach applies a continuum mechanical treatment on 
multiple phases and components associated with ice and seawater. The model captures phase transition 
between ice and brine using an interfacial mass transfer method, where the mass exchange is treated as a 
jump across an interface separating the two phases. This mass production is governed by factors such as heat 
flux, specific enthalpies, and the interfacial area. The resulting system of equations provides a high-fidelity 
representation of the ice-brine interactions and is solved using the Finite Element Method (FEM). To validate 
the approach, the study includes academic test cases as proof of concept.
1. Introduction

Sea ice plays a crucial role in regulating the global climate, ex-
panding and retreating in the polar regions each year. Since satellite 
monitoring began, the Arctic and Antarctic have shown distinct trends. 
However, despite regional differences, sea ice as a whole is highly 
dynamic and interacts with multiple coupled physical and biogeo-
chemical processes (Paul et al., 2023). Changes in temperature, ocean 
currents, and atmospheric conditions affect its formation, growth, and 
melt cycles. Additionally, biogeochemical processes, such as ice algal 
growth, photosynthesis, and carbonate chemistry, are closely linked to 
the physical structure of the ice. These small-scale processes are not 
yet well integrated into large-scale models due to the lack of suitable 
parameterizations. While significant research efforts have focused on 
understanding the large-scale behavior of sea ice, there remains a 
substantial gap in knowledge regarding small-scale interactions.

In recent years, increasing attention has been given to incorpo-
rating small-scale physical-biogeochemical (P-BGC) processes into sea 
ice models. Since these processes are closely connected to the porous 
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microstructure of sea ice, improving our understanding of this mi-
crostructure is crucial for accurately predicting future changes in sea 
ice cover. The physical and mechanical properties of sea ice as a macro-
scale continuum are a consequence of several small-scale processes 
associated with ice albedo, salinity, and temperature, cf. Vancoppenolle 
and Tedesco (2017), Tedesco and Vichi (2014), Worster and Rees Jones 
(2015), Eicken (1992). Hence, it becomes important to couple these 
processes with the phase transformation between saline seawater and 
solid ice at the interface between ocean and atmosphere. Several studies 
exist in the literature aimed at modeling individual small and large 
scale behavior. On the smaller scales, Morawetz et al. (2017), Kutschan 
et al. (2014, 2010, 2016), Lieblappen et al. (2018), Heorton et al. 
(2017) have presented modeling frameworks to study formation of 
dendritic patterns, microscale brine channels and frazil to polynas 
ice growth. The dimensions of temporal and spatial discretization are 
often in ranges of seconds and millimeters in these models. Large 
scale models (Åström et al., 2023; Streffing et al., 2022; Hunke et al., 
2017; Danilov et al., 2015) often resolve the temporal and spatial 
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dimensions in hours or days and kilometers, respectively. The primary 
focus of these models have been large scale sea ice drift behavior, 
and sea ice growth and decay modeling in terms of area. Small to 
large scale coupling has been gaining traction recently in the sea ice 
community. Weiss and Dansereau (2017) discussed linking scale in 
sea ice mechanics in the context of stress and deformation behavior 
including anisotropy, spatial localization and intermittency. Fu et al. 
(2021) studied multiscale variation characteristics of the three major 
Arctic sea ice drift patterns. However, the significant temporal periods 
were 1, 2, 4, and 8 years. The particle and the continuum systems have 
also been coupled to facilitate an effective representation of the dy-
namical and statistical features of sea ice across different scales (Deng 
et al., 2024). However, these studies are still in an early stage and no 
general consensus on significant coupling variables and behaviors can 
be found. A comprehensive numerical model of the deformable sea ice 
microstructure including the coupling of all relevant physical processes 
within the ice aims to bring insights into the small-scale processes such 
as salinity-temperature evolution (Notz and Worster, 2009; Notz, 2005; 
Griewank and Notz, 2013), brine channel and microscale dendritic 
pattern formation (Kutschan et al., 2014, 2010; Morawetz et al., 2017), 
among others.

The formation through freezing of sea ice is a complex and dynamic 
process. Once the surface water reaches its freezing point, ice crystals 
begin to form. These ice crystals initially appear as a slushy mixture of 
ice and water known as frazil ice. Frazil ice consists of small, needle-
like ice crystals that are suspended in the water (McFarlane et al., 
2015). These crystals can consolidate and stick together due to various 
factors, including wave action, turbulence, and wind. This process 
results in the formation of pancake ice, see Fig.  1, which consists 
of circular or irregularly shaped ice floes with raised edges. Pancake 
ice can continue to grow and merge to form a continuous ice cover 
and thickens over time. The frazil-pancake cycle shows the temporal 
evolution of sea ice, wherein frazil ice crystals aggregate and coalesce 
into pancake ice floes through a sequence of nucleation, aggregation, 
and consolidation processes driven by turbulent mixing and wave-
induced motion (Doble, 2009; Nose et al., 2021; McDonald, 2018). 
Other types of interactions between ice and ocean water also exist, 
such as polynas, columnar, and rafted ice. Polynyas, localized areas of 
open water amidst sea ice, exert profound impacts on regional climate 
and ice dynamics, facilitating heat transfer and driving atmospheric and 
oceanic circulation patterns. Columnar ice, characterized by vertically 
aligned crystal structures resulting from the slow freezing of seawater, 
exhibits enhanced mechanical strength and thermal insulation proper-
ties compared to other ice types (Weeks and Ackley, 1986). Rafted ice 
formations, arising from the convergence and compression of ice floes, 
manifest as complex arrangements of overlapping ice layers, reflecting 
the interplay of mechanical forces and thermodynamic processes within 
the ice pack (Babko et al., 2002). As the seawater freezes, salt gets 
trapped between the pores of the ice forming interstitial liquid brine 
inclusions. With a decreasing temperature, more and more salt gets 
concentrated and during periods of warming, fresh ice dissolves with 
liquid brine, hence, expanding these brine channels. This gives rise 
to various salinity profiles as given in Eicken (1992). Studying the 
dynamics of these diverse range of phenomena associated with sea ice 
is pivotal for advancing our understanding of polar environments and 
global climate systems (Leppäranta, 2009). 

The Theory of Porous Media (TPM) offers some key potential advan-
tages to model complex porous materials like sea ice. First of all, TPM 
provides a well-established method to model deformable porous materi-
als (Ehlers, 2002). TPM has also been found suitable to model complex 
phase transition phenomena in porous materials for biological (Lam-
bers, 2023; Suditsch et al., 2021), geological (Thom, 2022), (Seyed-
pour et al., 2019a), and environmental mechanics (Ricken and Bluhm, 
2010a; Schwarz et al., 2020), among others. TPM also provides a 
flexible framework to couple other multiphysical phenoma, like for-
mation of dendrites using phase field solidification model on the mi-
croscale (Henning et al., 2016; Moj, 2017). Nutrient concentrations and 
2 
Fig. 1. Sea ice photographed during an Antarctic Expedition on St. Agulhas in 2017.

solute diffusion processes have also been coupled with TPM (Seyedpour 
et al., 2019b). TPM has shown its utility also in the context of multi-
phase modeling of ice formation process also (Bluhm et al., 2014; 
Schwarz et al., 2020; Pathak et al., 2024, 2025).

Thus, in this paper a modeling approach for the phase transi-
tion implemented to the extended Theory of Porous Media (eTPM) 
is presented, which includes not only the multi-phase, but also a 
multi-component description of the porous sea ice microstructure, as 
the individual immiscible phases of ice and liquid can be a mixture 
themselves. A phenomenological description of freezing of ice is pre-
sented. For this first modeling approach, a constant pore size with 
interconnected pores is assumed. The pores are then homogenized over 
the control volume and the liquid fraction is utilized as a measure of 
pore characteristic. A system of coupled partial differential equations 
(PDEs) is used which models the formation of ice in seawater. The 
Finite Element Method (FEM) is then applied to discretize and solve 
the system of equations. 

2. Theoretical basis - extended Theory of Porous Media

The Theory of Porous Media (TPM) (Ehlers, 2002), which originates 
from the mixture theory (Bowen, 1976) with consideration of the con-
cept of volume fractions, is widely used theory today for the description 
and study of the thermodynamic behavior of fully or partially saturated 
porous media, cf. (Ehlers, 2014). Through the use of volume fractions, 
it is possible to study the microstructure of complex heterogeneous 
materials. As will be discussed later, the microstructure is represented 
by means of spatial distribution of volume fractions, along with interac-
tions between phases and evolution laws. This enables the macroscopic 
TPM equations to include effects due to microscopic structure and 
geometry without needing explicit resolution of each phase’s geometry. 
Therefore, TPM has been found to be particularly suitable for multi-
phase and multi-component materials, cf. (De Boer, 1996; De Boer and 
Ehlers, 1988), (Ricken, 2002; Ricken and de Boer, 2003; Ricken and 
Bluhm, 2010b; Ricken et al., 2014), (Moj et al., 2017), and (Bluhm 
et al., 2014).

The extended Theory of Porous Media (eTPM) as presented in Ricken
et al. (2014, 2020) provides an approach to treat miscible substances 𝜑𝛽
present in the immiscible macro phases 𝜑𝜶 , see also (Seyedpour et al., 
2023). The complex mixture body 𝜑 consists of 𝜿 macroscopic phases 
denoted as 𝜑𝜶 , with 𝜶 = 1,… ,𝜿. Moreover, each immiscible phase can 
be comprised by 𝜈 components 𝜑𝛼𝛽 which are solved and carried in 
phase 𝜑𝜶 . The overall mixture body can subsequently be homogenized 
as 

𝜑 =
𝜿
⋃

𝜶
𝜑𝜶 ∶=

𝜅
⋃

𝛼
(
𝜈
⋃

𝛽
𝜑𝛼𝛽 ). (1)

In the present case, the mixture body represents the biphasic ice-
seawater mixture with 𝜶 = 𝐈,𝐋, where 𝜑𝐈 denotes the solid ice matrix 
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Fig. 2. Schematic of porous sea ice microstructure.
and 𝜑𝐋 the liquid brine. The brine phase consists of the miscible 
components 𝜑L𝛽 with {𝛽 = S, 𝑤

}

, denoting the salt (s) and freshwater 
(w), respectively, see Fig.  2.

The concept of volume fractions is fundamental to describe the 
distribution of the different phases within a porous material. The con-
tinuum mechanical framework starts with the assumption of ‘‘smeared’’ 
continua to capture the heterogeneity and variability of the material. 
Smeared continua assume that these properties follow a statistical 
distribution. In the homogenized continuum all constituent phases are 
present in each point at all times and can be identified by their volume 
fraction. The liquids and/or gases present in the pores of the solid 
matrix can leave the mixture body.

The volume fraction n𝜶 of a constituent is given as the local ratio of 
the volume element d𝑣𝜶 of a given constituent 𝜑𝜶 with respect to the 
volume element d𝑣 of the overall medium with 
n𝜶 = d𝑣𝜶

d𝑣
. (2)

Since the control volume is completely filled and leaves no vacant 
spaces, the saturation condition is given as 
∑

𝜶
n𝜶 = n𝐈 + n𝐋 = 1 . (3)

The total volume V and mass M of the mixture over the entire control 
volume can be written as the sum of all partial volumes V𝜶 and masses 
M𝜶 of the 𝜿 phases with

V =
∑

𝜶
V𝜶 = ∫B𝐈

∑

𝜶
dv𝜶 = ∫B𝐈

∑

𝜶
n𝜶dv (4)

M =
∑

𝜶
𝜌𝜶 V = ∫B𝐈

∑

𝜶
𝜌𝜶dv = ∫B𝐈

∑

𝜶
n𝜶𝜌𝜶R dv .

The true density 𝜌𝜶R is defined as the ratio of partial mass of the 
constituent dm𝜶 to the partial volume dv𝜶 with 

𝜌𝜶R = dm𝜶

dv𝜶
. (5)

The partial bulk density 𝜌𝜶 of the constituent 𝜑𝜶 is defined as the 
product of its respective volume fraction n𝜶 and macroscopic true 
density 𝜌𝜶R with 

𝜌𝜶 = dm𝜶

dv
= n𝜶𝜌𝜶R , (6)

where 𝜌𝜶R can also be written as a sum of real densities of the miscible 
components 𝜑𝛼𝛽 with 
𝜌𝜶R =

∑

𝛽
𝜌𝛼𝛽 . (7)

The partial pore densities are defined as 

𝜌𝛽 = d𝑚𝛽

dv
= dv𝜶

dv
d𝑚𝛽

dv𝜶
= n𝜶𝜌𝛼𝛽 . (8)

Having a closer look to the seawater consisting of the miscible 
components fresh water and salt, see Fig.  3,
3 
the previously defined Eqs. (7) and (8) are applied and lead to 

𝜌𝛽 = dm𝛽

dv
= dv𝐋

dv
dm𝛽

dv𝐋
= n𝐋𝜌L𝛽 (9)

with the real density of the liquid phase being the sum of the real 
densities of the miscible components 𝜌L𝛽 with 
𝜌𝐋R =

∑

𝛽
𝜌L𝛽 . (10)

Moreover, the mass fraction is given as the ratio of local mass of the 
solute to the sum of local masses of all solutes with 

wL𝛽 = dm𝛽
∑

𝛽 dm
𝛽 =

𝜌L𝛽

𝜌𝐋R
. (11)

Restrictions on exchange or production terms between the macro-
scopic phases have to be considered in terms of mass, momentum and 
energy. These are denoted by 𝜌̂𝜶 , 𝐩̂𝜶 , and ê𝜶 , respectively. According 
to Truesdell’s metaphysical principles, cf. Truesdell (1984), the mixture 
body behaves as a single continua, constraining the sum of productions 
to zero, and hence, internal relations are given by 
∑

𝜶
𝜌̂𝜶 = 0 ,

∑

𝜶
𝐩̂𝜶=𝐨 ,

∑

𝜶
ê𝜶=0 (12)

2.1. Kinematics

Considering the fundamental concept of the Theory of Porous Media 
that each constituent is present across the control volume at all time 
steps, the kinematics are governed by the concept of a superimposed 
continua. Each spatial point 𝐱 in the actual configuration is simultane-
ously occupied by all constituents 𝜑𝜶 , and, in the extended TPM also by 
miscible components 𝜑𝛽 . The constituents and components are present 
in different reference positions at time t0 and hence, a separate motion 
function 𝜒𝜶 and 𝜒𝛽 , respectively, is assigned to each particle, see Fig.  4.

Proceeding from that, the mass average velocity of the liquid brine 
𝐱′𝐋 is defined as 

𝐱′𝐋 = 1
𝜌𝐋R

∑

𝛽 𝜌
L𝛽 𝐱′L𝛽 =

∑

𝛽 wL𝛽𝐱′L𝛽 , (13)

which evolves from the different velocities of the components 𝐱′L𝛽
weighted by their mass fractions. The seepage velocity, an essential 
quantity in the TPM to describe advective liquid flow through a solid 
matrix is given for the present two-phase body with 

𝐰𝐋𝐈 = 𝐱′𝐋 − 𝐱′𝐈 . (14)

The diffusion velocity in the framework of the eTPM is defined with 

𝐝𝛽𝐋 = 𝐰𝛽𝐈 − 𝐰𝐋𝐈 , (15)

where 𝐰𝛽𝐈 describes the difference velocity between component 𝜑𝛽 and 
the solid ice 𝜑𝜶 , and 𝐰  the difference velocity between brine and ice.
𝐋𝐈
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Fig. 3. Idealized representation of the seawater mixture.
Fig. 4. Kinematics of a biphasic mixture with concentrations.
Further detailed derivation of the kinematics in the framework 
of the TPM involving coordinate transformation from Lagrangean to 
Eulerian, material time derivatives of field quantities, deformation and 
stress tensors of individual phases, among other quantities can be found 
in de Boer and Bluhm (1999).

2.2. Model set up for biphasic porous medium with salt concentration

The balance equations in the framework of the extended Theory 
of Porous Media (eTPM) are given by the local forms of the balance 
equations of mass, momentum, moment of momentum and energy of 
the constituents. These can be set up each for the macroscopic phase 
𝜑𝜶 as well as for the component 𝜑𝛽 . The local forms are given in the 
aforementioned order with 
(𝜌𝜶)′𝜶 + 𝜌𝜶div 𝐱′𝛼 = 𝜌̂𝜶 , (𝜌𝛽 )′𝛽 + 𝜌

𝛽div 𝐱′𝛽 = 𝜌̂𝛽 (16)

div 𝐓𝛼 + 𝜌𝜶(𝐛 − 𝐱′′𝜶 ) = 𝜌̂𝜶𝐱′𝜶 − 𝐩̂𝜶 , div 𝐓𝛽 + 𝜌𝛽 (𝐛 − 𝐱′′𝛽 ) = 𝜌̂𝛽𝐱′𝛽 − 𝐩̂𝛽 , (17)

𝐓𝜶 = (𝐓𝜶)𝑇 (18)

𝜌̂𝜶(𝜀𝜶)′𝜶 − 𝐓𝜶 ⋅ 𝐃𝜶 − 𝜌𝜶r𝜶 + div 𝐪𝜶 = ê𝜶 − 𝐩̂𝜶 ⋅ 𝐱′𝜶 − 𝜌̂𝜶(𝜀𝜶 − 1
2
𝐱′𝜶 ⋅ 𝐱′𝜶),

𝜌̂𝛽 (𝜀𝛽 )′𝛽 − 𝐓𝛽 ⋅ 𝐃𝛽 − 𝜌𝛽 r𝛽 + div 𝐪𝛽 = ê𝛽 − 𝐩̂𝛽 ⋅ 𝐱′𝛽 − 𝜌̂
𝛽 (𝜀𝛽 − 1

2
𝐱′𝛽 ⋅ 𝐱

′
𝛽 ) .

(19)
4 
In the equation for balance of momentum, 𝐓𝜶 and 𝐛 are partial Cauchy 
stress tensors of the phase 𝜑𝜶 and the external body forces, respectively. 
𝐃𝜶 is the symmetric part of the spatial velocity gradient 𝐋 = (𝐅𝜶)′𝜶𝐅

−1
𝜶

with the deformation gradient 𝐅𝜶 . In the energy balance, 𝜀𝜶 , 𝑟𝜶 and 
𝐪𝜶 are the internal energy, external heat supply and the heat flux 
respectively. As defined in Eq. (12), ê𝜶 , 𝐩̂𝜶 and 𝜌̂𝜶 are the local supply 
terms for energy, momentum and mass. All quantities are likewise 
defined for the component 𝜑𝛽 . A detailed derivations of all important 
quantities like pore densities in mass and molar units, material time 
derivatives of the immiscible phases and miscible constituents within 
them, motion functions, velocities, and advective and diffusive fluxes 
of the solute components within the framework of the extended Theory 
of Porous Media can be found in Thom (2022).

To provide thermodynamically consistent constitutive relations the 
entropy inequality is obtained. It is given in the local form with 
∑

𝜶
[𝜌𝜶

(

𝜂𝜶
)′
𝜶 + 𝜌̂𝜶𝜂𝜶] ≥

∑

𝜶
[ 1
𝜃𝜶
𝜌𝜶r𝜶 − div( 1

𝜃𝜶
𝐪𝜶)] (20)

where 𝜂𝜶 is the specific entropy of the constituent 𝜑𝜶 .

2.2.1. Preliminary assumptions and field equations
Considering preliminary assumptions the governing equations for 

the model can be established. The mixture body is investigated with 
equal phase temperature with 𝜃 = 𝜃𝜶 , so that the energy supply 
between the phases is equal to zero with ê𝜶 = 0. The solid ice matrix 
is assumed to be incompressible, but a density change can arise from 
temperature change, so that 𝜌𝐈R = 𝜌𝐈R(𝜃) is a function of temperature 𝜃. 
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The same is valid for the liquid phase, however, the real density of can 
change through salinity change with 𝜌𝐋R = 𝜌𝐋R(S𝑏𝑟). Mass exchange 
takes place between ice and liquid with 𝜌̂𝐈 = −𝜌̂𝐋. Thus, the mass 
balances for ice and liquid read 
(n𝐈)′𝐈 𝜌

𝐈R + n𝐈(𝜌𝐈R)′𝐈 div 𝐱
′
𝐈 = 𝜌̂𝐈, (n𝐋)′𝐋 𝜌

𝐋R + nL(𝜌𝐋R)′𝐋 div 𝐱
′
𝐋 = −𝜌̂𝐈 . (21)

Moreover, the mass conversation of salt with respect to the motion of 
ice is established with 
n𝐋(𝜌L𝛽 )′𝐈 + (n𝐋)′𝐈 𝜌

L𝛽div n𝐋𝜌L𝛽 𝐰𝛽𝐈 + n𝐋𝜌L𝛽div 𝐱′𝐈 = 0 (22)

Use has been made of the reformulation of the material time derivative 
of an arbitrary quantity (⋅) w.r.t. the trajectory of the ice phase with 
(⋅)′𝜶 = (⋅)′𝐈 + grad(⋅) ⋅ 𝐰𝜶𝐈 / (⋅)′𝛽 = (⋅)′𝐈 + grad(⋅) ⋅ 𝐰𝛽𝐈. Evaluating the 
model under quasi-static conditions implies that 𝐱′′𝜶 = 0. Considering 
additionally the constraints given in Eq. (12) and Eq. (14), the local 
balances of momentum and their sum read 
div𝐓𝐈 + 𝜌𝐈𝐛 = 𝜌̂𝐈 𝐱′𝐈 − 𝐩̂𝐈, div𝐓𝐋 + 𝜌𝐋𝐛 = −𝜌̂𝐈 𝐱′𝐋 + 𝐩̂𝐈,

div𝐓 + 𝜌𝐛 = −𝜌̂𝐈 𝐰𝐋𝐈 ,
(23)

with 𝐓 = 𝐓𝐈 + 𝐓𝐋 and 𝜌 = 𝜌𝐈 + 𝜌𝐋. The energy balance for the 
mixture reads by making use of the specific Helmholtz free energy 
𝜓𝜶 = 𝜀𝜶 − 𝜃𝜶𝜂𝜶
∑

𝜶
{𝜌𝜶[(𝜓𝜶)′𝜶 + (𝜃)′𝜶𝜂

𝜶 + 𝜃(𝜂𝜶)′𝜶] − 𝐓𝜶 ⋅ 𝐃𝜶} + div𝐪 = (24)

− 𝐩̂𝐋 ⋅ 𝐰𝐋𝐈 − 𝜌̂𝐈(𝜓 𝐈 − 𝜓𝐋 + 𝜃(𝜂𝐈 − 𝜂𝐋)) ,

with 𝐪 = 𝐪𝐈 + 𝐪𝐋. Regarding the relation between components of the 
brine 𝜑L𝛽 and the overall mixture 𝜑𝐋, 
𝐓𝐋 =

∑

𝛽
𝐓L𝛽 , 𝜂𝐋 =

∑

𝛽
𝜂𝐋𝛽 , 𝜓𝐋 =

∑

𝛽
𝜓L𝛽 (25)

2.2.2. Constitutive equations for sea ice-water mixture
For a thermodynamically consistent description, the entropy in-

equality is evaluated in a procedure according to Coleman and Noll 
(1963). As a common procedure in multi-phase material modeling, the 
material time derivative of the saturation condition in combination 
with the Lagrange multiplier 𝜆 is added to the inequality to serve as an 
additional constraint. For a more useful energy formulation the specific 
Helmholtz free energy 𝜓𝜶 is implemented via 𝜓𝜶 = 𝜀𝜶 − 𝜃𝜶𝜂𝜶 , so the 
local form of the entropy inequality yields
∑

𝜶
{−𝜌𝜶 [(𝜓𝜶)′𝜶 + (𝜃)′𝜶𝜂

𝜶] + 𝐓𝜶 ⋅ 𝐃𝜶 − 1
𝜃
grad 𝜃 ⋅ 𝐪𝜶 − 𝜌̂𝜶 (𝜓𝜶 − 1

2
𝐱′𝜶 ⋅ 𝐱′𝜶 )

(26)
− 𝐩̂𝜶 ⋅ 𝐱′𝜶} + 𝜆{(1 −

∑

𝜶
n𝜶)′𝐈} . ≥ 0

In the following, the square of the velocities connected with the mass 
exchange 𝜌̂𝜶 will be neglected as the problem is investigated un-
der quasi-static conditions and velocities are assumed to be less than 
1 m/s. To consider the multi-component description, a mass-specific 
Helmholtz free energy 𝜓𝛽 is introduced, which yields after summing up 
over the components the Helmholtz energy 𝜓𝐋 of the overall solution: 
𝜌𝛽𝜓𝛽 = n𝐋(𝜌L𝛽𝜓𝛽 ) = n𝐋𝜓L𝛽 with

∑

𝛽
𝜓L𝛽 =

∑

𝛽
𝜌L𝛽𝜓𝛽 = 𝜓𝐋 (27)

The evaluation of the final representation of the Clausius–Duhem 
entropy inequality provides energy conserving and dissipative con-
straints which have to be considered for the choice of potential func-
tions (where we assume that the energy potentials exist and meet the 
restrictions obtained from the evaluation of the entropy inequality) 𝜓 𝐈

and 𝜓𝐋/𝜓𝛽 , respectively:

• Energy conserving: 

𝐓𝐈 = −n𝐈 𝜆 (
(𝜌𝐈R)′𝐈
𝜌IR

) 𝐈+𝐓𝐈
E,

∑

𝛽
𝐓𝛽 = 𝐓𝐋 = −n𝐋 𝜆 𝐈

with 𝐓𝐈 = 2 𝜌𝐈 𝐅𝐈
𝜕𝜓 𝐈

𝐅T

(28)
E 𝜕𝐂𝐈
𝐈

5 
𝜆 = −𝜌𝐋R (
∑

𝛽

𝜕𝜓L𝛽

𝜕𝜌L𝛽
+ 1
𝜌L𝛽

𝜓L𝛽 ) (29)

𝜂𝐈 = −
𝜕𝜓 𝐈

𝜕𝜃
, 𝜂𝛽 = − 1

𝜌L𝛽
𝜕𝜓L𝛽

𝜕𝜃
(30)

• Dissipative: 
𝜌̂𝐈 = −𝛿𝜇𝐈 (𝜇

𝐈 − 𝜇𝐋 )

with 𝜇𝐈 = 𝜓 𝐈 + 𝜆
𝜌𝐈R

, 𝜇𝐋 = 𝜓𝐋 + 𝜆
𝜌𝐋R

(31)

𝐩̂𝛽 = wL𝛽𝜆 grad n𝐋 + 𝐩̂𝛽E, 𝐩̂𝛽E = −𝛿𝐰𝛽𝐈𝐰𝛽𝐈 (32)

𝐪 = −𝛼∇𝜃 grad 𝜃 (33)

In the framework of various homogenization theories like the TPM
(De Boer, 1996; Ehlers, 2002), mixture theory (MT) (Bowen, 1969; 
Passman, 1977; Drumheller, 1978), and local volume averaging the-
ory (Hassanizadeh and Gray, 1979a,b; Lewis and Schrefler, 1999) 
from which the continuum mechanical models of porous materials are 
derived, the pores are assumed to be interconnected and have so far 
yielded satisfactory results for various fields of application. Starting 
from the fact that the pores are occupied by the fluid phase, the pore 
space property is incorporated using the volume fractions. It is then 
also possible to resolve the behavior of homogenized continuum body 
without knowing the actual size of each individual pore. The solid 
stress is a function of solid effective stress (or material law) and fluid 
pore pressure. The pore pressure is then determined using the volume 
fraction of solid n𝐈 (or 1 − n𝐋) multiplied with the pore pressure p𝐋R. 
Eq.  (28) provides the Cauchy stress relations 𝐓𝐈 and 𝐓𝐋 for the solid 
ice and brine. The split for 𝐓𝐈 follows the concept of effective stresses 
by Terzaghi (1943), which divides the total stresses into the effective 
part 𝐓𝐈

E covered by the soil matrix and the pore pressure part dependent 
on the Lagrange multiplier 𝜆. The pore pressure part is also dependent 
on the density change (𝜌𝐈R)′𝐈. Related to the principle of effective 
stresses, 𝜆 is identified as the pore pressure p𝐋R. The constraint for the 
pressure (29) follows the derivation by Bowen (1967), which includes 
the definition for the chemical potential with 𝜇L𝛽 = 𝜕𝜓L𝛽∕𝜕𝜌L𝛽 .

Besides changes in pressure due to hydraulic impacts, changes re-
sulting from the variation of the chemical composition due to diffusion, 
osmosis or reaction can also be included in the model utilizing the 
chemical potential. Eq. (30) presents the common relation for the spe-
cific entropies, which are obtained by deriving the specific Helmholtz 
energy with respect the temperature. The dissipative parts include the 
correlations to mass exchange (31), interaction forces (32), and heat 
flux (33). Therein, again use has been made of the definition for the 
overall chemical potentials of solid ice and brine 𝜇𝐈 and 𝜇𝐋, see (31)2. 
The parameters 𝛿𝜇𝐈  and 𝛿𝐰𝛽𝐈  are introduced as material parameters to 
comply with the dissipative inequality. More details on the restriction 
with reference to the mass supply can be found in Section 2.2.3.

By implementing the restriction for momentum exchange (32) into 
the momentum balance for component 𝜑𝛽 , a constitutive relation for 
the mass flux with respect to the solid ice can be derived, which 
constitutes of an advective (𝐰𝐋𝐈) and diffusive (𝐰𝛽𝐋) part with 

𝐣𝛽 = n𝐋𝐣L𝛽 = n𝐋𝜌L𝛽𝐰𝛽𝐈 = n𝐋𝜌L𝛽 (𝐰𝐋𝐈 + 𝐰𝛽𝐋) . (34)

Utilizing an approach for the material parameter 𝛿𝐰𝛽𝐈  based on the 
approach presented in Thom (2022) with 
(n𝐋)2

𝛿𝐰𝛽𝐈

!
= {d𝛽0 + k𝛽0 } , (35)

where d𝛽0 can be chosen as a pre-factor yielding Fick’s law of diffusion 
and k𝛽0  a factor to derive a Darcy expression for the filter velocity n𝐋𝐰𝐋𝐈, 
the total mass flux formulation reads 

𝐣𝛽 = n𝐋𝜌𝐋𝐰𝛽𝐈 = −n𝐋wL𝛽d𝐿𝛽 grad p𝐋R − 𝜌L𝛽 𝐾
𝐈
grad p𝐋R . (36)
𝜂𝐋R
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Therein, DL𝛽 represents the diffusion coefficient of component 𝜑𝛽 in 
mixture 𝜑𝐋, K𝐈 is the intrinsic permeability and 𝜂𝐋R the dynamic 
viscosity of the mixture.

The restriction (33) for the heat flux vector 𝐪 gained from the dissi-
pation mechanism can directly be identified as Fourier’s law (Fourier, 
1822), which describes the heat conduction negative proportional to 
the temperature gradient with 𝛼∇𝜃 as the head conduction coefficient.

To close the equation system, some more ad hoc assumptions are 
chosen regarding density and salinity. The bulk salinity of the ice-water 
mixture is given by the sum of salinities of ice and liquid multiplied by 
their respective volume fractions 
Sbulk = n𝐈 Sice + n𝐋 Sbr . (37)

It is also possible to reformulate the bulk salinity as a function of 
mass fractions using the relation n𝜶𝜌𝜶 = w𝜶 , yielding the relation with 
respect to mass fractions as Sbulk = w𝐈Sice + w𝐋 Sbr . The liquid weight 
fraction includes both freshwater and salt constituents and is given as 
w𝐋 = w𝐋𝑠 + w𝐋w In physical terms, bulk salinity is the salinity of the 
water that is formed when a given sea-ice sample will be completely 
molten. In case that w𝐋 denotes the mass of the liquid brine and w𝐈

that of the solid pure ice, the bulk salinity is described by 
Sbulk = w𝐋s∕(w𝐋 + w𝐈) ⋅ 103𝑝𝑝𝑡, (38)

whereas the brine salinity is defined as 
Sbr = w𝐋s∕w𝐋 ⋅ 103𝑝𝑝𝑡. (39)

With decreasing ice and brine temperatures, the Brine Volume 
Fraction (BVF) decreases and the ice becomes impermeable when BVF 
< 5% (Golden et al., 2007). Brine is then trapped in discrete pockets. 
Therein, liquid brine remains in thermodynamic equilibrium with the 
ice matrix whose temperature controls the brine volume and salinity. 
During ongoing cooling, brine pockets shrink as water freezes onto 
the walls of the pockets, thereby increasing the internal brine salinity. 
The increase of brine salinity due to the decrease in temperature is 
described by Notz and Worster (2009) as 
Sbr = −21.4 𝜃 − 0.886 𝜃2 − 0.0170 𝜃3. (40)

The situation is different however, in bottom ice, and also at the ice-
seawater interface. In the open brine channel system, brine salinity 
might be still close to seawater salinity. Then, brine could become tem-
porarily out of equilibrium with the ice matrix. It is also worth noting 
that several forms of the salinity-temperature Eq. (40) exist in litera-
ture. A comprehensive study of these can be found in Vancoppenolle 
et al. (2019) where the different equations are compared with each 
other. However, for the temperature range between 𝜃 = 0◦𝐶 and 𝜃 =
−22.9◦𝐶, the equations yield comparable values till the hydrohalite 
precipitation discontinuity is reached. Another critical temperature 
value is 𝜃 = −8.2◦𝐶 when the sodium sulfate starts precipitating, and 
hence the slope of the curve slightly changes. The error, however, is 
still less than 5% between the calculated salinity and data.

The real densities of ice 𝜌𝐈R and brine 𝜌𝐋R are dependent on the 
temperature and brine salinity, cf. (Petrich and Eicken, 2016)
𝜌𝐈R = 917.0 − 0.1403 𝜃 (41)
𝜌𝐋R = 1000.0 + 0.8 Sbr .

2.2.3. Evolution equation for growing ice
The freezing process from sea water to ice is a complex procedure 

dependent on the concept of latent heat, which is the energy absorbed 
or released during a phase transition at constant temperature. A pure 
ice phase formed out of a brine mixture requires 334kJ/kg of latent 
heat release during the phase transition. The latent heat in the context 
of sea ice also depends on the temperature and salinity of the system by 
the factor 𝐿(1+ 𝜇𝑆

𝑇 ), where 𝜇 = 0.054◦𝐶 PSU−1 is the empirical constant, 
𝑇  is the temperature and 𝑆 is the salinity of sea water. However, for 
6 
Fig. 5. Heat of fusion for freezing process.

Fig. 6. Principle of 1D ice formation.
Source: Taken from (Bluhm et al., 
2014).

temperature further away from freezing temperature 0◦𝐶 these effects 
are quite small and can be neglected (Fang et al., 2022). Fig.  5 shows 
the latent heat transfer for phase transition between water and ice.

To transfer this phenomena to the TPM, an approach based on the 
physical motivation of an interface velocity between ice and water 
during a freezing process is used, see (Bluhm et al., 2014). Therein, the 
driving force of the velocity of the interface is equal to the difference of 
the heat flux vectors divided by the corresponding specific enthalpies 
h𝜶 , see also Fig.  6. With the postulation of the pre-factor 𝛽𝐼

𝛹𝐼𝐿
 the mass 

supply term finally reads according to Bluhm et al. (2014) 

𝛽𝐼
𝜓𝐼𝐿

=
𝛽𝐼 (div𝐪)𝐵

(𝛹 𝐼 − 𝛹𝐿)(h𝐈 − h𝐋)
and 𝜌̂I = −

𝛽𝐼 (div𝐪)𝐵
(h𝐈 − h𝐋)

. (42)

A comparable ansatz is also introduced by Ehlers and Haeberle 
(2016), where the phase transition of water is described as a mass 
transfer across a singular surface which separates the available pore 
space into a disconnected part of water and ice. Proceeding from 
the implementation of jump conditions into the balance equations, an 
interfacial mass production term is derived. Transferred to the present 
problem, the growth term 𝜌̂𝐈 yields 

𝜌̂𝐈 = 𝑎𝛤
(𝐪𝐋 − 𝐪𝐈) ⋅ 𝐧𝛤

(h𝐋 − h𝐈)
. (43)

With this, the growth 𝜌̂𝐈 is dependent on the interfacial area 𝑎𝛤 , the 
jump between the heat fluxes 𝐪𝐋 and 𝐪𝐈 and the specific enthalpies 
(latent heat) h𝐋 and h𝐈 of water and ice, respectively. The specific 
enthalpy can be derived from 

ℎ𝛽 = 𝜇𝛽 + 𝜃 𝜂𝛽 = 𝜓𝛽 +
𝑝𝐿𝛽

+ 𝜃𝜂𝛽 . (44)

𝜌L𝛽
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The interfacial area 𝑎𝛤  is given as the quotient between the surface of 
the internal phase change referred to the overall volume with 

𝑎𝛤 =
d𝑎𝛤
dv

. (45)

The interfacial area is assumed to be constant and acts a pre-factor in 
the thermodynamically motivated phenomenological growth term. The 
direction of the moving ice singular surface 𝐧𝛤  is chosen to point in the 
direction of the temperature gradient.

3. Numerical treatment - Weak formulations

Taking into account the preliminary assumptions, constitutive re-
lations and the saturation condition, the following quantities remain 
unknown: 
 = (𝐱, 𝑡) =

{

𝐮I, n𝐈,Sbulk , p𝐋R, 𝜃
}

(46)

The weak formulations are derived following the standard Galerkin Fi-
nite Element Method (FEM) to determine the unknown field variables. 
The balance equations for the unknown quantities are multiplied with 
their respective test functions to get the final equations:

• Balance of momentum for mixture: 

∫B𝐈

(
𝐈,𝐋
∑

𝜶
𝐓𝜶) ⋅grad 𝛿𝐮𝐈 dv−∫B𝐈

(
𝐈,𝐋
∑

𝜶
𝜌𝜶)𝐛 ⋅𝛿𝐮𝐈 dv = ∫𝜕B𝐈

{𝐭 ⋅𝛿𝐮𝐈} da (47)

• Mass balance ice: 

∫B𝐈

{(n𝐈)′𝐈 𝜌
𝐈R + n𝐈(𝜌𝐈R)′𝐈 tr𝐃𝐈 − 𝜌̂𝐈} 𝛿n𝐈 dv = 0 (48)

• Concentration balance of salt:

∫B𝐈

{n𝐋(Sbr )′𝐈 + (n𝐋)′𝐈 S
br + n𝐋

𝜌𝐋R
Sbr (𝜌𝐋R)′𝐈 + n𝐋 Sbr tr𝐃𝐈} 𝛿Sbulk dv

(49)

− ∫B𝐈

{
𝐣Ls

𝜌𝐋R
⋅ grad 𝛿Sbulk} dv = ∫𝜕B𝐈

{
𝐣Ls

𝜌𝐋R
𝛿Sbulk ⋅ 𝐧} da

where 𝐣Ls = 𝐣Lsadv + 𝐣Lsdif f  is the total salt flux consisting of advective 
and diffusive components.

• Mass balance for the mixture:

∫B𝐈

−{n𝐋𝐰𝐋𝐈 ⋅ grad𝛿p𝐋R} dv + ∫B𝐈

{tr 𝐃𝐈 +
∑

𝜶

n𝜶

𝜌𝜶R
(𝜌𝜶R)′𝐈 (50)

− 𝜌̂𝐈 ( 1
𝜌𝐋R

− 1
𝜌𝐈R

)}𝛿p𝐋R dv = −∫𝜕B𝐈

{n𝐋𝐰𝐋𝐈 𝛿p𝐋R ⋅ 𝐧} da

• Energy balance for the mixture:

∫B𝐈

{𝜃𝜌𝐈(𝜂𝐈)′𝐈} 𝛿𝜃 dv + ∫B𝐈

{𝜃𝜌𝐋(𝜂𝐋)′𝐋} 𝛿𝜃 dv − ∫B𝐈

{𝐪 ⋅ grad 𝛿𝜃} dv (51)

+ ∫B𝐈

{𝐩̂𝐈E ⋅ 𝐰𝐋𝐈} 𝛿𝜃 dv + ∫B𝐈

{𝜌̂𝐈 [h𝐋 − h𝐈]} 𝛿𝜃 dv = ∫𝜕B𝐈

{𝐪 𝛿𝜃 ⋅ 𝐧} da

Starting from (24), the energy equation is derived using the results of 
the evaluation of the entropy inequality as well as the mass balances 
for liquid and ice were included. Therein, the exchange term 𝜌̂𝐈 is 
connected with the heat of fusion for ice, where (44) is used. The weak 
formulations are discretized for the Finite Element Method (FEM) and 
implemented as a user element in the Finite Element Analysis Program 
(FEAP), cf. Taylor (2014).

4. Numerical examples

4.1. Model setup 1

For a first proof of concept a cylindrical model was prepared for 
simulation. The cylinder represents a column of seawater with a di-
ameter of d = 0.5 m and a height of h = 1.0 m. The lateral surface 
7 
Fig. 7. Geometry and dimensions of initial boundary value problem (IBVP) setup 1. 
Red marked nodes are used to denote temperature decrease.

is fixed in normal direction for displacements 𝐮I and closed for heat 
flux 𝐪. The bottom surface allows heat transport. The whole cylinder 
is initiated with a temperature of θ = 272.15 K (−1.0 ◦C), a fixed bulk 
salinity of S𝑏𝑢𝑙𝑘 = 35 PSU (PSU =̂ Practical Salinity Unit, equivalent 
to g/kg) and an initial volume fraction of ice of n𝐈 = 0.1 [−]. To start 
the simulation of the freezing process, four nodes in the middle of the 
top surface (marked in red) are impinged with a temperature decrease 
of Δ𝜃 = −10 K, see Fig.  7. The IBVP is chosen to consider a realistic 
physical condition, where a domain of seawater starts freezing from 
top due to lower atmospheric temperature. However, to observe the 
evolution of temperature also in the radial directions, the entire top 
surface is not prescribed with a Dirichlet boundary condition in this 
case.

A total freezing time of 40 h was simulated, which was conducted 
with time increments of d𝑡 = 10 s using the parameters given in Table 
1. Fig.  8 shows the spatial and temporal temperature propagation with 
lateral and vertical cooling of the water column.

In addition to that, Fig.  9 plots the spatial and temporal develop-
ment of the volume fraction of ice n𝐈 during the simulation. The ice 
initially spreads also in the horizontal direction, and after reaching 
the lateral limits of the model ice grows vertically and the column 
freezes over, which can be well seen following the solidification front 
(yellow-green area).

Figs.  10(a) and 10(b) show the evolution of temperature and brine 
salinity over height at different time steps of the simulation, respec-
tively at t = {t0, 16 h, 40 h}. In the model the brine salinity S𝑏𝑟 is 
implemented as a function of temperature, cf. Eq. (40). This equation 
represents the physical circumstances that only the freshwater part of 
sea water freezes to ice and the salt present is expelled to the liquid 
channels and pockets, which leads to the highly concentrated brine. 
During the simulation the salt content in the liquid accumulates to 
150 PSU in the maximum, which yield from a volume fraction of ice 
n𝐈 = 0.4 at around 𝜃 = 262 K. This is in very good comparison to 
literature values, e.g. Fig. 6 in Vancoppenolle et al. (2010), where 
a temperature drop of roughly Δ𝜃 = −8 K yielding to a salinity of 
140 PSU. Additionally, a least-square curve fit to data measurements 
between brine salinity and ice temperature, where a temperature of 
−10◦ C corresponds to 140 PSU is also discussed in Cox and Weeks 
(1986). Freezing of ice results in the non-linear distribution of the 
volume fractions of ice n𝐈 over the height, see Fig.  10(c). Starting 
with straight distributions from top to bottom, it adjusts to the curved 
course around 20 cm below the top surface. In that area the heat flux 
distributes in lateral and vertical direction. As soon as the boundaries 
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Table 1
Material parameter for BVP.
 Material parameter Liquid Ice Mixture 
 thermal conductivity [W/mK] 0.5 (Sharqawy et al., 2010) 2.2 (Kraitzman et al., 2024)  
 specific heat capacity [J/kgK] 4180 (Lide, 2003) 2200 (Haynes, 2014)  
 heat dilatation coefficient [K−1] 5 × 10−5 (Petrenko and Whitworth, 1999)  
 intrinsic permeability [m2] 1 × 10−13 (Fowler and Iverson, 2022)  
 dynamic viscosity sea water [Ns/m2] 1.8 × 10−5 (Nayar et al., 2016)  
 factor phase transition [–] 10  
Fig. 8. Spatial development of temperature 𝜃 from simulation start to end with intermediate states.
Fig. 9. Spatial development of ice-brine interface illustrated by the volume fraction n𝐈 at different simulation time steps.
are reached, the heat only flows vertically causing the freezing of the 
column. As n𝐈 increases, it can be observed in Fig.  10(d) that the growth 
rate of ice decreases. This behavior is attributed to the reduction in the 
temperature gradient over time, which affects the heat fluxes of ice and 
liquid in the Eq. (43). 

To further evaluate how these variables evolve at various positions 
along the height over continuous time periods, Fig.  11 plots the devel-
opment at the top, middle, and bottom layers of ice. The dynamics at 
8 
different layers in the domain are quite distinct. While the upper layer 
starts below the freezing temperature, the middle and bottom layers 
only subsequently experience lower temperatures. It can be observed 
again that the ice fraction and growth rate follow opposite trends 
over time to preserve the saturation condition between the phases, as 
given in Eq. (3). In addition, distinct thermo-solutal coupling is evident. 
The ice fraction increases while the ice growth rate progressively 
declines due to latent heat release, reducing the local driving force for
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Fig. 10. Evolution of key variables along height.
solidification. Rapid cooling at the top initiates early ice formation and 
brine rejection, sharply increasing the local salinity, whereas the middle 
and bottom layers exhibit delayed thermal and solutal responses. This 
leads to a vertically stratified structure, characterized by colder, fresher 
ice near the top and warmer, more saline liquid near the bottom. 
Over time, temperature and salinity gradients intensify, substantially 
influencing phase change dynamics and solute redistribution within the 
system.

The layers also experience varied behavior along the radial direc-
tion. Fig.  12 shows the profiles of various parameters at the end of 
the simulation. It is observed that, although there is a clear difference 
in the temperature and salinity profiles, the ice fraction and growth 
rates behave differently. At increasing vertical positions ℎ, the system 
exhibits a pronounced phase change phenomena, characterized by 
elevated ice fractions n𝐈, higher ice growth rates 𝜌̂𝐈, increased salinity 
levels, and reduced temperature. The radial distributions of n𝐈 and 𝜌̂𝐈
display symmetry about the centerline (x = 0), with maximum values 
at the center and monotonic decreases towards the lateral boundaries, 
indicative of a spatially non-uniform but radially symmetric solidifi-
cation front 𝐧𝛤 . Salinity profiles demonstrate an overall increase with 
height while remaining nearly invariant along the radial coordinate. At 
the same time, temperature fields exhibit pronounced central minima 
corresponding to regions of maximal ice formation, highlighting the 
thermodynamic coupling between latent heat release and solute re-
distribution. These observations collectively suggest that the interplay 
between thermal gradients, solute segregation, and phase kinetics leads 
to a stratified structure, with stronger freezing, salt accumulation, and 
thermal gradients predominantly occurring at upper layers and near the 
domain center.

Pointing towards the ‘‘Rule of fives’’ (Golden et al., 1998, 2007), and 
more recently, also its improvement (Maus et al., 2021; Maus, 2025), 
disconnected pores only occur when the ice volume fraction is higher 
9 
than 95% (n𝐈 > 0.95). Therefore, in the present simulation setup, liquid 
fraction is still sufficiently high to have connected pores within the solid 
ice matrix. It must also be noted here, that the simulation experiment is 
carried in a non-equilibrium setting, meaning that empirical relations 
of equilibrium states, such as those presented in Cox and Weeks (1983), 
cannot be directly utilized to validate the non-equilibrium sea ice 
evolution states that the model produces.

4.2. Model setup 2

A second BVP was setup to further evaluate the growth of sea ice. In 
this case, instead of the previously chosen cylindrical column, a cubical 
domain was set up with a Dirichlet boundary condition on temperature 
at the top surface to imitate atmospheric low-temperature conditions 
compared to ocean temperature. Fig.  13 shows the schematic of the 
BVP. Radial effects, although important, have been neglected in this 
simulation setup.

Apart from the previously investigated results, in the setup, sensi-
tivity to prescription of n𝐈0 and 𝜃 is studied to understand if these have 
an effect on the results. Fig.  14 displays a parametric analysis of the 
vertically resolved ice fraction n𝐈 as a function of both initial ice content 
n𝐈0 and temperature 𝜃, capturing the interplay between compositional 
and thermal controls on sea ice formation. At all temperatures, higher 
values of n𝐈0 yield uniformly greater ice fractions throughout the vertical 
column, indicating that the initial brine composition (eq. (40)), directly 
governs the maximum attainable ice volume. As 𝜃 decreases from 
−2◦ 𝐶 to − 12◦ 𝐶, the profiles become increasingly non-linear, with ice 
accumulating more rapidly near the surface, leading to higher vertical 
gradients of n𝐈. This suggests enhanced freezing rates and sharper 
thermal stratification at colder temperatures. Notably, the relative in-
fluence of temperature is more pronounced at lower n𝐈0, where vertical 
growth is initially suppressed but responds more sensitively to cooling. 
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Fig. 11. Evolution of key variables along height.
These trends imply that under colder conditions, sea ice structure 
becomes more vertically heterogeneous, and systems with lower initial 
ice fractions exhibit greater thermodynamic sensitivity.

To further investigate the effects of these parameters on freezing 
process, sea ice growth rate 𝜌̂𝐈 is in Fig.  15. It can be observed that a 
complex interplay between n𝐈0 and 𝜃 shape the vertical distribution of 
the ice growth rate 𝜌̂𝐈. At lower freezing conditions (e.g., 𝜃 = −2◦ 𝐶), 
growth rates are sharply peaked near the interface and diminish rapidly 
with depth, suggesting surface-dominated solidification. However, as 
temperature decreases, the growth rate profiles broaden and shift up-
ward, indicating enhanced solidification across a larger vertical extent. 
Interestingly, the influence of n𝐈0 becomes increasingly nonlinear with 
cooling, meaning that, at low temperatures, small increments in n𝐈0
lead to disproportionately large increases in 𝜌̂𝐈, particularly in the 
upper half of the domain. This behavior reflects the coupling between 
thermodynamic forcing and microstructural feedbacks by means of ice 
fraction, where a greater initial ice fraction facilitates more rapid ice 
accumulation under stronger thermal gradients. The observed profile 
shapes highlight a transition from diffusion limited to thermodynami-
cally enhanced growth regimes. Such vertical structuring of ice growth 
rate can be central to understanding microstructural morphology, and 
porosity evolution of sea ice.

4.3. Model setup 3

In this setup, further investigations are carried out by varying the 
boundary conditions. Fig.  16 shows the prescribed temperature BC to 
imitate seawater and atmospheric interfaces with sea ice. Contrary to 
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Model 2 (Section 4.2), where seawater temperature was only prescribed 
as an initial condition in the entire domain except the top surface, 
in this model run, apart from the initial condition in the domain, the 
bottom surface is fixed at 𝜃 = −1.8◦C. This suggests that the possibility 
of free ice growth remains only within the domain and not at the upper 
and lower boundaries.

Figs.  17 and 18 show the development of the ice growth rate and 
volume fraction at t = t0, 16 h, 40 h at 𝜃top = −10◦C and 𝜃bottom = −1.8◦C. 
The sequence in Fig.  17 captures the dynamic evolution of the ice 
growth rate profiles over time for varying initial ice fractions n𝐈0. At 
the initial time t = t0, growth rates are sharply localized near the 
interface, exhibiting peak values that correlate positively with n𝐈0, while 
the bulk remains relatively inactive. By t = 16h, the growth front has 
penetrated deeper, and distinct vertical gradients emerge with higher 
n𝐈0 leading to faster upward propagation of the freezing front. At t =
40h, the growth rate becomes more spatially distributed, with profiles 
flattening in the lower half and steepening near the top. The upward 
shift of peak 𝜌̂𝐈 indicates a transition from interface-dominated (due 
to BCs) to volumetric (due to coupled field effects) growth. Notably, 
systems with higher n𝐈0 continue to exhibit stronger growth across the 
full vertical domain, confirming the persistent influence of composition 
on thermally driven solidification kinetics. 

Following the trends of 𝜌̂𝐈, n𝐈 also evolve along the height in differ-
ent behaviors. At t = t0, ice fractions reflect their respective n𝐈0 values, 
with nearly uniform vertical profiles due to homogeneous distribution 
as initial conditions. After 16 h, the profiles begin to evolve with in-
creasing curvature, particularly for higher n𝐈0, where the accumulation 
is more pronounced near the interface. By t = 40h, the system exhibits 
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Fig. 12. Developed variables at various layers.
Fig. 13. Geometry and dimensions of initial boundary value problem (IBVP) setup 2. 
Blue surface on top is used to denote temperature decrease.

strong vertical variations where ice fractions increase with height, and 
differences between curves become more pronounced. This behavior 
highlights the non-uniform solidification front progression, with higher 
initial ice fractions promoting more rapid ice build-up near the colder 
boundary on the top. The time-resolved profiles illustrate how the 
11 
interplay between thermal diffusion and phase transition kinetics leads 
to distribution of ice fraction. 

Thus, through these sensitivity studies, it can be concluded that 
time, initial distribution of ice, and temperature values and boundary 
conditions can play a role in the behavior of sea ice growth.

The development of coupled salinity, temperature, ice growth rate 
and ice fraction profiles provides insight into the thermodynamic freez-
ing of ocean water due to low temperature atmospheric conditions. 
Observations on depth dependent salinity and ice volume fraction from 
lab grown ice cores in controlled settings of temperature, and salt 
content can be a first approach to validate such simulations. Another 
approach could be to extract real sea ice cores (Notz et al., 2005), 
cut them into small discs at various heights and melt them. This 
would yield bulk salinity which can then directly be compared to this 
homogenization approach. However, the homogenized simulation and 
melted core salinity measurements will both be devoid of the true 
geometrical brine microstructure composition. Several other processes 
also influence the formation of sea ice and the associated desalination 
mechanisms, such as gravity drainage and flushing (Turner et al., 
2013; Rees Jones and Grae Worster, 2014). TPM provides a modeling 
framework to couple with other multi-physical models like phase field 
solidification on the microscale. A more precise description of mi-
croscale desalination mechanisms will lead to more accurate behavior 
with the homogenized continua. This will, however, be a part of future 
work in this direction.

5. Conclusion

A continuum mechanical multi-phase and multi-component model 
for the description of freezing processes of seawater in the framework 
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Fig. 14. Dependence of n𝐈 on n𝐈0 and 𝜃.
Fig. 15. Dependence of 𝜌̂𝐈 on n𝐈0 and 𝜃.
of extended Theory of Porous Media (eTPM) has been developed. 
Restrictions on conservative and dissipative quantities are derived by 
evaluating the Clausius–Duhem entropy inequality. The mass produc-
tion term is formulated considering the heat fluxes and enthalpies of the 
solid and liquid phases, as well as the interfacial area. The brine salin-
ity is modeled using temperature dependent third order polynomial 
function. Academic results through a variety of boundary conditions 
12 
are presented and discussed in detail showing the utility of eTPM as 
an effective framework for modeling multiphasic and multi-component 
porous structure of sea ice. Sensitivity studies of the key factors are 
also performed and discussed to shed light upon their influence on 
the growth of sea ice. The developed model is quite general in its 
present state, and can also be utilized to model specific types of sea 
ice and also cater to the regional variations with different boundary 
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Fig. 16. Geometry and dimensions of initial boundary value problem (IBVP) setup 3. 
Blue surface on top is used to denote temperature decrease and green surface at the 
bottom specifies seawater temperature.

conditions and input parameters. In the future, the model will be 
coupled to the microscale brine channel and pore formation model 
presented in Morawetz et al. (2017), using phase field modeling and 
upscaling the pore size property to the continuum scale.
13 
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